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α-STABLE LIMITS FOR MULTIPLE CHANNEL
QUEUES IN HEAVY TRAFFIC

Abstract. We consider a sequence of renewal processes constructed from
a sequence of random variables belonging to the domain of attraction of
a stable law (1 < α < 2). We show that this sequence is not tight in the
Skorokhod J1 topology but the convergence of some functionals of it is
derived. Using the structure of the sample paths of the renewal process we
derive the convergence in the Skorokhod M1 topology to an α-stable Lévy
motion. This example leads to a weaker notion of weak convergence. As an
application, we present limit theorems for multiple channel queues in heavy
traffic. The convergence of the queue length process to a linear combination
of α-stable Lévy motions is derived.

1. Introduction. Proving weak convergence in a function space by
proving weak convergence of the finite-dimensional distributions and then
proving tightness—this is a technique useful in the space of continuous func-
tions and the space of cadlag functions. Nevertheless, there exist sequences
of stochastic processes which are of interest in many applications but are
not tight. Below we present a sequence of renewal processes which: (i) lies
between two sequences of processes that converge weakly in the Skorokhod
J1 topology to the same limit, (ii) is not tight in the Skorokhod J1 topol-
ogy, (iii) is tight in the Skorokhod M1 topology. However, we are able to
prove the weak convergence of some useful functionals of this sequence. This
leads to a weaker notion of weak convergence. As an application, functional
central limit theorems (FCLTs) for multiple channel queues in heavy traffic
are derived when the interarrival and service times do not necessarily have
the second moment. We consider a queueing system which consists of p in-
dependent arrival channels and r independent service channels, where the
arrival and service channels are independent. The arriving customers form
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a single queue and they are served in the order of arrival. We investigate
two modes of operation for the service channels. We consider the modified
queueing system where a waiting customer is assigned to the service chan-
nel which can complete his service first and the service channels are not
shut off when they are idle. We also consider the standard queueing system
where a waiting customer is assigned to the first service channel available
and the service channels are shut off when they are idle. Thus the classical
GI/G/s system is a special case of our standard system. We shall restrict
our attention to systems in heavy traffic and show that the queue length
process in the modified and standard queueing systems tends weakly to a
linear combination of α-stable processes in the Skorokhod M1 topology. This
approximation is an extension of the work of Iglehart and Whitt [12] where
Brownian FCLTs for queues in heavy traffic are derived.

There has been a growing interest in approximations of queueing systems
with such alternative conditions in modeling communication networks. Net-
work traffic measurements have exhibited complex stochastic behavior such
as heavy-tailed probability distributions, long-range dependence and self-
similarity. For background and recent related work for single-server queues
under such alternative conditions, see Whitt [19] and references therein.

In Section 2 we discuss limit theorems for a renewal process constructed
from a sequence of random variables belonging to the domain of attraction
of a stable law (1 < α < 2). Section 3 deals with limit theorems for queues
in heavy traffic in the modified queueing systems. In Section 4 we consider
the standard queueing system.

2. A weaker notion of weak convergence. Let DR = DR[0,∞),
n ∈ N, be the space of all R-valued right continuous functions on [0,∞)
with limits from the left, endowed with the Skorokhod topology. For the
theory of weak convergence in the Skorokhod J1 topology see for instance
Ethier and Kurtz [9]. The notion of the Skorokhod topologies (J1 and M1) is
introduced in Skorokhod [17]; see also Avram and Taqqu [2]. All stochastic
processes in this paper are assumed to be in DR.

Let Xn and X be stochastic processes with trajectories in DR.

Definition 2.1. A sequence {Xn : n ∈ N} of stochastic processes is said
to converge weakly in the Skorokhod topology to a stochastic process X if for
every bounded functional f continuous in the Skorokhod topology,

lim
n→∞

E[f(Xn)] = E[f(X)].

In this case one writes Xn ⇒ X.

Let I be the identity function. The following theorem on random time
change (see Whitt [18, Theorem 3.1]) will be useful in our considerations.
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Proposition 2.1. Let {Zn : n ∈ N} and Z be processes in DR and
suppose that Zn ⇒ Z weakly in DR. Let {Nn : n ∈ N} be a sequence
of processes with non-decreasing and non-negative sample paths such that
Nn ⇒ λI, λ > 0. For each n ∈ N, Zn and Nn are assumed to be defined on
the same probability space. Then

Zn(Nn)⇒ Z(λI) weakly in DR.(2.1)

Let {Tk : k ∈ N} be an iid sequence of non-negative random variables
with common distribution function F , and for simplicity ET1 = 1, such that

1
ϕ(n)

[nt]∑

k=1

(Tk − 1)⇒ Zα,1(t)(2.2)

weakly in the Skorokhod J1 topology where Zα,1 is a strictly α-stable Lévy
motion with skewness parameter β = 1. We assume 1 < α < 2. The function
ϕ is given by ϕ(n) = n1/αL(n), where L is slowly varying at infinity. In other
words, F is in the domain of attraction of Zα,1(1).

Let N be a renewal process constructed from {Tk : k ∈ N}, i.e. for t ≥ 0,

N(t) = max
{
k :

k∑

i=1

Ti ≤ t
}
,(2.3)

and set Nn(t) = N(nt)/n for n ∈ N.

Proposition 2.2. Under the above assumptions, Nn ⇒ I.

Proof. This follows from the strong law of large numbers for renewal
processes (see e.g. Resnick [16, p. 190]) and the fact that the trajectories
of Nn are non-decreasing, which implies the convergence a.s. in the uniform
topology.

Let Sn =
∑n

k=1 Tk if n ≥ 1 and S0 = 0, and

Zn(t) =
S[nt] − [nt]

ϕ(n)
,(2.4)

Z ′n(t) =
S[nt]+1 − [nt]

ϕ(n)
,(2.5)

Z ′′n(t) =
S[nt] − nt
ϕ(n)

.(2.6)

Lemma 2.1. Zn ⇒ Zα,1, Z ′n ⇒ Zα,1 and Z ′′n ⇒ Zα,1 weakly in the Sko-
rokhod J1 topology as n→∞.

Proof. The first convergence follows easily from the assumptions. Notice
that

Z ′n(t) = Zn(t+ 1/n) +
1

ϕ(n)
.
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Using Proposition 2.1 we find that Zn(t + 1/n) ⇒ Zα,1(t) weakly in the
Skorokhod J1 topology. Since 1/ϕ(n) tends to 0 we get the assertion for Z ′n.
The proof for Z ′′n is similar.

The above lemma and Proposition 2.1 yield

Proposition 2.3. Zn(Nn) ⇒ Zα,1 and Z ′n(Nn) ⇒ Zα,1 weakly in the
Skorokhod J1 topology.

Let Xn be the following process:

Xn(t) =
nt−N(nt)

ϕ(n)
.(2.7)

Lemma 2.2. For every t ≥ 0 and n ∈ N,

Zn(Nn(t)) ≤ Xn(t) ≤ Z ′n(Nn(t)).(2.8)

Proof. This follows from (2.3)–(2.5).

Proposition 2.4. Let f = (f1, . . . , fd) be an Rd-valued functional pre-
serving the double inequality (2.8), that is, either

fi(Zn(Nn)) ≤ fi(Xn) ≤ fi(Z ′n(Nn))
or

fi(Z ′n(Nn)) ≤ fi(Xn) ≤ fi(Zn(Nn))

a.s. for every i = 1, . . . , d, and assume f(Zn(Nn))⇒ f(Zα,1) and f(Z ′n(Nn))
⇒ f(Zα,1). Then

f(Xn)⇒ f(Zα,1).(2.9)

Proof. This follows from the definition of weak convergence in Rd.
Propositions 2.4 and 2.3 imply that the finite-dimensional distributions

of Xn converge weakly to the finite-dimensional distributions of Zα,1.
This also implies that, for instance, sup0≤s≤tXn(s) tends weakly to
sup0≤s≤t Zα,1(s). Nevertheless, we show that the sequence {Xn : n ∈ N}
is not tight in the Skorokhod J1 topology.

Theorem 2.1. The sequence {Xn : n ∈ N} given by (2.7) is not tight in
the Skorokhod J1 topology.

Proof. It is sufficient to prove that

lim sup
n→∞

P{w1(Xn, θ) > η} > 0(2.10)

for some η and every θ > 0 where

wN (Xn, θ) = inf{maxw(Xn, [ti−1, ti)) :

0 = t0 < . . . < tr = N, θ ≤ ti − ti−1 ≤ 2θ, i ≤ r − 1, tr − tr−1 ≤ 2θ}
and

w(Xn, [ti−1, ti)) = sup
ti−1≤s,t<ti

|Xn(t)−Xn(s)|
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(see e.g. Jacod and Shiryaev [13]). The law of large numbers shows that
S[n/2]

n
→ 1

2
a.s. as n→∞.

This implies that
S[n/2]

n
< 1 a.s. for n ≥ n0(ω).

Then it is clear that

w1(Xn, θ) ≥ sup
k≤n/2

1
2

Tk
ϕ(n)

if sup
k≤n/2

Tk
n
≤ θ and n ≥ n0(ω).

Note that

sup
k≤n/2

Tk
n
→ 0(2.11)

in probability as n→∞ because

sup
k≤n

Tk
ϕ(n)

⇒ Y(2.12)

weakly where Y is a continuous random variable (see e.g. Resnick [15, p. 54]).
Thus,

lim sup
n→∞

P{w1(Xn, θ) > η} = lim sup
n→∞

P

{
w1(Xn, θ) > η, sup

k≤n/2

Tk
n
≤ θ
}

≥ P
{

lim inf
n→∞

{
w1(Xn, θ) > η, sup

k≤n/2

Tk
n
≤ θ
}}

≥ P
{

lim inf
n→∞

{
sup
k≤n/2

1
2
Tk
ϕ(n)

> η, sup
k≤n/2

Tk
n
≤ θ
}}

= lim
n→∞

P

{
sup
k≤n/2

1
2
Tk
ϕ(n)

> η

}
> 0

by (2.11) and (2.12). This concludes the proof.

However, as mentioned above, the double inequality (2.8) implies the
weak convergence of many useful functionals of Xn. It turns out that one
can define a convergence weaker than the weak convergence.

Definition 2.2. A sequence {Xn : n ∈ N} of real-valued stochastic
processes converges to a process X weakly in the sandwich sense if there are
two sequences {Yn : n ∈ N} and {Zn : n ∈ N} of stochastic processes such
that

Yn(t) ≤ Xn(t) ≤ Zn(t)(2.13)

for each t ≥ 0 a.s. and Yn ⇒ X and Zn ⇒ X weakly as n→∞.

Thus we get the following result.
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Corollary 2.1. Let {Xn : n ∈ N} be as defined in (2.7). Then Xn ⇒
Zα,1 weakly in the sandwich sense in the Skorokhod J1 topology.

If xn ∈ DR is unbounded above, then its generalized inverse function is
defined by x−1(t) := inf{u : x(u) > t}. We use the following lemma due to
Whitt [18].

Lemma 2.3. Let xn ∈ DR (n ∈ N) be unbounded from above, xn(0) ≥
0, let the sequence cn of real numbers tend to infinity , and let a > 0. If
cn(xn − aI) → x in the Skorokhod M1 topology then cn(x−1

n − a−1I) →
−a−1x(a−1I) in the Skorokhod M1 topology.

The following corollary can be deduced from Theorem 1b of Bingham [4].

Corollary 2.2. Let {Xn : n ∈ N} be as defined in (2.7). Then Xn ⇒
Zα,1 weakly in the Skorokhod M1 topology.

Proof. Using the Skorokhod representation theorem (see e.g. Billingsley
[3]) we can assume that (see Lemma 2.1 and (2.6))

Z ′′(t) =
n

ϕ(n)

(
1
n

[nt]∑

k=1

Tk − t
)
→ Zα,1(t)

with probability 1 in the Skorokhod J1 topology. Applying Lemma 2.3 with
cn = n/ϕ(n), xn(t) = n−1∑[nt]

k=1 Tk and using the equality

x−1
n (t) =

N(nt) + 1
n

we get
N(nt)− nt

ϕ(n)
→ −Zα,1(t)

with probability 1 in the Skorokhod M1 topology. Since the weak conver-
gence is a measure property we get the assertion.

Remark 2.1. In Corollary 2.2 it is not necessary to assume that the
process N (see (2.3)) is constructed from non-negative random variables,
but the expectation of Tk has to be positive (see Bingham [4]).

Remark 2.2. For α = 2 the sequence defined in (2.7) tends weakly in
the uniform topology to Brownian motion (see Billingsley [3]).

Remark 2.3. The convergence in the sandwich sense in the Skorokhod
M1 topology is essentially weaker than the convergence in the Skorokhod
M1 topology (even the convergence in the sandwich sense in the Skorokhod
J1 topology does not imply the convergence in the Skorokhod M1 topology).
Indeed, consider the following functions defined on [0,∞):

x(t) =
{

0 if t < 1,
1 if t ≥ 1,
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xn(t) =





0 if t < 1− 1/n,
1 if 1− 1/n ≤ t < 1,
0 if 1 ≤ t < 1 + 1/n,
1 if t ≥ 1 + 1/n,

yn(t) =
{

0 if t < 1 + 1/n,
1 if t ≥ 1 + 1/n,

zn(t) =
{

0 if t < 1− 1/n,
1 if t ≥ 1− 1/n.

Obviously

yn(t) ≤ xn(t) ≤ zn(t)

for t ≥ 0, and yn(t)→ x(t) and zn(t)→ x(t) as n→∞ in the Skorokhod J1

topology, but xn(t) does not converge to x(t) in the Skorokhod M1 topology.

3. The modified queueing system. Introducing the modified mul-
tiple channel queueing systems we follow Borovkov [5] and Iglehart and
Whitt [12]. Consider a queueing system which consists of p independent
arrival channels and r independent service channels where the arrival and
service channels are independent. Customers arrive one at a time in each of
p channels and then immediately join a single queue in front of the servers.
A waiting customer is assigned to the service channel which can complete
his service first and the servers are not shut off when they are idle. Each
server has an associated sequence of potential service times. If a server faces
continued demand for service, then the actual service times of its successive
customers are just these potential service times, and if there is no demand
during any potential service time, then the potential service time is ignored
and there is no actual service and no departure. After a server has started
to work in the absence of demand, the next demand will in general occur
in the middle of some potential service time. The remaining portion of that
potential service time will be that next customer’s actual service time.

The modified queueing system is of interest in its own right and in our
considerations it is also a device. The sequence {U i

n : n ∈ N} of iid random
variables represents the interarrival time between the (n − 1)th and nth
customers in channel i (i = 1, . . . , p) and belongs to the normal domain of
attraction of a stable law with stability index 1 < αi ≤ 2. The sequence
{V j

n : n ∈ N} of iid random variables represents the nth potential service
time of server j (j = 1, . . . , r) and belongs to the normal domain of attraction
of a stable law with stability index 1 < αp+j ≤ 2. These sequences are
independent, and EU i

1 = 1/ui and EV j
1 = 1/up+j where i = 1, . . . , p and

j = 1, . . . , r. As a measure of congestion of our system we define the traffic
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intensity % = λ/µ where

λ =
p∑

i=1

ui,(3.14)

µ =
r∑

j=1

up+j .(3.15)

We shall restrict our attention to systems in which % ≥ 1, that is, to the
case of queues in heavy traffic.

Thus, we have

1
n1/αi

[nt]∑

k=1

(U ik − 1/ui)⇒ Zαi,1(t)(3.16)

for i = 1, . . . , p, and

1
n1/αp+j

[nt]∑

k=1

(V j
k − 1/up+j)⇒ Zαp+j ,1(t)(3.17)

for j = 1, . . . , r where Zαk,1, k = 1, . . . , p + r, are independent stable Lévy
processes with skewness parameter β = 1 (note that they are continuous in
probability).

We now define renewal processes associated with the arrival channels
and servers. Let

Ai(t) = max
{
n :

n∑

k=1

U ik ≤ t
}

(3.18)

for all t ≥ 0 and i = 1, . . . , p, and

Sj(t) = max
{
n :

n∑

k=1

V j
k ≤ t

}
(3.19)

for all t ≥ 0 and j = 1, . . . , r. These processes represent the total number
of arrivals in the arrival channel i in the time interval (0, t], and the total
number of potential service times in the service channel j in the time interval
(0, t], respectively. Set

A(t) =
p∑

i=1

Ai(t),(3.20)

S(t) =
r∑

j=1

Sj(t)(3.21)

As in Iglehart and Whitt [12], define the modified queue length process
Qm(t) as
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Qm(t) = X(t)− inf
0≤s≤t

X(s),(3.22)

where
X(t) = A(t)− S(t).(3.23)

Then
Ai(nt)− ntui

n1/αi
⇒ u

1+1/αi
i Zαi,−1(t),(3.24)

Sj(nt)− ntup+j
n1/αp+j

⇒ u
1+1/αp+j
p+j Zαp+j ,−1(t)(3.25)

for i = 1, . . . , p and j = 1, . . . , r in the sense of Definition 2.2, that is,
weakly in the sandwich sense in the Skorokhod J1 topology and weakly in
the Skorokhod M1 topology (see Corollary 2.2). Notice that in (3.24) and
(3.25) the skewness parameter β is −1. Set

α = min{α1, . . . , αp, αp+1, . . . , αp+r}.(3.26)

Thus, we can write the double inequality for the process

Xn(t) =
X(nt)− (λ− µ)nt

n1/α
(3.27)

to obtain

Proposition 3.1.

Xn(t)⇒ Z(t) =
p∑

i=1

v
1+1/αi
i Zαi,−1(t)−

r∑

j=1

v
1+1/αp+j
p+j Zαp+j ,−1(t)(3.28)

weakly in the sandwich sense in the Skorokhod J1 topology and weakly in the
Skorokhod M1 topology where vk = uk if αk = α and vk = 0 if αk 6= α
and k = 1, . . . , p + r and the processes on the right hand side of (3.28) are
independent.

Proposition 3.2.

Xn(t)− inf
0≤s≤t

Xn(s)⇒ Z(t)− inf
0≤s≤t

Z(s)(3.29)

weakly in the Skorokhod M1 topology.

Proof. This follows from Proposition 3.1 and the fact that the functional
f(x)(t) = x(t) − inf0≤s≤t x(s) is continuous in the Skorokhod M1 topology
(see Whitt [18]).

Set

Qmn (t) =
Qm(nt)− (λ− µ)nt

n1/α
.(3.30)

We now consider the case when λ = µ. Then

Qmn (t) = Xn(t)− inf
0≤s≤t

Xn(s)
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and Proposition 3.2 implies

Corollary 3.1. If % = 1 then

Qmn (t)⇒ Z(t)− inf
0≤s≤t

Z(s)(3.31)

weakly in the Skorokhod M1 topology.

We now investigate the case λ > µ.

Proposition 3.3. If % > 1 then

Qmn (t)⇒ Z(t)(3.32)

weakly in the Skorokhod M1 topology.

Proof. Using Theorem 4.1 of Billingsley [3] and Proposition 3.1 it suffices
to show that d(Xn, Q

m
n ) ⇒ 0 weakly where d is the uniform metric. Thus,

we have to prove that

P

{
− inf

0≤s≤nt
X(s)
n1/α

> ε

}
→ 0(3.33)

as n→∞ and ε > 0 because

sup
s≤t
|Xn(s)−Qmn (s)| = − inf

0≤s≤nt
X(s)
n1/α

.

Recall that
X(t)
t
→ λ− µ > 0(3.34)

a.s. as t→∞ by the strong law of large numbers for renewal processes (see
e.g. Resnick [16]). Thus, for any δ > 0, there exists a t0 > 0 such that

P

{
sup
t0≤s

∣∣∣∣(λ− µ)− X(s)
s

∣∣∣∣ ≤ ε
}
≥ 1− δ.

Hence

P

{
sup

t0≤s≤nt

{
−X(s)
n1/α

}
≤ ε
}
≥ P{sup

t0≤s
{−X(s)} ≤ 0} ≥ 1− δ

for nt > t0. On the other hand,

sup
0≤s≤t0

{
−X(s)
n1/α

}
≤ sup

0≤s≤t0

A(s) + S(s)
n1/α

≤ A(t0) + S(t0)
n1/α

,

which converges to 0 in probability. Since supt0≤s≤nt{−X(s)/n1/α} and
sup0≤s≤t0{−X(s)/n1/α} both converge to 0 in probability, we have (3.33).

4. The standard queueing system. We use the idea of Borovkov
(see [5, Section 5]) to define the standard queueing system (see also Iglehart
and Whitt [12]). We define the standard system in terms of the same basic
sequences of random variables already used for the modified system. Then
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we prove that the distance between the two queue length processes is very
small under the assumption that at least one of the interarrival distributions
is heavier than all the service distributions.

In order to define the standard system, we should generate the actual
service times from the sequence of potential service times. We consider the
same sequences of arrivals and potential service times as in Section 3. We
construct the actual service time in such a way that this sequence is also
iid and is a subsequence of the given potential service times. Thus, if there
is still demand for service after a server has just served a customer, then
let the next actual service time be just the next random variable in the
sequence of potential service times. If there has been no demand before
receiving a customer at time t, let the next actual service time be the first
unused random variable occurring after time t in the sequence of potential
service times. This selection procedure provides a subsequence of iid random
variables. As before, customers arrive one at a time in each of the p channels
and then immediately join a single queue in front of the r servers. They are
served in the order of arrival, but by the first idle server, and the service
channels are shut off when they are idle.

Let θj(t) denote the shift in the service channel j at time t, that is,

θj(t) = (V j
n1

+ . . .+ V j
nl

)− (Ij1 + . . .+ Ijk)(4.35)

where {V j
nl : l ∈ N} is the subsequence consisting of the unused potential

service times in the service channel j and Ij1 , . . . , I
j
k are the idle periods up

to time t in the service channel j, and

V j
n1

+ . . .+ V j
nl
≥ Ij1 + . . .+ Ijk

but
V j
n1

+ . . .+ V j
nl−1

< Ij1 + . . .+ Ijk.

For a more detailed description of the shift θj see Iglehart and Whitt [12].
Let Q(t) be the process describing the standard queue length at time t.

Put

Qn(t) =
Q(nt)− (λ− µ)nt

n1/α
(4.36)

where α is defined in (3.26). Recall bounds on the difference between the
queue length processes Qm(t) and Q(t) given in Iglehart and Whitt [12]. For
every t ≥ 0 there exists a t0 ≤ t such that

(4.37) Q(t) ≤ Qm(t) + r +
r∑

j=1

[Sj(t0 + θj(t0))− Sj(t0)],

(4.38) Qm(t) ≤ Q(t) +
r∑

j=1

[Sj(t+ θj(t))− Sj(t)].



66 Z. Michna

Theorem 4.1. Let

α < min{αp+1, . . . , αp+r}(4.39)

where α is defined in (3.26). If % = 1, then

Qn(t)⇒ Z(t)− inf
0≤s≤t

Z(s).

If % > 1, then
Qn(t)⇒ Z(t)

where the process Z is given in (3.28).

Proof. We show that d(Qn, Q
m
n ) ⇒ 0 where d is the uniform metric

on the interval [0, 1]. Together with Corollary 3.1 and Proposition 3.3, this
implies the desired result.

Using the bounds given in (4.37) and (4.38) we get

d(Qn, Qmn ) =
1

n1/α
sup

0≤t≤1
|Q(nt)−Qmn (nt)|

≤ 1
n1/α

sup
0≤t≤1

(
r +

r∑

j=1

[Sj(nt+ θj(t))− Sj(nt)]
)
.

Thus it suffices to show that
1

n1/α
sup

0≤t≤1
[Sj(nt+ θj(t))− Sj(nt)]⇒ 0(4.40)

for all j = 1, . . . , r. Notice that

sup
0≤t≤1

θj(nt) ≤ max
l≤S̃j(n)+1

V j
nl

where S̃j is the renewal process generated by the subsequence {V j
nl : l ∈ N}

consisting of the unused potential service times in the service channel j.
Further

S̃j(n)
n
→ up+j a.s. as n→∞

and

max
l≤n

V j
nl

n1/α
⇒ 0 because max

l≤n
V j
nl

n1/αp+j
⇒ Y j

(Y j is a random variable; see e.g. Resnick [15, p. 54]), and α < αp+j from
the assumption (4.39). Thus from the above considerations it follows that

1
n1/α

sup
0≤t≤1

θj(nt)⇒ 0(4.41)

and since 1 < α < 2 we get
1
n

sup
0≤t≤1

θj(nt)⇒ 0(4.42)
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for all j = 1, . . . , r. From the assumption (4.39), for j = 1, . . . , r we get

Sj(nt)− up+jnt
n1/α

⇒ 0,(4.43)

which means that this last sequence is C-tight, and this implies that for all
ε > 0 and all η > 0 there exist 0 < δ < 1 and n0 such that for all n ≥ n0,

P

{
sup

t≤1, s≤δ

|Sj(n(t+ s))− Sj(nt)− up+jns|
n1/α

≥ ε

2

}
≤ η.(4.44)

Thus

P

{
sup
t≤1

|Sj(nt+ θj(nt))− Sj(nt)|
n1/α

> ε

}

≤ P
{

sup
t≤1

(∣∣Sj(nt+ θj(nt))− Sj(nt)− up+jn θj(nt)n

∣∣
n1/α

+ up+j
θj(nt)
n1/α

)
> ε

}

≤ P
{

sup
t≤1

∣∣Sj(nt+ θj(nt))− Sj(nt)− up+jn θj(nt)n

∣∣
n1/α

>
ε

2

}

+ P

{
up+j

n1/α
sup
t≤1

θj(nt) >
ε

2

}
.

The second term on the right hand side tends to 0 as n→∞ by (4.41), and
the first term is bounded above by

P

{
sup
t≤1

∣∣Sj(nt+θj(nt))−Sj(nt)−up+jn θ
j(nt)
n

∣∣
n1/α

>
ε

2
; sup
t≤1

θj(nt)
n

≤ δ
}

+ P

{
sup
t≤1

θj(nt)
n

> δ

}
≤ 2η,

which follows from (4.42) and (4.44).
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