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#### Abstract

We consider a simple boundary value problem at resonance for an ordinary differential equation. We employ a shift argument and construct a regular fixed point operator. In contrast to current applications of coincidence degree, standard fixed point theorems are applied to give sufficient conditions for the existence of solutions. We provide three applications of fixed point theory. They are delicate and an application of the contraction mapping principle is notably missing. We give a partial explanation as to why the contraction mapping principle is not a viable tool for boundary value problems at resonance.


1. Introduction. Assume $L>0$ and assume $g:[0, L] \rightarrow \mathbb{R} \times \mathbb{R}$ is continuous. We shall consider boundary value problems for ordinary differential equations of the form

$$
\begin{align*}
& y^{\prime \prime}(t)=g(t, y(t)), \quad 0 \leq t \leq L  \tag{1.1}\\
& y^{\prime}(0)=0, \quad y^{\prime}(L)=0 \tag{1.2}
\end{align*}
$$

The boundary value problem (1.1), (1.2) is said to be at resonance because the homogeneous problem

$$
y^{\prime \prime}(t)=0, \quad 0<t<L, \quad y^{\prime}(0)=0, \quad y^{\prime}(L)=0,
$$

has nontrivial constant solutions.
Boundary value problems at resonance have been investigated for many years, and Mawhin's Ma1, Ma2] coincidence degree theory has been a very useful tool to obtain sufficient conditions for existence of solutions; we cite, for example, BGS, DLG1, DLG2, FW, GS, Gu2, KT, Ka1, Ko1, Ko2. More recently, there has been an interest in considering conditions that imply the existence of a solution in a cone, and a broad collection of methods have been developed and successfully employed. For example, a coincidence theorem of Schauder type has been developed and employed [S], the Lyapunov-Schmidt

[^0]procedure has been employed [MY], topological degree [D, Gu1, NP, RS] has been employed, and a Leggett-Williams type theorem for coincidences has been developed [OZ] and employed [Fr, IZ, OZ]. A fixed point index theorem developed by Cremins Cr has been useful and has been employed by Bai and Fang [BF] and Kaufmann [Ka1, Ka2], for example. Webb and Zima [WZ] successfully employ fixed point index theory. Han [H] modifies the problem at resonance and considers an equivalent boundary value problem not at resonance in order to apply the Krasnosel'skǐ̌-Guo fixed point theorem.

This work is initially motivated by Han [H] who produced an interesting application of the Krasnosel'skii--Guo fixed point theorem. It is interesting in light of the observation that if $y$ is a solution of $1.1,1.2$, then $\int_{0}^{L} g(s, y(s)) d s=0$. Using a shift argument [IPT], Han constructs an equivalent boundary value problem, for which $y \in C[0, L]$ is a solution if, and only if, $y$ is a fixed point of an appropriate fixed point operator. In particular, if $y$ is such a fixed point, then $\int_{0}^{L} g(s, y(s)) d s=0$. Infante, Pietramala and Tojo themselves [IPT] provided a thorough study of boundary value problems related to the Neumann boundary conditions (1.2) using the shift argument.

Motivated by [H] and [IPT], we too shall apply the shift argument. We present three applications, one using the Krasnosel'skiü-Guo fixed point theorem, one using the Schauder fixed point theorem and one using the Leray-Schauder nonlinear alternative. Our purpose is to obtain analogues of standard results for regular boundary value problems. We then consider a standard question in the study of boundary value problems for ordinary differential equations, and consider the questions of existence and uniqueness of solutions and existence of solutions for $L>0$, in the case $L$ is small. We show that standard applications of the contraction mapping principle fail and we provide partial explanation for the failure. Han's construction is specifically used to give a partial explanation.

We close the paper with a simple example to illustrate the results.
2. A fixed point operator. Let $\beta$ be real and consider the equivalent boundary value problem

$$
\begin{equation*}
y^{\prime \prime}(t)+\beta^{2} y(t)=g(t, y(t))+\beta^{2} y(t)=h(t, y(t)), \quad 0 \leq t \leq L \tag{2.1}
\end{equation*}
$$

together with the boundary conditions (1.2). Throughout this article, we make the assumption that

$$
\begin{equation*}
\beta \in\left(0, \frac{\pi}{2 L}\right) \tag{2.2}
\end{equation*}
$$

A direct computation gives a Green's function $G(\beta, L ; t, s)$ for the boundary value problem (2.1), (1.2):

$$
G(\beta, L ; t, s)=\frac{1}{\beta \sin (\beta L)} \begin{cases}\cos (\beta t) \cos (\beta(s-L)), & 0 \leq t \leq s \leq L  \tag{2.3}\\ \cos (\beta s) \cos (\beta(t-L)), & 0 \leq s \leq t \leq L\end{cases}
$$

which has the following properties:
(i) it satisfies the boundary conditions

$$
G_{t}(\beta, L ; 0, s)=0, \quad G_{t}(\beta, L ; L, s)=0 ;
$$

(ii) it is continuous across the line $t=s$,

$$
G\left(\beta, L ; s^{+}, s\right)-G\left(\beta, L ; s^{-}, s\right)=0
$$

(iii) its $t$-partial derivative has a jump discontinuity across the line $t=s$,

$$
G_{t}\left(\beta, L ; s^{+}, s\right)-G_{t}\left(\beta, L ; s^{-}, s\right)=1
$$

Theorem 2.1. Assume $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Then $y$ is a solution of (2.1), (1.2) if, and only if, $y \in C[0,1]$ and

$$
y(t)=\int_{0}^{L} G(\beta, L ; t, s) h(s, y(s)) d s, \quad 0 \leq t \leq L .
$$

Since it is clear that $y$ is a solution of (1.1), (1.2) if, and only if, $y$ is a solution of (2.1), (1.2), Theorem 2.1 can be restated in the following way.

Theorem 2.2. Assume $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Then $y$ is a solution of (1.1), (1.2) if, and only if, $y \in C[0,1]$ and

$$
y(t)=\int_{0}^{L} G(\beta, L ; t, s) h(s, y(s)) d s, \quad 0 \leq t \leq L
$$

Theorems 2.1 and 2.2 motivate the following definition of a fixed point operator $K: C[0,1] \rightarrow C[0,1]$ :

$$
\begin{equation*}
K y(t)=\int_{0}^{L} G(\beta, L ; t, s) h(s, y(s)) d s, \quad 0 \leq t \leq L \tag{2.4}
\end{equation*}
$$

Thus, obtaining a fixed point of $K$ in $C[0, L]$ is equivalent to obtaining a solution of $(\overline{1.1}),(\sqrt{1.2})$. We point out that if $h:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, then since $G$ is uniformly continuous on $[0, L] \times[0, L]$, standard arguments show that $K: C[0, L] \rightarrow C[0, L]$, defined by (2.4), is a completely continuous operator.

Lemma 2.3. The Green function given by (2.3) satisfies

$$
\begin{equation*}
\frac{\cos ^{2}(\beta L)}{\beta \sin (\beta L)} \leq G(\beta, L ; s, t) \leq \frac{1}{\beta \sin (\beta L)}, \quad(t, s) \in[0, L] \times[0, L] . \tag{2.5}
\end{equation*}
$$

Proof. From (2.3) we deduce that

$$
G(\beta, L ; t, s) \leq \frac{1}{\beta \sin (\beta L)}, \quad(t, s) \in[0, L] \times[0, L] .
$$

Furthermore,

$$
G(\beta, L ; t, s) \geq \frac{1}{\beta \sin (\beta L)} \begin{cases}\cos (\beta L) \cos (\beta L), & 0 \leq t \leq s \leq L, \\ \cos (\beta L) \cos (\beta L), & 0 \leq s \leq t \leq L .\end{cases}
$$

Hence,

$$
G(\beta, L ; t, s) \geq \frac{\cos ^{2}(\beta L)}{\beta \sin (\beta L)}, \quad(t, s) \in[0, L] \times[0, L]
$$

3. Applications of fixed point theorems. In this section we present three applications: of the Krasnosel'skiī-Guo [GL fixed point theorem, of the Schauder [J] fixed point theorem, and of the Leray-Schauder nonlinear alternative [LS, DG. We also give a partial explanation as to the notable lack of application of the contraction mapping principle.

First we state for convenience:
Theorem 3.1 (Krasnosel'skií-Guo fixed point theorem). Let $X$ be a Banach space and let $D \subset X$ be a cone in $X$. Assume $\Omega_{1}$ and $\Omega_{2}$ are open balls of $X$ with $0 \in \Omega_{1}$ and $\overline{\Omega_{1}} \subset \Omega_{2}$. Let $K: D \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \mapsto D$ be a completely continuous operator such that either
(1) $\|K U\| \leq\|U\|, U \in D \subset \partial \Omega_{1}$, and $\|K U\| \geq\|U\|, U \in D \subset \partial \Omega_{2}$, or
(2) $\|K U\| \geq\|U\|, U \in D \subset \partial \Omega_{1}$, and $\|K U\| \leq\|U\|, U \in D \subset \partial \Omega_{2}$.

Then $K$ has a fixed point in $D \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.
Let $X=C[0, L]$ with $\|y\|=\max _{0 \leq t \leq L}|y(t)|$. Define the cone $D \subset X$ by

$$
D=\left\{y \in C[0, L]: y(t) \geq \cos ^{2}(\beta L)\|y\|, t \in[0, L]\right\} .
$$

Theorem 3.2. Assume $h:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and assume $h(t, y) \geq 0$ for $(t, y) \in[0, L] \times[0, \infty)$. Let $K$ be the operator defined by (2.4). Then

$$
K: D \rightarrow D .
$$

Proof. First note that the Green function is uniformly continuous on $[0, L] \times[0, L]$. So the continuity of $h$ implies $K y \in C[0, L]$ if $y \in C[0, L]$. Moreover, the condition $h \geq 0$ if $y \geq 0$ and (2.5) imply that if $y \geq 0$, then $K y \geq 0$. So, $y \in D$ implies $K y \geq 0$.

Now, let $y \in D$. Then

$$
|K y(t)| \leq \int_{0}^{L}|G(\beta, L ; t, s)||h(y(s))| d s
$$

which implies

$$
\begin{equation*}
\|K y\| \leq \frac{1}{\beta \sin (\beta L)} \int_{0}^{L}|h(y(s))| d s \tag{3.1}
\end{equation*}
$$

Employ (3.1) to obtain,

$$
\begin{aligned}
K y(t) & =\int_{0}^{L} G(\beta, L ; t, s) h(y(s)) d s \\
& \geq \frac{\cos ^{2}(\beta L)}{\beta \sin (\beta L)} \int_{0}^{L} h(y(s)) d s \geq \cos ^{2}(\beta L)\|K y\|
\end{aligned}
$$

and

$$
\begin{equation*}
K y(t) \geq \cos ^{2}(\beta L)\|K y\| \tag{3.2}
\end{equation*}
$$

Thus, $K D \subset D$.
To apply Theorem 3.1, suppose in addition to assumption (2.2) that

$$
\begin{equation*}
g(t, y) \geq-\beta^{2} y, \quad(t, y) \in[0, L] \times[0, \infty) \tag{3.3}
\end{equation*}
$$

Theorem 3.3. Assume $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and assume (2.2) and (3.3) hold. Assume $g$ satisfies the asymptotic properties

$$
\begin{align*}
& \limsup _{y \rightarrow 0^{+}} \max _{t \in[0,1]} \frac{g(t, y)}{y}=-\beta^{2}  \tag{3.4}\\
& \liminf _{y \rightarrow \infty} \min _{t \in[0,1]} \frac{|g(t, y)|}{y}=\infty \tag{3.5}
\end{align*}
$$

Then there is at least one positive solution of (1.1), (1.2).
Proof. For $0<r<\infty$, let

$$
\Omega_{r}=\{y \in C[0, L]:\|y\|<r\}
$$

We shall determine values of $0<r<R$ such that the hypotheses of Theorem 3.1 are satisfied with $\Omega_{r}=\Omega_{1}$ and $\Omega_{R}=\Omega_{2}$.

First, note by (3.4) there exists $r>0$ sufficiently small such that

$$
\begin{equation*}
\|K y\| \leq\|y\| \quad \text { for all } y \in D \cap \partial \Omega_{r} \tag{3.6}
\end{equation*}
$$

To see this, let $m>0$ and assume

$$
\frac{m L}{\beta \sin (\beta L)} \leq 1
$$

By (3.4), there exists $r>0$ such that if $y \in D \cap \partial \Omega_{r}$, then

$$
g(t, y(t))+\beta^{2} y(t) \leq m y(t) \quad \text { or } \quad h(t, y(t)) \leq m y(t)
$$

Then

$$
\begin{aligned}
K y(t) & =\int_{0}^{L} G(\beta, L ; s, t) h(y(s)) d s \leq m\|y\| \int_{0}^{L} G(\beta, L ; s, t) d s \\
& \leq\|y\| \frac{m L}{\beta \sin (\beta L)} \leq\|y\|
\end{aligned}
$$

Thus, $\|K y\| \leq\|y\|$ if $y \in D \cap \partial \Omega_{r}$, and (3.6) is true.
Now we exhibit $R>0$ sufficiently large such that

$$
\begin{equation*}
\|K y\| \geq\|y\| \quad \text { for all } y \in D \cap \partial \Omega_{R} \tag{3.7}
\end{equation*}
$$

There exists $R_{0}>0$ such that if $y \geq R_{0}$, then

$$
g(t, y) \geq \rho y
$$

where $\rho>0$ is such that

$$
\frac{\cos ^{4}(\beta L)}{\beta \sin (\beta L)}\left(\rho+\beta^{2}\right) L \geq 1
$$

Let $R>\max \left\{R_{0} / \cos ^{2}(\beta L), 2 r\right\}>r$. Then $y \in D \cap \Omega_{R}$ implies

$$
y(t) \geq \cos ^{2}(\beta L)\|y\|>R_{0}
$$

and

$$
h(t, y(t))=g(t, y(t))+\beta^{2} y(t) \geq \rho y(t)+\beta^{2} y(t)=\left(\rho+\beta^{2}\right) y(t)
$$

By Lemma 2.3, we have

$$
\begin{aligned}
K y(t) & =\int_{0}^{L} G(\beta, L ; s, t) h(s, y(s)) d s \geq\left(\rho+\beta^{2}\right) \int_{0}^{L} G(\beta, L ; s, t) y(s) d s \\
& \geq\left(\rho+\beta^{2}\right) \frac{\cos ^{2}(\beta L)}{\beta \sin (\beta L)} \cos ^{2}(\beta L) L\|y\| \geq\|y\|
\end{aligned}
$$

Thus, $\|K y\| \geq\|y\|$ if $y \in D \cap \partial \Omega_{R}$, and (3.7) is true.
REmARK. Many related results are readily obtained now that the basic framework is established to apply the Krasnosel'skǐ̌-Guo fixed point theorem, Theorem 3.1. One can modify the asymptotic conditions (3.4, (3.5) with superlinear growth at the origin and sublinear growth at infinity, or produce growth properties to imply the existence of multiple positive solutions, or introduce nonlinear eigenvalue problems and obtain eigenvalue intervals on which positive solutions exist; see EHW, EW, HW] for the seminal papers along these lines. As this is not the intent of this particular article, we do not develop these related results here.

We now consider an application of the Schauder fixed point theorem JJ, stated here for convenience:

Theorem 3.4 (Schauder fixed point theorem). If $V$ is a closed convex subset of a Banach space $X$, if $K: V \rightarrow V$ is continuous on $V$, and if $\overline{K V}$ is a compact subset of $X$, then $K$ has a fixed point in $V$.

Consider the Banach space $X=C[0, L]$, equipped with the maximum norm

$$
\|y\|_{0}=\max _{0 \leq t \leq L}|y(t)|
$$

From this point on in the paper, we do not consider positive solutions and so condition (3.3) is not assumed throughout the remainder of the article.

Theorem 3.5. Assume that $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Assume there exists $\beta \in\left(0, \frac{\pi}{2 L}\right)$ such that $h(t, y)=g(t, y)+\beta^{2} y$ is bounded. Then there exists a solution of (1.1), (1.2).

Proof. Since $h$ is bounded, let $Q=\sup \{|h(t, y)|:(t, y) \in[0, L] \times \mathbb{R}\}$. Let $V \subset X$ be defined by

$$
V=\left\{y \in X:|y(t)| \leq \frac{Q L}{\beta \sin (\beta L)}, 0 \leq t \leq L\right\}
$$

Then, clearly, that $V$ is a closed bounded convex subset of $X$. For any $y \in V$,

$$
\begin{align*}
|K y(t)| & \leq \int_{0}^{L}|G(\beta, L ; t, s)||h(s, y(s))| d s \leq Q \int_{0}^{L}|G(\beta, L ; t, s)| d s  \tag{3.8}\\
& \leq \frac{Q L}{\beta \sin (\beta L)}
\end{align*}
$$

So $K$ maps $V$ into $V$.
REmARK. It is a standard application of the Schauder fixed point theorem to show that a bounded nonlinear term is a common sufficient condition for existence of solutions. However, in this case, the application is more interesting. Consider the boundary value problem (1.1), 1.2), and assume $g:[0, L] \times \mathbb{R} \rightarrow(0, \infty)$. Then $\int_{0}^{L} g(t, y(t)) d t>0$ for any $y \in X$. In particular, there is no fixed point for the operator $K$ if $g$ is moreover assumed to be continuous and bounded.

Remark. Also note that if $h(t, 0)=0$, then the trivial solution is a solution of $\sqrt{1.1}, \sqrt{1.2}$, and the Schauder fixed point theorem provides no new information. So, for all practical purposes, assume in Theorem $3.5 \mathrm{ad}-$ ditionally that $h(t, 0) \neq 0$.

For our third application, we use the Leray-Schauder nonlinear alternative, again stated here for convenience:

Theorem 3.6 (Leray-Schauder nonlinear alternative). Let $V$ be a closed and bounded subset of a Banach space $X$, let $U$ be an open subset of $V$ and $0 \in U$. Suppose $K: \bar{U} \rightarrow V$ is a continuous and compact operator. Then either
(1) $K$ has fixed point in $\bar{U}$, or
(2) there exists a point $u \in \partial U$ such that $u=\lambda K u$ for some $\lambda \in(0,1)$ where $\partial U$ denotes the boundary of $U$ in $V$.

Theorem 3.7. Assume that $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Assume there exists $\beta \in\left(0, \frac{\pi}{2 L}\right), \sigma \in C[0, L] \times R^{+}$and a nondecreasing function $\Psi: R^{+} \rightarrow R^{+}$such that if $h(t, y)=g(t, y)+\beta^{2} y$, then

$$
|h(t, y)| \leq \sigma(t) \Psi(|y|), \quad(t, y) \in[0, L] \times \mathbb{R}
$$

Moreover, assume there exists $M>0$ such that

$$
\begin{equation*}
\frac{M \beta \sin (\beta L)}{L\|\sigma\| \Psi(M)}>1 \tag{3.9}
\end{equation*}
$$

Then the boundary value problem (1.1), (1.2) has a solution.
Proof. Again consider the Banach space $X=C[0, L]$ equipped with the maximum norm $\|y\|_{0}=\max _{0 \leq t \leq L}|y(t)|$. Assume that $h(t, y)=g(t, y)+\beta^{2} y$ is continuous on $[0, L] \times \mathbb{R}$ and define the mapping $K: X \rightarrow X$ by

$$
K y(t)=\int_{0}^{L} G(\beta, L ; t, s) h(s, y(s)) d s
$$

Now, suppose for $y \in X$ and for some $\lambda \in(0,1)$ we have

$$
\begin{equation*}
y(t)=\lambda K y(t) \tag{3.10}
\end{equation*}
$$

By the definition of $K$ we can rewrite 3.10 to obtain

$$
|y(t)| \leq \int_{0}^{L}|G(\beta, L ; t, s)||h(s, y(s))| d s \leq\|\sigma\| \Psi(\|y\|) \frac{L}{\beta \sin (\beta L)}
$$

and conclude that

$$
\|y\| \leq\|\sigma\| \Psi(\|y\|) \frac{L}{\beta \sin (\beta L)}
$$

Hence,

$$
\frac{\|y\| \beta \sin (\beta L)}{L\|\sigma\| \Psi(\|y\|)} \leq 1
$$

Thus, if $y$ satisfies (3.10), then $\|y\| \neq M$, where $M$ is given by (3.9).
To apply the Leray-Schauder nonlinear alternative and complete the proof, define

$$
U=\{y \in \beta:\|y\|<M\}
$$

Then the operator $K: \bar{U} \rightarrow \beta$ is continuous and compact and there is no point $y \in \partial U$ and $\lambda \in(0,1)$ such that $y=\lambda K y$. Thus, $K$ has a fixed point in $\bar{U}$.

Corollary 3.8. Assume that $g:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Assume there exists $\beta \in\left(0, \frac{\pi}{2 L}\right), \sigma \in C[0, L] \times \mathbb{R}^{+}$and a nondecreasing function $\Psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that if $h(t, y)=g(t, y)+\beta^{2} y$, then

$$
|h(t, y)| \leq \sigma(t) \Psi(|y|), \quad(t, y) \in[0, L] \times \mathbb{R}
$$

If

$$
\limsup _{y \rightarrow \infty} \frac{y}{\Psi(y)}=\infty
$$

then there exists a solution of (1.1), (1.2).
REMARK. Before proceeding to a discussion on the failure of an application of the contraction mapping principle, we point out that in [IPT], the authors consider the shift (1.1), and they consider the analogous shift

$$
\begin{equation*}
y^{\prime \prime}(t)-\beta^{2} y(t)=g(t, y(t))-\beta^{2} y(t)=\hat{h}(t, y(t)), \quad 0 \leq t \leq L \tag{3.11}
\end{equation*}
$$

The Green function for the boundary value problem (3.11), (1.2) is readily constructed and has the form

$$
G(\beta, L ; t, s)=\frac{1}{\beta \sinh (\beta L)} \begin{cases}\cosh (\beta t) \cosh (\beta(s-L)), & 0 \leq t \leq s \leq L \\ \cosh (\beta s) \cosh (\beta(t-L)), & 0 \leq s \leq t \leq L\end{cases}
$$

Thus, analogues of Theorems $3.3,3.5$ and 3.7 can be stated and proved.
We close the section with a partial discussion as to why the contraction mapping principle fails to be a useful tool in the study of problems at resonance. Standard questions to consider when studying boundary value problems for ordinary differential equations involve uniqueness of solutions implying uniqueness or existence of solutions J]; for example, if initial value problems are uniquely solvable and solutions extend to $[0, L]$, then under suitable hypotheses, one expects a boundary value problem to have a unique solution if the interval length, $L$, is small enough. This is clearly not the case for problems at resonance such as $(1.1), \sqrt{1.2})$. If $(1.1),(1.2)$ has a solution $y(t)$, then $\int_{0}^{L} g(s, y(s)) d s=0$. So, for example, if $g=1$, then (1.1), (1.2) has no solution for any $L>0$.

To apply the contraction mapping principle for $L$ sufficiently small, one generally begins by assuming that $g$ is Lipschitz, i.e. there exists $\alpha>0$ such that

$$
\left|g\left(t, y_{1}\right)-g\left(t, y_{2}\right)\right| \leq \alpha\left|y_{1}-y_{2}\right|, \quad 0<t<L, y_{1}, y_{2} \in \mathbb{R}
$$

Assume (2.2), let $G(L, \beta ; t, s)$ be given by (2.3) and let the operator $K$ be
given by 3.10 . Then, if $y_{1}, y_{2} \in C[0, L]$, we have

$$
\begin{aligned}
\left|K y_{1}(t)-K y_{2}(t)\right| & \leq \int_{0}^{L}|G(\beta, L ; t, s)|\left|h\left(s, y_{1}(s)\right)-h\left(s, y_{2}(s)\right)\right| d s \\
& \leq \int_{0}^{L}|G(\beta, L ; t, s)| d s\left(\alpha+\beta^{2}\right)\left\|y_{1}-y_{2}\right\| \\
& \leq \frac{L}{\beta \sin (\beta L)}\left(\alpha+\beta^{2}\right)\left\|y_{1}-y_{2}\right\|
\end{aligned}
$$

A possible contraction coefficient has the form

$$
\frac{L}{\beta \sin (\beta L)}\left(\alpha+\beta^{2}\right)
$$

and we consider the smaller coefficient with $\alpha=0$. Then

$$
\frac{L}{\beta \sin (\beta L)} \beta^{2}=\frac{\beta L}{\sin (\beta L)}>1
$$

if $L>0$ and $\beta \in\left(0, \frac{\pi}{2 L}\right)$. So, the standard approach does not give rise to a contraction coefficient for any $\alpha>0$.

Note that if one considers the analogous shift (3.11), with boundary conditions (1.2), then the corresponding possible contraction coefficient is

$$
\frac{L \cosh ^{2}(\beta L)}{\beta \sinh (\beta L)} \beta^{2} \geq \frac{\beta L \cosh (\beta L)}{\sinh (\beta L)}>1
$$

if $L>0$. Thus, the partial discussion for the failure of the contraction mapping principle applies if one considers (3.11).
4. An example. We provide one simple example to illustrate an application of Theorem 3.5. Consider the boundary value problem

$$
\begin{equation*}
y^{\prime \prime}(t)=g(t)-\frac{y^{3}(t)}{1+y^{2}(t)}, \quad 0 \leq t \leq 1 \tag{4.1}
\end{equation*}
$$

with the boundary conditions 1.2 , where $g \in C[0,1]$. So, $L=1$. Let $\beta=1<\pi / 2$. Then

$$
h(t, y(t))=g(t)-\frac{y^{3}(t)}{1+y^{2}(t)}+y(t)=g(t)+\frac{y(t)}{1+y^{2}(t)}
$$

The function $h$ is bounded and continuous on $[0,1] \times \mathbb{R}$ and so, by Theorem 3.5, there exists a solution of the boundary value problem (4.1), (1.2).

## References

[BF] C. Z. Bai and J. X. Fang, Existence of positive solutions for three-point boundary value problems at resonance, J. Math. Anal. Appl. 291 (2004), 538-549.
[BGS] J. Bebernes, R. Gaines and K. Schmitt, Existence of periodic solutions for third and fourth order ordinary differential equations via coincidence degree, Ann. Soc. Sci. Bruxelles Sér. I 88 (1974), 25-36.
[Cr] C. T. Cremins, A fixed-point index and existence theorems for semilinear equations in cones, Nonlinear Anal. 46 (2001), 789-806.
[D] Z. Du, Solvability of functional differential equations with multi-point boundary value problems at resonance, Comput. Math. Appl. 55 (2008), 2653-2661.
[DLG1] Z. Du, X. Lin and W. Ge, Nonlocal boundary value problem of higher order ordinary differential equations at resonance, Rocky Mountain J. Math. 36 (2006), 1471-1486.
[DLG2] Z. Du, X. Lin and W. Ge, On a third-order multi-point boundary value problem at resonance, J. Math. Anal. Appl. 302 (2005), 217-229.
[DG] J. Dugundji and A. Granas, Fixed Point Theory, Monograf. Mat. 61, PWN, Warszawa, 1982.
[EHW] L. H. Erbe, S. C. Hu and H. Y. Wang, Multiple positive solutions of some boundary value problems, J. Math. Anal. Appl. 184 (1994), 640-648.
[EW] L. H. Erbe and H. Y. Wang, On the existence of positive solutions of ordinary differential equations. Proc. Amer. Math. Soc. 120 (1994), 743-748.
[FW] W. Feng and J. R. L. Webb, Solvability of three point boundary value problems at resonance, Nonlinear Anal. 30 (1997), 3227-3238.
[Fr] D. Franco, G. Infante and M. Zima, Second order nonlocal boundary value problems at resonance, Math. Nachr. 284 (2011), 875-884.
[GS] R. E. Gaines and J. Santanilla M., A coincidence theorem in convex sets with applications to periodic solutions of ordinary differential equations, Rocky Mountain J. Math. 12 (1982), 669-678.
[GL] D. J. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, San Diego, 1988.
[Gu1] C. P. Gupta, Solvability of a multi-point boundary value problem at resonance, Results Math. 28 (1995), 270-276.
[Gu2] C. P. Gupta, On a third-order three-point boundary value problem at resonance, Differential Integral Equations 2 (1989), 1-12.
[H] X. Han, Positive solutions for a three-point boundary value problem at resonance, J. Math. Anal. Appl. 336 (2007), 556-568.
[HW] J. Henderson and H. Wang, Positive solutions for nonlinear eigenvalue problems, J. Math. Anal. Appl. 208 (1997), 252-259.
[IPT] G. Infante, P. Pietramala and F. A. F. Tojo, Nontrivial solutions of local and nonlocal Neumann boundary value problems, Proc. Roy. Soc. Edinburgh Sect. A, to appear; arXiv:1404.1390 [math.CA] (2014).
[IZ] G. Infante and M. Zima, Positive solutions of multi-point boundary value problems at resonance, Nonlinear Anal. 69 (2008), 2458-2465.
[J] L. K. Jackson, Boundary value problems for ordinary differential equations, in: Studies in Ordinary Differential Equations, J. Hale (ed.), Stud. Math. 14, Math. Assoc. America, Washington, DC, 1977, 93-127.
[KT] G. L. Karakostas and P. Ch. Tsamatos, On a nonlocal boundary value problem at resonance, J. Math. Anal. Appl. 259 (2001), 209-218.
[Ka1] E. R. Kaufmann, Existence of solutions for a nonlinear second-order equation with periodic boundary conditions at resonance, Comm. Appl. Anal. 18 (2014), 163-174.
[Ka2] E. R. Kaufmann, Existence of positive solutions to a second-order differential equation at resonance, Comm. Appl. Anal., in press.
[Ko1] N. Kosmatov, A multi-point boundary value problem with two critical conditions, Nonlinear Anal. 65 (2006), 622-633.
[Ko2] N. Kosmatov, Multi-point boundary value problems on an unbounded domain at resonance, Nonlinear Anal. 68 (2008), 2158-2171.
[LS] J. Leray et J. Schauder, Topologie et équations fonctionnelles, Ann. Sci. École Norm. Sup. 51 (1934), 45-78.
[MY] R. Ma and Y. Yang, Existence result for a singular nonlinear boundary value problem at resonance, Nonlinear Anal. 68 (2008), 671-680.
[Ma1] J. Mawhin, Equivalence theorems for nonlinear operator equations and coincidence degree theory for some mappings in locally convex topological vector spaces, J. Differential Equations 12 (1972), 610-636.
[Ma2] J. Mawhin, Topological Degree Methods in Nonlinear Boundary Value Problems, CBMS Reg. Conf. Ser. Math. 40, Amer. Math. Soc., Providence, RI, 1979.
[NP] R. K. Nagle and K. L. Pothoven, On a third order nonlinear boundary value problem at resonance, J. Math. Anal. Appl. 195 (1995), 148-159.
[OZ] D. O'Regan and M. Zima, Leggett-Williams norm-type theorems for coincidences, Arch. Math. (Basel) 87 (2006), 233-244.
[RS] I. Rachůnková and S. Staněk, Topological degree method in functional boundary value problems at resonance, Nonlinear Anal. 27 (1996), 271-285.
[S] J. Santanilla, Some coincidence theorems in wedges, cones, and convex sets, J. Math. Anal. Appl. 105 (1985), 357-371.
[WZ] J. R. L. Webb and M. Zima, Multiple positive solutions of resonant and nonresonant nonlocal boundary value problems, Nonlinear Anal. 71 (2009), 13691378.

Alaa Almansour, Paul Eloe
Department of Mathematics
University of Dayton
Dayton, OH 45469-2316, U.S.A.
E-mail: almansoura3@udayton.edu
peloe1@udayton.edu

Received 13.5.2015 and in final form 11.7.2015


[^0]:    2010 Mathematics Subject Classification: Primary 34B15; Secondary 34B27.
    Key words and phrases: boundary value problem at resonance, Green's functions, Fredholm alternative.

