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#### Abstract

Using the notion of the maximal polar quotient we characterize the critical values at infinity of polynomials in two complex variables. As an application we give a necessary and sufficient condition for a family of affine plane curves to be equisingular at infinity.


Introduction. For any reduced projective curve $C \subset \mathbb{P}^{2}(\mathbb{C})$ given by a homogenuous equation $F=0$ and for every point $p=\left(a_{0}: a_{1}: a_{2}\right)$ not lying on $C$ we consider the polar curve $\nabla_{p} C$ (possibly with multiple components) given by the equation

$$
\nabla_{p} C=a_{0} \frac{\partial F}{\partial X_{0}}+a_{1} \frac{\partial F}{\partial X_{1}}+a_{2} \frac{\partial F}{\partial X_{2}}=0
$$

Let $L \subset \mathbb{P}^{2}(\mathbb{C})$ be a line. Suppose that $L \not \subset C$ and fix a point $p \in L \backslash C$. Then $L$ is not a component of $\nabla_{p} C$ and we may consider the polar quotients of $C$ with respect to $L$ at a point $o \in C \cap L$ :

$$
\frac{\operatorname{ord}_{\gamma} C}{\operatorname{ord}_{\gamma} L}, \quad \gamma \text { runs over branches of } \nabla_{p} C \text { with center at } o .
$$

The polar quotients do not depend on the choice of $p \in L \backslash C$. They are identical with the local polar quotients of the germ $(C, o)$ with respect to $(L, o)([\mathrm{LMW}],[\mathrm{P} \not 2])$.

Let
$q_{o}(C, L)=\sup \{q: q$ is a polar quotient of $C$ with respect to $L$ at $o\}$.
Clearly the set of polar quotients is empty if and only if $o$ is reqular on $C$ and $L$ is not tangent to $C$ at $o$. In this situation $q_{o}(C, L)=-\infty$ for by convention $\sup \emptyset=-\infty$. Let $\mu_{o}(C)$ be the Milnor number of $C$ at $o$. If

[^0]$q_{o}(C, L) \neq-\infty$ then we have
$$
\frac{\mu_{o}(C)}{(C \cdot L)_{o}-1}+1 \leq q_{o}(C, L) \leq \mu_{o}(C)+1
$$
where $(C \cdot L)_{o}$ is the intersection number of $C$ and $L$ at $o$. Note that $q_{o}(C, L)=\mu_{o}(C)+1$ provided $(C \cdot L)_{o}=2$. We omit the easy proof of the above estimate (for the right inequality see [Te2], Remark on p. 202).

The maximal polar quotient $q_{o}(C, L)$ is a topological invariant of the germ $(C \cup L, o)$. It can be calculated explicitly in terms of the characteristics of the branches and their intersection multiplicities ([Pł2], Theorem 1.3).

Let $C$ be a reduced projective curve and $L$ a line such that $L \not \subset C$. Then we put

$$
q(C, L)=\sup \left\{q_{o}(C, L): o \in C \cap L\right\}
$$

Hence $q(C, L)=-\infty$ if and only if $C$ and $L$ meet with multiplicity 1. If $q(C, L) \neq-\infty$ then $q(C, L)$ is a rational number and

$$
1 \leq q(C, L) \leq(d-1)^{2}+1
$$

where $d=\operatorname{deg} C$.
Now, let us consider a reduced polynomial $f=f(X, Y) \in \mathbb{C}[X, Y]$ (i.e. without multiple factors) of degree $d>0$ and let $C$ be the projective closure of the affine curve $f(X, Y)=0$. Let $\mathbb{P}^{2}(\mathbb{C})=\mathbb{C}^{2} \cup \mathbb{L}_{\infty}$ where $\mathbb{L}_{\infty}$ is the line at infinity. We call $q\left(C, \mathbb{L}_{\infty}\right)$ the maximal polar quotient at infinity of the affine curve $f(X, Y)=0$. If $C$ is the projective closure of an affine curve with multiple components then we put $q\left(C, \mathbb{L}_{\infty}\right)=+\infty$. Throughout this paper we use the usual conventions on the symbols $-\infty$ and $+\infty$.

Our purpose is to calculate the maximal polar quotient of the curves $f(X, Y)-t=0, t \in \mathbb{C}$, in terms of the discriminant. We use this notion to characterize the critical values at infinity. The proof of our main result is based on the notion of the Łojasiewicz exponent at infinity (see [CK1], [CK2], [CN-H], [H], [Pł1]).

1. Result. Let $f=f(X, Y) \in \mathbb{C}[X, Y]$ be a reduced polynomial of degree $d>0$ and let $F=F(X, Y, Z) \in \mathbb{C}[X, Y, Z]$ be the homogeneous form corresponding to $f$. Let $C_{\infty}=C \cap \mathbb{L}_{\infty}$ be the set of points at infinity of the projective curve $C$ given by the equation $F(X, Y, Z)=0$.

We consider the projective curves $C^{t}$ (possibly with multiple factors) given by the equations

$$
F(X, Y, Z)-t Z^{d}=0
$$

Clearly $C^{t} \cap \mathbb{L}_{\infty}=C_{\infty}$. Let $\mu_{p}^{t}=\mu_{p}\left(C^{t}\right)$ be the Milnor number of $C^{t}$ at $p \in C_{\infty}$. If a multiple component of $C^{t}$ passes through $p$ then $\mu_{p}^{t}=+\infty$.

Let $\mu_{p}^{\min }=\inf \left\{\mu_{p}^{t}: t \in \mathbb{C}\right\}$ and

$$
\Lambda(f)=\left\{t \in \mathbb{C}: \text { there is a } p \in C_{\infty} \text { such that } \mu_{p}^{t}>\mu_{p}^{\min }\right\}
$$

The set $\Lambda(f)$ is finite (see $[\mathrm{B}])$. The elements of $\Lambda(f)$ are called critical values at infinity of the polynomial $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$. If $C^{t}$ has a multiple component then $t \in \Lambda(f)$. Different definitions of critical values at infinity are discussed in $[\mathrm{D}]$. The elements of $\mathbb{C} \backslash \Lambda(f)$ are called regular values at infinity.

For every $t \in \mathbb{C}$ we put

$$
\lambda^{t}(f)=\sum_{p \in C_{\infty}}\left(\mu_{p}^{t}-\mu_{p}^{\min }\right)
$$

if $C^{t}$ is reduced and $\lambda^{t}(f)=+\infty$ if not. Note that if $C$ and $\mathbb{L}_{\infty}$ meet with multiplicity 1 then $\Lambda(f)=\emptyset$ and $q\left(C^{t}, \mathbb{L}_{\infty}\right)=-\infty$ for all $t \in \mathbb{C}$. The following assumptions will be made throughout this paper:

- $f$ is a reduced polynomial of degree $d>0$,
- the projective closure $C$ of the affine curve $f(X, Y)=0$ and the line at infinity $\mathbb{L}_{\infty}$ meet with multiplicity $>1$ at a point of $C \cap \mathbb{L}_{\infty}$.

Now suppose additionally that $\operatorname{deg}_{Y} f=\operatorname{deg} f=d>1$ and let $T$ be a new variable. Consider the $Y$-discriminant $\Delta(X, T)=\operatorname{disc}_{Y}(f(X, Y)-T)$ of the polynomial $f(X, Y)-T \in \mathbb{C}[X, T][Y]$. Obviously $\Delta(X, t) \neq 0$ in $\mathbb{C}[X]$ if and only if the polynomial $f(X, Y)-t$ is reduced. Write

$$
\Delta(X, T)=\Delta_{0}(T) X^{N}+\ldots+\Delta_{N}(T) \quad \text { with } \Delta_{0}(T) \neq 0
$$

The following proposition is well known.
Proposition 1.1.

$$
\Lambda(f)=\left\{t \in \mathbb{C}: \Delta_{0}(t)=0\right\}, \quad \lambda^{t}(f)=N-\operatorname{deg}_{X} \Delta(X, t)
$$

A simple, intersection-theoretic proof of Proposition 1.1 is given in $[\mathrm{K}]$ (see also [GP2]).

Our main result is the following.
TheOrem 1.2. With the notation introduced above,

Recall that according to our convention $q\left(C^{t}, \mathbb{L}_{\infty}\right)=+\infty$ if $C^{t}$ is not reduced. The proof of Theorem 1.2 is given in Section 3. Now, we present some applications.

Corollary 1.3. (i) If $\Lambda(f)=\emptyset$ then $q\left(C^{t}, \mathbb{L}_{\infty}\right)=q\left(C, \mathbb{L}_{\infty}\right)<d$ for all $t \in \mathbb{C}$.
(ii) If $\Lambda(f) \neq \emptyset$ then $q\left(C^{t}, \mathbb{L}_{\infty}\right)=d$ if $t \in \mathbb{C} \backslash \Lambda(f)$ and $q\left(C^{t}, \mathbb{L}_{\infty}\right)>d$ if $t \in \Lambda(f)$.

The above corollary shows that $q\left(C^{t}, \mathbb{L}_{\infty}\right)$, like $\lambda^{t}(f)$, is an upper semicontinuous function of $t$. This contrasts with the fact that the maximal polar quotient is neither upper nor lower semicontinuous in the family of hypersurfaces (see [Te2], p. 201).

REmARK 1.4. If $\Lambda(f) \neq \emptyset$ then $d \leq q\left(C^{t}, \mathbb{L}_{\infty}\right) \leq d+\lambda^{t}(f)$ for all $t \in \mathbb{C}$.
The characterization of regular values at infinity presented below is due to Neumann and Lê Văn Thàn who used topological methods.

Corollary 1.5 (see [Lê] and [NL]). A number $t_{0} \in \mathbb{C}$ is a regular value at infinity of $f$ if and only if $q\left(C^{t_{0}}, \mathbb{L}_{\infty}\right) \leq d$.

The family of polynomials $f(X, Y)-t, t \in \mathbb{C}$, is said to be equisingular at infinity if $\Lambda(f)=\emptyset$. All polynomials of an equisingular family are reduced. Theorem 1.2 implies the following criterion of equisingularity.

Corollary 1.6. Let $f=f(X, Y) \in \mathbb{C}[X, Y]$ be a reduced polynomial of degree $d>1$. Then the following two conditions are equivalent:
(i) the family $f(X, Y)-t$ is equisingular,
(ii) $q\left(C, \mathbb{L}_{\infty}\right)<d$.

To give an application of Corollary 1.6 let us recall
The Abhyankar- MoH inequality. Let $C$ be a reduced projective plane curve of degree $d>1$. Suppose that $o \in C$ is a unibranch point of $C$ (i.e. only one branch of $C$ passes through o) such that the unique tangent $L$ to $C$ at o does not intersect $C$ at points different from o. Then $q_{o}(C, L)<d$.

The original Abhyankar-Moh inequality is stated in terms of Puiseux expansions $[\mathrm{AM}]$. The formulation above is given in [GP1] (Theorem 2.2). The Abhyankar-Moh inequality and Corollary 1.6 imply

Corollary 1.7 (the Ephraim equisingularity theorem, [Eph], Theorem 3.4). Let $f=f(X, Y)$ be a reduced polynomial such that the projective closure $C$ of the affine curve $f(X, Y)=0$ has only one branch at infinity. Then the family $f(X, Y)-t$ is equisingular.

Here is another application of Corollary 1.6:
Corollary 1.8. Let $f=f(X, Y)$ be a reduced polynomial of degree $d>1$ with $d-1$ points at infinity. Let $o \in C_{\infty}$ be the unique point such that $\left(C \cdot \mathbb{L}_{\infty}\right)_{o}=2$. Then the family $f(X, Y)-t$ is equisingular if and only if the Milnor number $\mu_{o}=\mu_{o}(C)$ is strictly less than $d-1$.

To prove Corollary 1.8 it suffices to recall that the condition $\left(C \cdot \mathbb{L}_{\infty}\right)_{o}=2$ implies $q_{o}\left(C, \mathbb{L}_{\infty}\right)=\mu_{o}+1$ and apply Corollary 1.6.
2. Proof. The proof of our main result is based on some properties of the Łojasiewicz exponents. Let $f, h$ be two polynomials of two complex variables. We assume that $h \not \equiv$ const. The Łojasiewicz exponent at infinity $\mathcal{L}_{\infty}(f \mid h)$ of the polynomial function $f \mid h^{-1}(0)$ is, by definition, the least upper bound of the set

$$
\left\{\Theta \in \mathbb{R}: \exists C, R>0 \forall z \in h^{-1}(0)\left(|z| \geq R \Rightarrow|f(z)| \geq C|z|^{\Theta}\right)\right\}
$$

Then $\mathcal{L}_{\infty}(f \mid h)>-\infty$ if and only if the set

$$
\left\{(x, y) \in \mathbb{C}^{2}: f(x, y)=h(x, y)=0\right\}
$$

is finite. To calculate $\mathcal{L}_{\infty}(f \mid h)$ we use meromorphic parametrizations $p(T)=$ $(x(T), y(T))$ where $x(T), y(T) \in \mathbb{C}((T))$ are Laurent series convergent in a punctured disc at the origin such that $\min \{\operatorname{ord} x(T)$, ord $y(T)\}<0$. In what follows we put ord $p(T)=\min \{\operatorname{ord} x(T)$, ord $y(T)\}$.

Lemma 2.1.

$$
\begin{array}{r}
\mathcal{L}_{\infty}(f \mid h)=\inf \left\{\frac{\operatorname{ord}(f \circ p)}{\operatorname{ord} p}: p\right. \text { is a meromorphic parametrization } \\
\text { such that } h \circ p \equiv 0\} .
\end{array}
$$

Proof. Let $\Gamma$ be the image of the set $\Delta \backslash\{0\}$, where $\Delta$ is a small disc around $0 \in \mathbb{C}$, under the mapping $\Delta \backslash\{0\} \ni t \mapsto p(t) \in \mathbb{C}$. One easily sees that $\Theta_{\Gamma}=\operatorname{ord}(f \circ p) /$ ord $p$ is the greatest number $\Theta$ such that

$$
|f(z)| \geq \text { const } \cdot|z|^{\Theta} \quad \text { for } z \in \Gamma \text { and }|z| \rightarrow+\infty
$$

Let $V=\left\{(x, y) \in \mathbb{C}^{2}: h(x, y)=0\right\}$. Then there exists a neighbourhood of infinity $\omega \subset \mathbb{C}^{2}$ (i.e. $\mathbb{C}^{2} \backslash \omega$ is compact) and a finite sequence of meromorphic parametrizations $p_{i}(i=1, \ldots, r)$ such that

$$
V \cap \omega=\bigcup_{i=1}^{r} p_{i}(\Delta \backslash\{0\}) \quad \text { (disjoint union, see }[\mathrm{CK} 1] \text { ). }
$$

Therefore

$$
\mathcal{L}_{\infty}(f \mid h)=\min _{i=1}^{n}\left\{\Theta_{\Gamma_{i}}\right\}, \quad \text { where } \quad \Gamma_{i}=p_{i}(\Delta \backslash\{0\}),
$$

and the lemma follows.
A branch $\gamma \subset \mathbb{P}^{2}(\mathbb{C})=\mathbb{C}^{2} \cup \mathbb{L}_{\infty}$ is a branch at infinity if the centre of $\gamma$ is on $\mathbb{L}_{\infty}$ and $\gamma \not \subset \mathbb{L}_{\infty}$. We say that a meromorphic parametrization $p(T)=$ $(x(T), y(T))$ is a (meromorphic) parametrization of a branch $\gamma$ at infinity if $\gamma$ is given in projective coordinates by $\left(T^{k} x(T): T^{k} y(T): T^{k}\right)$ where
$k=-$ ord $p$. Any branch at infinity has a meromorphic parametrization. We check easily that ord $p=-\operatorname{ord}_{\gamma} \mathbb{L}_{\infty}$ and

$$
\operatorname{ord}(f \circ p)=\operatorname{ord}_{\gamma}\left(\frac{F}{Z^{d}}\right)=\operatorname{ord}_{\gamma} F-d \operatorname{ord}_{\gamma} Z
$$

where $d=\operatorname{deg} f$ and $F$ is the homogeneous form determined by $f$.
Hence we get
Proposition 2.2. With the notation introduced above $\mathcal{L}_{\infty}(f \mid h)=d-\sup \left\{\operatorname{ord}_{\gamma} F / \operatorname{ord}_{\gamma} Z: \gamma\right.$ is a branch at infinity of the projective closure of $h=0\}$.

For every nonzero polynomial

$$
R(X, T)=R_{0}(T) X^{N}+\ldots+R_{N}(T), \quad R_{0}(T) \neq 0
$$

we define the Puiseux exponent $\pi(R)$ of $R$ by putting

$$
\pi(R)= \begin{cases}\max _{j=1}^{N}\left(\frac{\operatorname{deg} R_{j}}{j}\right) & \text { if } R_{0}(T) \equiv \text { const } \\ \infty & \text { if } R_{0}(0) \neq 0 \text { and } R_{0}(T) \not \equiv \text { const } \\ -\min _{j=1}^{r}\left(\frac{\operatorname{ord}_{0} R_{j}}{r+1-j}\right) & \text { if } R_{0}(0)=\ldots=R_{r}(0)=0 \\ & \text { and } R_{r+1}(0) \neq 0, \\ 0 & \text { if } R(X, 0) \equiv 0\end{cases}
$$

We set $1 / \infty=0$.
Lemma 2.3. Suppose that $R(X, 0) \not \equiv 0$.
(i) There exist positive constants $A, B$ such that
$\{(x, t):|x|>B$ and $R(x, t)=0\} \subset\left\{(x, t):|x|>B\right.$ and $\left.A|x|^{1 / \pi(R)} \leq|t|\right\}$,
(ii) If
$\{(x, t):|x|>B$ and $R(x, t)=0\} \subset\left\{(x, t):|x|>B\right.$ and $\left.A|x|^{\nu} \leq|t|\right\}$
for some $A, B>0$ and $\nu \in \mathbb{R}$ then $\nu \leq 1 / \pi(R)$.
Proof. If $R_{0}(T) \equiv$ const then Lemma 2.3 reduces to Lemma 2.1 of [Pł1]. If $R_{0}(T) \not \equiv$ const then the lemma follows from Lemmas 8.2 and 8.3 of [CK2].

The following proposition is a version of a result due to Chądzyński and Krasiński [CK2, Theorems 3.1-3.3].

Proposition 2.4. Let $\operatorname{deg}_{Y} h=\operatorname{deg} h>0$. Consider

$$
R(X, T)=\operatorname{res}_{Y}(h(X, Y), f(X, Y)-T)
$$

the $Y$-resultant of the polynomials $h(X, Y), f(X, Y)-T \in \mathbb{C}[X, T][Y]$. Assume $R(X, 0) \neq 0$ in $\mathbb{C}[X]$. Then

$$
\mathcal{L}_{\infty}(f \mid h)=\frac{1}{\pi(R)}
$$

Proof. Since $\operatorname{deg}_{Y} h=\operatorname{deg} h>0$ we get

$$
\{(x, y):|x|>B \text { and } h(x, y)=0\} \subset\{(x, y):|x|>B \text { and }|y| \leq D|x|\}
$$

for some constants $B, D>0$. Therefore on the set $\{(x, y): h(x, y)=0$, $|x|>B\}$ the inequality $|f(z)| \geq|z|^{\Theta}$ is equivalent to $|f(z)| \geq C_{1}|x|^{\Theta}$ with $C_{1}>0$ dependent on $C$ and $D$.

Now fix $\Theta \in \mathbb{R}$. By the definition of the resultant the following two conditions are equivalent:
(1) $\left\{(x, y) \in \mathbb{C}^{2}: h(x, y)=0,|x|>B\right\} \subset\left\{(x, y) \in \mathbb{C}^{2}:|f(x, y)| \leq\right.$ $\left.C_{1}|x|^{\Theta}\right\}$,
(2) $\left\{(x, t) \in \mathbb{C}^{2}: R(x, t)=0,|x|>B\right\} \subset\left\{(x, t) \in \mathbb{C}^{2}:|t| \leq C_{1}|x|^{\Theta}\right\}$.

Proposition 2.4 now follows from Lemma 2.3.
Remark 2.5. The Puiseux exponent $\pi(R)$ can be interpreted in terms of the Newton diagram of the polynomial $R(X, T)$ (see [GP2], Proposition 2.8 and remark to Proposition 2.8).

Remark 2.6. Let $R^{t}(X, T)=R(X, T+t)$ for $t \in \mathbb{C}$. Then $\pi\left(R^{t}\right)=\pi(R)$ if $R_{0}(T) \equiv$ const, $\pi\left(R^{t}\right)=\infty$ if $R_{0}(t) \neq 0$ and $R(T) \not \equiv$ const, and

$$
\pi\left(R^{t}\right)=-\min _{j=0}^{r(t)}\left(\frac{\operatorname{ord}_{t} R_{j}}{r(t)+1-j}\right)
$$

if $R_{0}(t)=\ldots=R_{r(t)}(t)=0$ and $R_{r(t)+1}(t) \neq 0$. Note that $r(t)+1=$ $\operatorname{deg}_{X} R(X, T)-\operatorname{deg} R(X, t)$.

Now we can prove our main result.
Proof of Theorem 1.2. Assume that $\operatorname{deg}_{Y} f=\operatorname{deg} f=d>1$ and put

$$
C=\left(\text { projective closure of the curve }\left\{\frac{\partial f}{\partial Y}=0\right\}\right)=\left\{\frac{\partial F}{\partial Y}=0\right\}
$$

where $F$ is the homogeneous form corresponding to $f$. By Proposition 2.2 and definition of $q\left(C, \mathbb{L}_{\infty}\right)$ we get

$$
\begin{array}{rlr}
\mathcal{L}_{\infty}\left(f \left\lvert\, \frac{\partial f}{\partial Y}\right.\right) & =d-\sup \left\{\operatorname{ord}_{\gamma} F / \operatorname{ord}_{\gamma} Z: \gamma\right. \text { is a branch at infinity } \\
& =d-q\left(C, \mathbb{L}_{\infty}\right) . & \text { of the polar } \partial F / \partial Y=0\}
\end{array}
$$

Applying the formula $\mathcal{L}_{\infty}(f \mid \partial f / \partial Y)=d-q\left(C, \mathbb{L}_{\infty}\right)$ to the polynomials $f-t, t \in \mathbb{C}$, we get

$$
\begin{equation*}
q\left(C^{t}, \mathbb{L}_{\infty}\right)=d-\mathcal{L}_{\infty}\left(f-t \left\lvert\, \frac{\partial f}{\partial Y}\right.\right) \tag{1}
\end{equation*}
$$

Let $\Delta(X, T)=\Delta_{0}(T) X^{N}+\ldots+\Delta_{N}(T), \Delta_{0}(T) \not \equiv 0$, be the $Y$-discriminant of $f(X, Y)-T$, i.e. the $Y$-resultant of $f(X, Y)-T$ and $(\partial f / \partial Y)(X, Y)$. Let $\Delta^{t}(X)=\Delta(X, t)$. Consequently, $\operatorname{deg} \Delta^{t}(X)=\operatorname{deg}_{X} \Delta(X, T)-\lambda^{t}(f)$ by Proposition 1.1. Using Proposition 2.4 we get

$$
\begin{equation*}
\mathcal{L}_{\infty}\left(f-t \left\lvert\, \frac{\partial f}{\partial Y}\right.\right)=\frac{1}{\pi\left(\Delta^{t}\right)} \tag{2}
\end{equation*}
$$

provided that $f-t$ is reduced. Now, Theorem 1.2 follows from (1), (2) and from Remark 2.6.
3. Uniform estimation of polar quotients. It is natural to ask how large $q_{o}(C, L)$ can be when $\operatorname{deg} C=d$ is given. For every $d>1$ we put

$$
q(d)=\sup \left\{q_{o}(C, L): \exists C, L \operatorname{deg} C=d, o \in C \cap L \text { and } L \not \subset C\right\}
$$

In the definition of $q(d)$ one may restrict oneself to the pairs $C, L$ where $C$ and $L$ are transverse (see [Pł2], Corollary 1.4).

One easily sees that $q_{o}(C, L)=b / a$ where $a, b>0$ are integers and $a \leq \operatorname{deg} C-1$. Therefore the set of all polar quotients $q_{o}(C, L)$ with $\operatorname{deg} C=d$ is finite and we get

Property 3.1. The number $q(d)$ is rational.
Recall that a curve $C$ has an $A_{k}$-singularity at $o \in C$ if $\operatorname{ord}_{o} C=2$ and $\mu_{o}(C)=k$. Let
$k(d)=\max \left\{k\right.$ : there is a curve $C$ of degree $d$ with $A_{k}$-singularity $\}$.
Property 3.2. $k(d)+1 \leq q(d) \leq(d-1)^{2}+1$.
Proof. If $C$ is of degree $d$ with $A_{k(d)}$-singularity at $o \in C$ then $\mu_{o}(C)=$ $k(d), \operatorname{ord}_{o} C=2$ and the polar quotient of $C$ at $o$ with respect to a transverse line $L$ equals $\mu_{o}(C)+1=k(d)+1$. Thus $k(d)+1 \leq q(d)$.

The second estimate follows from the inequalities

$$
q_{o}(C, L) \leq \mu_{o}(C)+1 \leq(d-1)^{2}+1
$$

If $f$ is a polynomial with an isolated singularity at $0 \in \mathbb{C}^{2}$ then its Eojasiewicz exponent $\mathcal{L}_{0}(f)$ is defined to be

$$
\mathcal{L}_{0}(f)=\inf \left\{\Theta>0:|\operatorname{grad} f(z)| \geq \mathrm{const} \cdot|z|^{\Theta} \text { for small }|z|\right\}
$$

According to Teissier $[\mathrm{Te} 1], \mathcal{L}_{0}(f)+1=$ the maximal polar quotient of the curve $f=0$ at $0 \in \mathbb{C}^{2}$ with respect to a generic line. Thus we get

Property 3.3. If $f$ is a polynomial of degree $d>1$ with an isolated singularity at $0 \in \mathbb{C}^{2}$ then $\mathcal{L}_{0}(f) \leq q(d)-1$.

The above estimate is optimal: for every integer $d>1$ there is a polynomial of degree $d$ such that $\mathcal{L}_{0}(f)=q(d)-1$. If $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is a polynomial with isolated critical points then the Łojasiewicz exponent at infinity $\mathcal{L}_{\infty}(f)$ is defined to be

$$
\mathcal{L}_{\infty}(f)=\sup \left\{\Theta \in \mathbb{R}:|\operatorname{grad} f(z)| \geq \text { const } \cdot|z|^{\Theta} \text { for large }|z|\right\}
$$

The following result is a reformulation of Proposition 6 from $[\mathrm{CN}-\mathrm{H}]$ :
Proposition 3.4. Let $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$ be a polynomial of degree $d>1$ with isolated critical points. Assume that the projective closure $C$ of the affine curve $\{f=0\}$ and the line at infinity $\mathbb{L}_{\infty}$ do not meet at d points. Then
(i) $\mathcal{L}_{\infty}(f)=d-1-q\left(C, \mathbb{L}_{\infty}\right)$ if $\Lambda(f)=\emptyset$,
(ii) $\mathcal{L}_{\infty}(f)=d-1-\max _{t \in \Lambda(f)} q\left(C^{t}, \mathbb{L}_{\infty}\right)$ if $\Lambda(f) \neq \emptyset$.

Using the proposition we get
Property 3.5. If $f$ is a polynomial of degree $d>1$ with isolated critical points then $\mathcal{L}_{\infty}(f) \geq d-1-q(d)$.

Problem. Compare $k(d)$ and $q(d)$ for large $d$. In particular, estimate $\limsup _{d \rightarrow \infty} q(d) / d^{2}$ like $\lim \sup _{d \rightarrow \infty} k(d) / d^{2}$ in [GZ-N].

## References

[AM] S. S. Abhyankar and T. Moh, Embeddings of the line in the plane, J. Reine Angew. Math. 276 (1975), 148-166.
[B] S. A. Broughton, Milnor numbers and the topology of polynomial hypersurfaces, Invent. Math. 92 (1988), 217-241.
[CK1] J. Chądzyński and T. Krasiński, Exponent of growth of polynomial mappings of $\mathbb{C}^{2}$ into $\mathbb{C}^{2}$, in: Singularities, Banach Center Publ. 20, PWN, Warszawa, 1988, 147-160.
[CK2] —, 一, On the Łojasiewicz exponent at infinity for polynomial mappings of $\mathbb{C}^{2}$ into $\mathbb{C}^{2}$ and components of polynomial automorphisms of $\mathbb{C}^{2}$, Ann. Polon. Math. 57 (1992), 291-302.
[CN-H] P. Cassou-Noguès et Ha Huy Vui, Sur le nombre de Eojasiewicz à l'infini d'un polynôme, Ann. Polon. Math. 62 (1995), 23-44.
[D] A. H. Durfee, Five definitions of critical points at infinity, in: Singularities, The Brieskorn Anniversary Volume, Progr. Math. 162, Birkhäuser, 1998, 345-360.
[Eph] R. Ephraim, Special polars and curves with one place at infinity, in: Proc. Sympos. Pure Math. 40, Part I, Amer. Math. Soc., 1983, 353-359.
[GP1] J. Gwoździewicz and A. Płoski, On the approximate roots of polynomials, Ann. Polon. Math. 60 (1995), 199-210.
[GP2] —, 一, Formulae for the singularities at infinity of plane algebraic curves, submitted.
[GZ-N] S. M. Gusein-Zade and N. N. Nekhoroshev, On singularities of type $A_{k}$ on simple curves of fixed degree, Funct. Anal. Appl. 34 (2000), 214-215.
$[\mathrm{H}] \quad \mathrm{H} . \mathrm{V}$. Ha, Nombres de Eojasiewicz et singularités à l'infini des polynômes de deux variables complexes, C. R. Acad. Sci. Paris Sér. I 311 (1990), 429-432.
$[\mathrm{K}] \quad \mathrm{T}$. Krasiński, The level sets of polynomials in two variables and the Jacobian Conjecture, Acta Univ. Łódz. UŁ, Łódź, 1991 (in Polish).
[LMW] Lê Dung Trang, F. Michel et C. Weber, Sur le comportement des polaires associées aux germes de courbes planes, Compositio Math. 72 (1989), 88-113.
[Lê] Lê Văn Thành, Affine polar quotients and singularity at infinity of an algebraic plane curve, in: Singularity Theory (Trieste, 1991), D. T. Lê et al. (eds.), World Sci., 1995, 336-344.
[NL] W. D. Neumann and Lê Văn Thàn, On irregular links at infinity of algebraic plane curves, Math. Ann. 295 (1993), 239-244.
[Pł1] A. Płoski, On the growth of proper polynomial mappings, Ann. Polon. Math. 45 (1985), 297-309.
[Pł2] -, On the maximal polar quotient of an analytic plane curve, Kodai Math. J. 24 (2001), 120-133.
[Te1] B. Teissier, Variétés polaires, Invent. Math. 40 (1977), 267-292.
[Te2] -, Polyèdre de Newton jacobien et équisingularité, in: Séminaire sur les singularités, Publ. Math. Univ. Paris-VII (1980), 193-221.

Department of Mathematics
Technical University
Al. 1000-Lecia Państwa Polskiego 7
25-314 Kielce, Poland
E-mail: matap@tu.kielce.pl

Reçu par la Rédaction le 19.3.2001
Révisé le 9.6.2001


[^0]:    2000 Mathematics Subject Classification: Primary 32S55.
    Key words and phrases: singularity, polar quotients, Łojasiewicz exponent. Supported in part by the KBN grant No 2 P03 A 00115.

