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Positively homogeneous functions and

the Łojasiewicz gradient inequality

by Alain Haraux (Paris)

To the memory of Stanisław Łojasiewicz

Abstract. It is quite natural to conjecture that a positively homogeneous function
with degree d ≥ 2 on R

N satisfies the Łojasiewicz gradient inequality with exponent
θ = 1/d without any need for an analyticity assumption. We show that this property is
true under some additional hypotheses, but not always, even for N = 2.

Introduction. The starting point of this work is convergence to equilib-
rium of global bounded solutions of the first order gradient system governed
by the equation

(0.1) u′ +∇F (u) = 0, t ≥ 0.
The following basic result, generalized in many recent papers [1–7, 12] to
various finite- or infinite-dimensional gradient-like dynamical systems, has
been obtained by S. Łojasiewicz [8, 10]:

Theorem 0.1. Let F : U ⊂ R
N → R be real analytic with U open and

let u be any bounded global solution of (1.1) with the closure of its range
contained in U . There exists a ∈ E = {a ∈ U : ∇F (a) = 0} such that
(0.2) lim

t→+∞
‖u(t)− a‖ = 0.

The proof of Theorem 0.1 relies on the following deep result also due to
Łojasiewicz [8, 9].

Theorem 0.2. Let F : U ⊂ R
N → R be real analytic and let a ∈ E.

There are two real numbers (depending on a in general) θ ∈ (0, 1/2) and
η > 0 such that

(0.3) ∀u ∈ U, ‖u− a‖ ≤ η ⇒ ‖∇F (u)‖ ≥ |F (u)− F (a)|1−θ.
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The proof of Theorem 0.2 is quite involved and is based on the theory
of subanalytic sets. As observed by Łojasiewicz in his pioneering papers,
in (0.3) the number θ can be replaced by any θ′ < θ. However recently in
several papers (cf. e.g. [4, 5]) it was observed that the case θ = 1/2 is also
of some interest, corresponding to exponential convergence to equilibrium
for solutions of (0.1). This corresponds to the best possible case for analytic
functions. But generally, the upper bound of possible θ for (0.3) does not
satisfy (0.3) any more. For the limiting value, (0.3) must be replaced by the
perhaps less elegant, but still useful form

(0.4) ∀u ∈ U, ‖u− a‖ ≤ η ⇒ ‖∇F (u)‖ ≥ δ|F (u)− F (a)|1−θ

for some δ > 0. In addition, as shown in [4], under condition (0.3) with
θ < 1/2, all solutions of (0.1) converging to a at infinity are such that

(0.5) ∀t ≥ 0, ‖u(t)− a‖ ≤ Ct−θ/(1−2θ)

for some C > 0. Since θ/(1− 2θ) is an increasing function of θ, it is impor-
tant in practice to know the best (highest) possible value for θ satisfying
(0.4). In this paper, we concentrate on the case where F is positively homo-
geneous of degree d ≥ 2. A natural conjecture, based on the one-dimensional
case, is that θ = 1/d, even for some non-analytic functions F . The object of
this paper is to discuss the validity of this conjecture.

1. Preliminary remarks. We recall that a function F : R
N → R is

called positively homogeneous of degree d > 0 if

(1.1) ∀u ∈ R
N , ∀λ > 0, F (λu) = λdF (u).

A positively homogeneous function is exactly determined by its trace on

Σ = {u ∈ R
N : ‖u‖ = 1}.

However, even if F is smooth in the neighbourhood of Σ, the regularity of
F at 0 depends on other properties. For instance if F 6≡ 0, F cannot be
differentiable at 0 if d < 1. If in addition F ≥ 0, the differentiability of F
at 0 requires d > 1, in which case ∇F (0) = 0. In this paper we shall consider
only the case d ≥ 2. If in addition F ∈ C1(RN ), we have
(1.2) ∀u ∈ R

N , ∀λ > 0, ∇F (λu) = λd−1∇F (u).
Proposition 1.1. Let F ∈ C1(RN ) be positively homogeneous with de-

gree d ≥ 1. Then for any ball B centred at 0, there exists C = C(B) > 0
such that

(1.3) ∀u ∈ B, |F (u)| ≤ C‖∇F (u)‖.
Proof. This is an immediate consequence of Euler’s formula

(1.4) ∀u ∈ R
N , F (u) =

1

d
〈∇F (u), u〉.
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Proposition 1.2. Let F ∈ C1(RN ) be positively homogeneous of degree
d > 1. Assume that for some ball B centred at 0, there exists C > 0 such
that

(1.5) ∀u ∈ B, |F (u)|1−θ ≤ C‖∇F (u)‖.
Then if F 6≡ 0, we must have
(1.6) θ ≤ 1/d.
Proof. Let ξ ∈ Σ be such that F (ξ) 6= 0. We have

∀λ > 0, F (λξ) = λdF (ξ)

and

∀λ > 0, ∇F (λξ) = λd−1∇F (ξ).
Therefore (1.5) implies the existence of M > 0 such that

λd(1−θ) ≤Mλd−1

as λ→ 0. This in turn implies d(1− θ) ≥ d− 1, equivalent to (1.6).

2. The two-dimensional case. In this section we assume N = 2. In
polar coordinates (r, φ) any homogeneous function F of degree d can be
represented by

(2.1) F (r, φ) = rdf(φ)

where f is 2π-periodic in φ. An immediate calculation gives

(2.2) ‖∇F (r, φ)‖ = rd−1(d2f2(φ) + f ′2(φ))1/2.
In order for F to satisfy (0.4) with θ = 1/d, it is necessary and sufficient
that for some constant C > 0,

(2.3) |f(φ)| ≤ C(|f(φ)|d/(d−1) + |f ′(φ)|d/(d−1))
or equivalently

(2.4) ∃α > 0, |f(φ)| ≤ α ⇒ |f(φ)| ≤ 2C|f ′(φ)|d/(d−1),
which can be rephrased by saying that f must satisfy the Łojasiewicz in-
equality with exponent 1/d in the neighbourhood of its zeroes.

The first main result of this section is the following

Theorem 2.1. Let F be a homogeneous polynomial on R
2 of degree d≥2.

Then F satisfies inequality (0.4) with θ = 1/d.

Proof. We have in fact

F (u) = F (x, y) = rdF (cosφ, sinφ).
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It is clear that f(φ) = F (cosφ, sinφ) has a finite number of zeroes modulo
2π. Since F is homogeneous, we can also write, for φ 6= π/2 (modπ),
F (cosφ, sinφ) = cosd φP (tanφ) = cosd φQ(tanφ)

∏

j

(tanφ− aj)mj

where the polynomial Q has a constant sign. Therefore outside any neigh-
bourhood of the discrete set π/2 + Zπ we have

F (cosφ, sinφ) = R1(φ)
∏

j

(sinφ− aj cosφ)mj = R2(φ)
∏

j

(sin(φ− αj))mj

where R1, R2 are non-vanishing functions and
∑

jmj ≤ d. Then as φ ap-
proaches one of the zeroes of f not in π/2+Zπ, a straightforward calculation
shows that

|f(φ)| ≤ C|f ′(φ)|mj/(mj−1) ≤ C ′|f ′(φ)|d/(d−1).
A similar argument for the zeroes in π/2 + Zπ follows from exchanging the
roles of sin and cos (or x and y).

Proposition 2.2. For any d ∈ N
∗ there exists a Cd−1 function, pos-

itively homogeneous of degree d on R
2, which does not satisfy (0.4) with

θ = 1/d.

Proof. Consider, for any integer p > 0, the function

(2.5) F (x, y) =
xp+d

(x2 + y2)p/2
.

It is clear that F ∈ Cd−1(R2) with all partial derivatives up to order d− 1
vanishing at the origin and F is homogeneous of degree d. But we also have

F (x, y) = rd sinp+d φ

so that clearly condition (2.4) is violated.

Remark 2.3. Actually, since all partial derivatives of order d−1 are uni-
formly Lipschitz on the unit ball, the function F given by (2.5) just fails to be
Cd(R2). It is on the other hand easy to see that if a d-homogeneous function
is Cd(R2), it is in fact a homogeneous polynomial of degree d (cf. Proposi-
tion 5.1). As a consequence, both Proposition 2.2 and Theorem 2.1 are quite
sharp. For a sharper result on the function F given by (2.5), see Section 5.

Remark 2.4. The result of Theorem 2.1 is no longer valid in dimensions
N > 2. As we shall see in Section 3 it is valid for monomials in any dimension,
and it is also easily checked to be true in any dimension for polynomials
of degree 2 (quadratic forms). A “minimal” counterexample is therefore
expected to have at least two terms of degree 3 and three variables. Now we
consider

P (x, y, z) = x2y − z2x.
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It is immediate to check that for any ε > 0 fixed

∀t > 0,
∣

∣

∣

∣

P

(

1

2ε
t2, ε, t

)
∣

∣

∣

∣

=
1

4ε
t4

whereas

∀t > 0,
∥

∥

∥

∥

∇P
(

1

2ε
t2, ε, t

)
∥

∥

∥

∥

∼ 1
ε
t3 as t→ 0.

It follows immediately that here θ ≤ 1/4 < 1/3 = 1/d.

3. Generalized monomials. Let {pj}1≤j≤N be a finite collection of
exponents such that

∀j ∈ {1, . . . , N}, pj ≥ 1.
Let {εj}1≤j≤N be a finite collection of exponents such that

∀j ∈ {1, . . . , N}, εj ∈ {0, 1}.
We consider the function

(3.1) F (u) = F (u1, . . . , uN ) =
∏

1≤j≤N

|uj |pj (sgnuj)εj .

It is clear that F is positively homogeneous of degree d :=
∑

1≤j≤N pj and
absolutely continuous with

(3.2) |F (u)| =
∏

1≤j≤N

|uj |pj

and

‖∇F (u)‖ = |F (u)|
√

∑

1≤j≤N

p2j |uj |−2

whenever
∏

1≤j≤N |uj | 6= 0. In particular

(3.3) ‖∇F (u)‖ ≥ γ|F (u)|
∑

1≤j≤N

|uj |−1

with

γ =
1√
N
inf
1≤j≤N

pj > 0.

Theorem 3.1. Let F be given by (3.1). Then F satisfies inequality (0.4)
with θ = 1/d.

Proof. We claim that

(3.4)
∑

1≤j≤N

|uj |−1 ≥ |F (u)|−1/d =
∏

1≤j≤N

|uj |−pj/d.
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It is clear that (3.3) and (3.4) imply the result. The inequality (3.4) is a
consequence of the following lemma, applied with xj = |uj |−pj/d and

αj =
d

pj
=
1

pj

∑

1≤j≤N

pj .

Lemma 3.2. Let {αj}1≤j≤N be a finite collection of exponents such that

∀j ∈ {1, . . . , N}, αj > 1 and
∑

1≤j≤N

1

αj
= 1.

Then for any N-tuple {xj}1≤j≤N of non-negative numbers we have

(3.5)
∏

1≤j≤N

xj ≤
∑

1≤j≤N

1

αj
x
αj
j ≤

∑

1≤j≤N

x
αj
j

Proof. This is an immediate consequence of concavity of the logarithm
function on [0,∞).

4. Optimality and diagonal solutions. In this section, we study the
optimality of the rate of convergence to stationary solutions given by the
Łojasiewicz inequality. First of all we need to know something about the
critical points of F . As a general remark we have

Proposition 4.1. Any critical point a of F satisfies F (a) = 0.

Proposition 4.1 is an immediate consequence of Proposition 1.1 and im-
plies that convergence to equilibrium, when a Łojasiewicz inequality is satis-
fied, happens at least at the rate given by the exponent θ through inequality
(0.5). In order to study the optimality of the rate of convergence, we intro-
duce

Definition 4.2. A solution u = (u1, . . . , uN ) of (0.1) is said to be a
diagonal solution if we have

∀j ∈ {1, . . . , N}, ∀t ≥ 0, uj(t) = cjz(t).

Proposition 4.3. Assume d ≥ 2. If u is a diagonal solution, then z has
a constant sign and satisfies

z′(t) = C|z(t)|d−1

for some real constant C , the case C = 0 corresponding to constant solu-
tions.

Proof. The proposition is only of interest if not all constants cj are zero.
Assuming for instance c1 6= 0, we have

z′ = c−11 u
′
1 = −c−11 ∂1F (c1z, . . . , cNz)
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It is easy to deduce, since we assumed d ≥ 2, that z does not change sign
on its maximal existence interval and then for some ε ∈ {1,−1},

z′ = −c−11 ∂1F (εc1, . . . , εcN )|z(t)|d−1.
Corollary 4.4. If u is a non-constant diagonal solution, then either

it blows up at infinity or in finite time, or it is global and converges to 0 at
infinity , exponentially fast if d = 2, like t−1/(d−2) if d > 2.

Especially interesting is the case of generalized monomials. For instance
we have the following complete description in the case of a positive gener-
alized monomial function:

Theorem 4.5. Let F be given by

(4.1) F (u) = F (u1, . . . , uN ) = c
∏

1≤j≤N

|uj |pj

where c > 0 and pj ≥ 2 for all j ∈ {1, . . . , N}. Then the system (0.1) has a
one-parameter family of diagonal solutions, characterized by the condition

∃λ ∈ R, ∀j ∈ {1, . . . , N}, uj(0) = (−1)mjλ
√
pj .

These solutions are the only ones tending to 0 as t → ∞. In addition,
assuming d > 2, convergence to equilibrium of all other solutions occurs at
a higher rate than t−1/(d−2).

Proof. Let

cj =
√
pj , C = F (c1, . . . , cN )

and let z be any positive solution of

z′ + Czd−1 = 0.

Setting uj(t) = cjz(t) we have u
′
j(t) = cjz

′(t) = −cjCzd−1, while on the
other hand

∂jF (u1, . . . , uN ) = ∂jF (c1z, . . . , cNz) = pjc
−1
j z

−1F (c1z, . . . , cNz)

= cjCz
d−1.

It follows that u = (u1, . . . , uN ) is a diagonal solution with

u(0) = {√pj z(0)}1≤j≤N .
Since z(0) can be an arbitrary positive number, this takes care of the part
of the family corresponding to the positive sign for all components. The
other cases follow by observing that each partial derivative ∂jF is odd with
respect to zj and even in the other components. To show the second part of
the theorem we observe that due to the special form of F we have

uju
′
j + pjF (u) = 0.
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This yields the conservation laws

∀t ≥ 0, piu
2
j (t)− pju2i (t) = piu2j (0)− pju2i (0),

giving in particular that any solution u tending to 0 at infinity satisfies

∀t ≥ 0, piu
2
j(t)− pju2i (t) = 0.

Using these identities we see that if ui(t0)=0 for some index i, then uj(t0)=0
for all j and then u ≡ 0. Otherwise uj/ui is constant along the trajectory,
hence we have a diagonal solution. If u is a non-diagonal solution, as a
consequence of Theorem 3.1 we know that u(t) converges at infinity. Some
of the components tend to non-zero constants, and by Proposition 4.1 some
other components tend to 0. Assuming for instance u1(t)→ 0, either u1 ≡ 0
and u is constant, or the identity

p1u
2
j (t)− pju21(t) = γj ≥ 0

shows two things:

1) uj(t)→ 0 ⇒ uj(t) = ε
√

pj
p1
u1(t), ε ∈ {1,−1},

2) γj > 0 ⇒ |
√
p1 uj(t)− ε

√
γj | ∼ kju21(t), ε ∈ {1,−1}.

Then it follows easily that either u1(t) tends exponentially to 0, or

|u1(t)| ≤ Ct−1/(p1+···+pr−2)

if u1, . . . , ur are the components tending to 0 (a suitable reordering allows
that). But now clearly p1 + · · ·+ pr < d. The result follows easily since the
components not tending to 0 tend to their limits even faster (like u21(t)).

Remark 4.6. Theorem 4.5 shows that the global Łojasiewicz inequal-
ity gives a non-optimal rate of convergence to equilibrium for most of the
solutions to (0.1) in this case. This is natural since for a solution tending
to a non-zero limit a, the relevant inequality in the neighbourhood of a
is stronger (it involves only the components of the solution tending to 0),
and the calculations above strongly suggest that we have exactly the right
exponent.

5. Final remarks. First of all we give a more detailed assertion about
the regularity of a positively homogeneous function F at the origin:

Proposition 5.1. Let F ∈ C1(RN ) be positively homogeneous of degree
d ∈ N, d > 1, such that F ∈ Cd(Σ). Then
(i) F ∈ Cd−1(RN ) with all partial derivatives of order d in L∞(RN ).
(ii) F ∈ Cd(RN ) if and only if F is a homogeneous polynomial on R

N .

Proof. Clearly F is Cd−1 with all partial derivatives up to order d−1
vanishing at 0. Moreover all partial derivatives of order d, defined and con-
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tinuous on R
N − {0}, are constant on each ray emanating from the origin.

Being bounded on Σ, they are bounded globally. In addition, the existence
of a limit at 0 imposes that all partial derivatives of order d are constant on
Σ and therefore on R

N . This obviously implies (ii).

Next we give more detailed results for some homogeneous functions which
do not satisfy the Łojasiewicz inequality for the maximal value of θ:

Proposition 5.2. Let F ∈Cd−1∩W d,∞(R2) be defined for some d∈N
∗,

p > 0, ε ∈ {0, 1} by

(5.1) F (x, y) =
|xp+d|(sgnx)ε

(x2 + y2)p/2
.

Then F satisfies the Łojasiewicz inequality near 0 for θ = 1/(p+ d) and for
no larger value of θ.

The proof of Proposition 5.2 relies on the following lemma:

Lemma 5.3. Let F ∈ C1(R2). In order for F to satisfy the Łojasiewicz
inequality near 0 for some θ ≤ 1/d, it is necessary and sufficient , with the
notation of Section 2, that there exist α,C > 0 for which

(5.2) |f(φ)| ≤ α ⇒ |f(φ)|1−θ ≤ C|f ′(φ)|.
Proof. Using the notation of Section 2 we have

F (r, φ) = rdf(φ), ‖∇F (r, φ)‖ = rd−1(d2f2(φ) + f ′2(φ))1/2.
In order for F to satisfy (0.4) in some sphere around 0 where r is a small
constant, it is necessary that for some constant C > 0,

(5.3) |f(φ)|1−θ ≤ C(|f(φ)|+ |f ′(φ)|).
Hence (5.2) must be fulfilled. Conversely, for any θ > 0, (5.2) implies (5.3).
In addition if θ ≤ 1/d we have rd(1 − θ) ≤ rd−1 for r ≤ 1. The conclusion
follows immediately.

Proof of Proposition 5.2. Since we have

f(φ) = sinp+d φ

the result is an immediate consequence of condition (5.2).

Proposition 5.4. Let F ∈ C1 ∩W 2,∞(R2) be defined for some p ≥ 0
by

F (x, y) = (x2 + y2)p exp

(

−x
2 + y2

x2

)

.

Then, in the neighbourhood of 0, F does not satisfy the Łojasiewicz inequal-
ity for any θ > 0.
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Proof. Since we have

f(φ) = exp

(

− 1

sin2 φ

)

the result is an immediate consequence of condition (5.2).

Remark 5.5. Failure to satisfy the Łojasiewicz condition may result in
non-convergence (cf. e.g. [11]).
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