
ANNALES
POLONICI MATHEMATICI

94.2 (2008)

On the Green function on a
certain class of hyperconvex domains

by Gregor Herbort (Wuppertal)

Abstract. We study the behavior of the pluricomplex Green function on a bounded
hyperconvex domain D that admits a smooth plurisubharmonic exhaustion function ψ
such that 1/|ψ| is integrable near the boundary of D, and moreover satisfies the estimate
|ψ| ≤ C exp(−C′(log(1/δD))α) at points close enough to the boundary with constants
C,C′ > 0 and 0 < α < 1. Furthermore, we obtain a Hopf lemma for such a function ψ.
Finally, we prove a lower bound on the Bergman distance on D.

1. Introduction. In 1985 M. Klimek introduced the pluricomplex Green
function of a bounded domain D ⊂ Cn. It is defined by

GD(z, w) = sup{u(z) | u : D → [−∞, 0), u ∈ PSH(D),
u(z)− log |z − w| is bounded from above near w},

where PSH(D) denotes the family of plurisubharmonic functions on D. In
[18] and [9] the important properties of the Green function were established
and also its relationship to the complex Monge–Ampère equation was clari-
fied.

The Green function is a powerful tool for investigations in Bergman the-
ory, when one wants to construct good holomorphic square-integrable func-
tions by means of the ∂-technique with weights (see for example [5, 12, 15,
17]). On a hyperconvex domain it is known from [9, 18] that GD(z, w) → 0
as z tends to the boundary and w is kept fixed. A domain D ⊂ Cn is called
hyperconvex ([21]) if it admits a bounded continuous plurisubharmonic ex-
haustion function ψ : D → (−1, 0).

When using the Green function as a weight, one needs, however, infor-
mation on the sublevel sets of the Green function GD(·, w) as w tends to the
boundary; more precisely, it is desirable to describe, in terms of the bound-
ary distance of the pole w, where the sets {GD(·, w) < −1} are situated.

2000 Mathematics Subject Classification: 32U35, 32F45.
Key words and phrases: pluricomplex Green function, hyperconvex domain, Demailly

regularization, Bergman distance.

[149] c© Instytut Matematyczny PAN, 2008



150 G. Herbort

This is a difficult question, since for n > 1 the pluricomplex Green function
is no longer symmetric (see [2]). Recently, some progress has been made in
this direction: see for example [5, 12, 16].

Carlehed, Cegrell and Wikström [8] obtained a first result on the behavior
of the Green function GD(·, w) as w approaches a boundary point w0: If
(wj)j is a sequence of points in D that tends towards w0, then there exists
a pluripolar set E such that

lim sup
j→∞

GD(z, wj) = 0 for z ∈ D \ E.

We prove that under a mild additional condition on D (which is consid-
erably weaker than those from [12] and [16]), the set E is empty and the
lim sup is in fact a limit. We assume in Sections 2 through 6 that n > 1. The
case n = 1 will be discussed in Section 7.

Theorem 1.1. Let D be a bounded hyperconvex domain in Cn with n ≥ 2
that admits a plurisubharmonic smooth exhaustion function ψ : D → [−1, 0)
with the following two properties:

(1) There is a positive measurable function h such that h−1/(n−1) is in-
tegrable over D (with respect to the Lebesgue measure) and

(ddcψ)n ≥ h(ddc|z|2)n.
(2) There are constants 1 > α > 0 and Ĉ1, Ĉ2 > 0 such that

ψ ≥ −Ĉ1 exp
(
−Ĉ2

(
log

1
δD

)α)
on D ∩ {δD < 1}, where δD denotes the boundary distance function
on D.

Then there are constants C̃, δ0 > 0 such that for any compact subset K ⊂ D
and w ∈ D \K with δD(w) ≤ min{δ0, δD(K)/4},

sup
z∈K
|GD(z, w)| ≤ C̃

(
|ψ(w)|1/3n

δD(K)2n+3
+ δD(w)

)
.

A function with property (1) of the above theorem exists on a general
hyperconvex domain, as follows from a result of [6]:

Theorem 1.2. Let D be a bounded hyperconvex domain. Given a con-
tinuous function f on ∂D that extends to a plurisubharmonic function on
D, and a continuous function F : D → [0,∞), there exists a uniquely de-
termined continuous function u = u(f,F ) on D that is plurisubharmonic on
D and such that u = f on ∂D, and (ddcu)n = Fdz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn
on D.

The uniquely determined solution ϕD from Theorem 1.2 which corre-
sponds to the data f = 0, F = 1 will of course satisfy the requirement (1).
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With slight changes the method used to prove Theorem 1.1 yields

Theorem 1.3. Let n ≥ 2. Suppose that D ⊂⊂ Cn is hyperconvex and
admits a smooth plurisubharmonic exhaustion function ψ : D → (−1, 0) that
satisfies with some constant C1 > 0 the estimate

(3)
1
C1

(
log

1
δD

)−M
≤ |ψ| ≤ C1

(
log

1
δD

)−N
on D ∩ {δD < 1} with exponents M,N > 2(n + 1) such that N ≤ M ≤
−1+N2/4n. Then there exist constants C̃, δ∗ > 0 such that for any compact
set K ⊂ D and any w ∈ D \K with δD(w) ≤ min{δ∗, δD(K)/4},

sup
z∈K
|GD(z, w)| ≤ C̃

(
|ψ(w)|γ(n−1)/n

δD(K)2n
+ |ψ(w)|β1(n−1)/n

)
,

where β= 1
2(N(n− 1)/n2−M ′ + 1/N ′), N ′=N(1− 1/n), M ′=M(1− 1/n),

γ = nβ/2N(n− 1), and β1 = min{β, 1/n − γ} . Note that β ≥ N/48n for
n ≥ 2.

Under the hypotheses of Theorem 1.1 a lower bound on the Bergman
distance can be obtained (using the idea of [14]):

Theorem 1.4. Let D and ψ be as in Theorem 1.1. Then there exists a
constant C∗ > 0 such that for any fixed P ∈ D,

dB
D(Q,P ) ≥ C∗ log log log

1
|ψ(Q)|

whenever δD(Q)� 1.

Note that no Hölder condition on the exhaustion function ψ is needed.

Acknowledgements. I would like to express my thanks to the referee for
a patient and careful reading ofmymanuscript. His suggestionswere a valuable
help for me to remove defects in the statements and proofs in this article.

2. Lower bounds on the Demailly regularization of a plurisub-
harmonic function

Some notations. Let D ⊂⊂ Cn be a pseudoconvex domain and V a nega-
tive plurisubharmonic function on D. Following the method of Demailly [10]
we regularize V . For this let m > 0 be a positive number and H2mV (D) the
Hilbert space of holomorphic functions in D such that the weighted L2-norm

‖f‖2mV :=
( �
D

|f |2e−2mV d2nz
)1/2
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is finite. We denote by KD,2mV the Bergman kernel associated to H2mV .
Then the function

Vm(z) :=
1

2m
logKD,2mV (z, z)

is plurisubharmonic, and we have

Vm(z) :=
1

2m
sup{log |f(z)|2 | f ∈ H2mV , ‖f‖2mV ≤ 1}.

It is shown in Proposition 3.1 of [10] that, with suitable constants C1, C2,
for any z ∈ D and any 0 < r < δD(z) one has

(2.1) V (z)− 1
C1m

≤ Vm(z) ≤ sup
x∈B(z,r)

V (x) +
1
m

log
C2

rn
,

and moreover Vm tends to V pointwise and in the L1
loc-topology on D as

m→∞.
For z0 ∈ D and r ∈ (0, δD(z0)), and a measurable function V on D,

we denote by M [V, z0, r] the spherical mean of V over ∂B(z0, r) and by
A[V, z0, r] the average of V over the full ball B(z0, r).

For any subharmonic function V on D one has

A[V, z0, r] ≤M [V, z0, r].

Given z0 ∈ D, we need a lower estimate for Vm(z0) in terms of the mass
of the ball B(z0, r) with respect to the measure ∆V . Then we can apply the
result to the case where V is the Green function with a pole at w ∈ D. This
together with an estimate of Błocki will help control the value Vm(z0) as w
tends to a boundary point.

We begin with a comparison lemma for the weighted Bergman kernel.

Lemma 2.1. Let 0 < r < δD(z0)/2. Then:

(a) We have

K2mV (z0, z0) ≥ CD
1

A[e−2mV , z0, r]
,

where CD > 0 depends only on the diameter of D.
(b) The regularization Vm can be estimated from below by

(2.2 ) Vm(z0) ≥ − logCD
2m

− 1
2m

log(A[e−2mV , z0, r]).

Proof. We choose a cut-off function χ ∈ C∞(R) with χ(s) = 1 for s ≤ 1/4
and χ(s) = 0 for s > 9/16. Then the (0, 1)-form

v = ∂

(
χ

(
|z − z0|2

r2

))
= χ′

(
|z − z0|2

r2

)
∂|z − z0|2

r2
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is smooth and ∂-closed on D. We will solve a suitable ∂-problem for these
data on D with weight function

ϕ(z) := 2mV (z) + 2n log |z − z0|

Our plan is to use the L2-technique developed in [20, 3] (see also [13]). The
relevant tool for solving ∂ will be the following slight modification of Lemma
2.2 from [17]:

Lemma 2.2. Let Ω ⊂⊂ Cn be a pseudoconvex domain with a C2-smooth
boundary. Suppose that on Ω we are given two smooth functions ϕ̃, η̃, where
η̃ > 0, whose Levi forms Leϕ and Leη satisfy

η̃Leϕ −Leη ≥ Q+
1
4
∂η̃ ⊗ ∂η̃
η̃2

with some positive hermitian form Q on Ω. Then, given a smooth ∂-closed
(0, 1)-form v = v1dz1 + · · ·+ vndzn on Ω such that

JQ,eϕ(v) :=
�

Ω

|v|2Qe−eϕ d2nz <∞,

one can solve the equation ∂(
√
η̃ + η̃2 u) = v with a smooth function u on Ω

such that �

Ω

|u|2e−eϕ d2nz ≤ 20JQ,eϕ(v).

Here |v|2Q denotes the square of the length of v with respect to the form Q: If
(Qab)

n
a,b=1 is the coefficient matrix of Q and (Qab)na,b=1 is its inverse matrix ,

then |v|2Q =
∑n

a,b=1Q
abvavb.

Let (Dt)r>t>0 be an exhaustion for D by smooth bounded pseudoconvex
domains Dt such that B(z0, 2r) ⊂⊂ Dt for each t.

Case 1: V is continuous. On each Dt we can choose a regularization V t

of V such that V ≤ V t ≤ V + 1/2m on Dt. Then in the above lemma we
choose Ω := Dt and

ϕ̃t(z) = |z|2 + 2mV t(z) + n log(t2 + |z − z0|2).

Next we put
η̃t = ηt + log ηt,

where

ηt(z) := − log
r2 + t2 + |z − z0|2

8eR2
D

and RD is the diameter of D. This function has values > 1, and −ηt and
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−η̃t are plurisubharmonic on Dt. We estimate

η̃tLeϕt −Leηt ≥ η̃tL|z|2 −
(

1 +
1
ηt

)
Lηt +

∂η̃t ⊗ ∂η̃t
(1 + ηt)2

≥ η̃tL|z|2 −Lηt +
∂η̃t ⊗ ∂η̃t

4η̃2
t

,

because −Lηt is positive and 1 + ηt ≤ 2ηt ≤ 2η̃t. We will choose Q :=
η̃tL|z|2 −Lηt .

Our next aim is to estimate |v|Q. On the support of v, which is contained
in B(z0, r) \B(z0, r/2), we have

Q = η̃tL|z|2 −Lηt ≥ η̃tL|z|2 +
r2 + t2

(r2 + t2 + |z − z0|2)2
L|z−z0|2

≥ L|z|2 +
|z − z0|2

(r2 + t2 + |z − z0|2)2
L|z−z0|2

≥ L|z|2 +
∂(|z − z0|2)⊗ ∂(|z − z0|2)

(r2 + t2 + |z − z0|2)2

≥ Q̃ := L|z|2 +
∂(|z − z0|2)

3r2
⊗ ∂(|z − z0|2)

3r2
,

which implies

|v|2Q ≤ |v|2eQ ≤ ξr (sup |χ′|)2
∣∣∣∣∂|z − z0|2

r2

∣∣∣∣ eQ = 9ξr(sup |χ′|)2 |z − z0|2

r4 + |z − z0|2

≤ 9ξr(sup |χ′|)2,
where ξr is the characteristic function of B(z0, r)\B(z0, r/2). On the support
of v we also have

ϕ̃t(z) ≥ 2mV (z) + 2n log(r/2).

This yields

JQ,eϕt(v) ≤ 9(sup |χ′|)2 4n

r2n

�

B(z0,r)

e−2mV d2nz = cnA[e−2mV , z0, r],

with cn = 9 · 4n(sup |χ′|)2 times the volume of the unit ball. By Lemma 2.2
we obtain a smooth solution ut to the equation ∂(

√
η̃t + η̃2

t ut) = v such that�

Dt

|ut|2e−eϕt d2nz ≤ 20cnA[e−2mV , z0, r].

Next we observe that

(η̃t + η̃2
t )e
−2mV eeϕt = (η̃t + η̃2

t )e
|z|2+2m(V t−V )(t2 + |z − z0|2)n

≤ 4e eR2
D+1 max

0<x≤(2RD)2

(
xn
(

log
8eR2

D

r2 + x
+
(

log
8eR2

D

r2 + x

)2))
≤ C ′D
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with

R̃D := max
z∈D
|z|, C ′D := 8e eR2

D+1(2RD)n max
0<ξ≤4

(
ξn
(

log
4e
ξ

)2)
.

The function

ft(z) = χ

(
|z − z0|2

r2

)
−
√
η̃t + η̃2

t ut(z)

now becomes an element of H2mV (Dt), with norm

‖ft‖2mV,Dt ≤ (γnRnD + 5
√
C ′D)

√
A[e−2mV , z0, r],

where γn :=
√

volume of the unit ball. To see this, note that∥∥∥∥χ( |z − z0|2

r2

)∥∥∥∥2

2mV,Dt
≤ γ2

nr
2nA[e−2mV , z0, r]

and r ≤ RD.
By a standard weak-star limit argument (similar to [17]) we find a holo-

morphic function f̃ on D of the form

f̃(z) = χ

(
|z − z0|2

r2

)
−
√
η̃ + η̃2 u(z),

where

η̃ = η + log η, η = − log
r2 + |z − z0|2

8eR2
D

,

that satisfies

‖f̃‖2mV,D ≤ (γnRnD +
√
C ′D)

√
A[e−2mV , z0, r].

Moreover, �

D

|u|2e−ϕ d2nz ≤ 20cnA[e−2mV , z0, r]

with ϕ = |z|2 + 2mV (z) + 2n log |z− z0|. This gives u(z0) = 0. The function
f̃/‖f̃‖2mV is a candidate for K2mV (z0). So we obtain

K2mV (z0, z0) ≥ |f̃(z0)|2

‖f̃‖22mV
≥ CD
A[e−2mV , z0, r]

with CD := (γnRnD+5
√
C ′D)−2. From this the first claim follows immediately.

Case 2: V is arbitrary. First we fix a number s � 1 and consider the
Demailly regularizations of the functions V t, taken over the domain Ds. We
will denote them by (V t)m,Ds . Here t < s. In explicit form, (V t)m,Ds =
(2m)−1 logK2mV t,Ds , where

K2mV t,Ds(z) = sup{|ft(z)|2 | ft ∈ H2mV t(D
s), ‖ft‖2mV t ≤ 1}
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on Ds. Our first claim is: There exists a null sequence (tk)k such that

K2mV t,Ds(z
0)→ K2mV,Ds(z0) := sup{|f(z)|2 | f ∈H2mV (Ds), ‖f‖2mV ≤1}.

To see this we choose for each t < s a function ft,s ∈ H2mV t(Ds) with
‖ft‖2mV t ≤ 1 such that

K2mV t,Ds(z
0) = |ft,s(z0)|2.

Then the Alaoglu–Bourbaki theorem can be applied to the functions f̂t,s :=
ft,se

−mV t , which belong to L2(Ds). We have ‖f̂t,s‖L2(Ds) ≤ 1. We can choose
a null sequence (tk)k and a function f̂0,s ∈ L2(Ds), having norm ≤ 1 in
L2(Ds), such that f̂tk,s → f̂0,s in the weak-star topology in L2(Ds). The
function f0,s := f̂0,se

−mV is square-integrable with respect to the weighted
Lebesgue measure e−2mV d2nz over Ds with ‖f0,s‖2mV ≤ 1.

We claim that f0,s is even holomorphic. Since V and V tk are negative,
the functions emV , emV

tk are bounded. Therefore, the sequences (ftk,s)k and
(f̂tk,se

mV )k tend to f0,s in the weak-star topology of L2(Ds). If now β denotes
an arbitrary test form of bidegree (0, 1), and ϑ is the formal adjoint of ∂ (in
L2(Ds)), then

〈f0,s, ϑβ〉 = lim
k→∞
〈f̂tk,se

mV , ϑβ〉 = lim
k→∞
〈ftk,s, e

m(V−V tk )ϑβ〉

= lim
k→∞

(〈ftk,s, ϑβ〉+ 〈ftk,s, (e
m(V−V tk ) − 1)ϑβ〉)

= lim
k→∞
〈ftk,s, (e

m(V−V tk ) − 1)ϑβ〉.

But

|〈ftk,s, (e
m(V−V tk ) − 1)ϑβ〉| = |〈f̂tk,s, e

mV tk (em(V−V tk ) − 1)ϑβ〉|
≤ ‖f̂tk,s‖L2(Ds)‖emV

tk (em(V−V tk ) − 1)ϑβ‖L2(Ds)

≤ ‖(em(V−V tk ) − 1)ϑβ‖L2(Ds) → 0

as k → ∞. This proves that f0,s ∈ H2mV (Ds). It also follows that the
functions ftk,s tend pointwise to f0,s. Hence we obtain the desired lower
bound:

K2mV,Ds(z0) = |f0,s(z0)|2 = lim
k→∞

|ftk,s(z
0)|2 ≥ CDs lim

k→∞

1
A[e−2mV tk , z0, r]

≥ CDs
1

A[e−2mV , z0, r]
≥ CD

1
A[e−2mV , z0, r]

.

Finally, we apply a similar weak-star limit argument to the functions

f∗0,s(z) :=
{
f0,se

−mV (z) for z ∈ Ds,
0 for z ∈ D \Ds
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to obtain a function f0 ∈ H2mV (D) with norm ‖f0‖2mV ≤ 1 such that

|f0(z0)|2 ≥ CD
A[e−2mV , z0, r]

,

proving part (a) of the lemma.
(b) The second assertion follows by taking the logarithm on both sides

in (a).

We next estimate the integral

Jm(r) :=
�

B(z0,r)

e−2mV d2nz

for r ∈ (0, δD(z0)/16). Let µV be the measure defined by ∆V .

Lemma 2.3. Let z0 and 0 < ε < δD(z0)/4 and 0 < r < ε/4 as in the
preceding lemma. If

m ≤ (2ε)2n−2

16(n+ 1)eµV (B(z0, 2ε))
,

then

Jm(r) ≤ Cnω2nε
2n exp

(
9m
8cn

µV (B(0, ε))
ε2n−2

− 4n · 2mM [V, 0, ε]
)

with some unimportant constant Cn > 0. Here ω2n is the area of the unit
sphere in Cn.

Proof. Let us assume that z0 = 0. We choose a number ε ∈ (4r, δD(0)).
By the Riesz representation theorem we can write

V (z) = P ∗ε (z) + hε(z) for z ∈ B(0, ε),

where P ∗ε is the Green potential,

P ∗ε (z) =
�

|ζ|<ε

Gε(z, ζ) dµV (ζ),

and Gε(z, ζ) denotes the (real) Green function of B(0, ε). Further, hε is the
smallest harmonic majorant for V on B(0, ε) and is given by the Poisson
integral of V ,

hε(z) =
1

ω2nε

�

|ζ|=ε

ε2 − |z|2

|z − ζ|2n
V (ζ) dS(ζ).

The Green function for n ≥ 2 is defined by

Gε(z, ζ) =


E(z − ζ)− E((z∗ − ζ)|z|/ε) if z 6= ζ, z 6= 0,

E(ζ) +
1

(2n− 2)ω2n

1
ε2n−2

if z 6= ζ, z = 0,

−∞ if z = ζ.
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Here z∗ := ε2z/|z|2 and E is the fundamental solution to the Laplacian,

E(x) :=
−1

(2n− 2)ω2n

1
|x|2n−2

.

First we apply Harnack’s inequality to the harmonic function hε. Note that
hε ≤ 0, because V < 0. For |z| < r we have

hε(z) ≥
1 + |z|/ε

(1− |z|/ε)2n−1
hε(0) ≥ 1 + r/ε

(1− r/ε)2n−1
hε(0)

=
1 + r/ε

(1− r/ε)2n−1
M [V, 0, ε] ≥ 4nM [V, 0, ε].

Furthermore, Gε(z, ζ) ≥ E(z − ζ). Therefore, if we put

Pε(z) :=
−1

(2n− 2)ω2n

�

|ζ|<ε

1
|z − ζ|2n−2

dµV (ζ),

we obtain P ∗ε (z) ≥ Pε(z), and altogether

e−2mV (z) ≤ e−4n·2mM [V,0,ε]e−2mPε(z).

This gives us

(2.3) Jm(r) ≤ e−4n·2mM [V,0,ε]
�

|z|<r

e−2mPε(z) d2nz.

Next we transform the term Pε(z) using ideas of [22] (see for instance
p. 475). For s ∈ (ε/3, ε/2) and x ∈ Cn with |x| = s and z ∈ B(0, r) we write

|Pε(z)− Pε(x)| ≤ |x− z|
1�

0

|∇Pε(z + t(x− z))| dt

≤ (r + s)
1�

0

|∇Pε(z + t(x− z))| dt.

Integrating over the sphere {|x| = s} we find (note that r ≤ ε/4 ≤ 3s/4 ≤ s)

(2.4)
�

|x|=s

Pε(x) dS(x)− I(s, z)

≤ ω2ns
2n−1Pε(z) ≤

�

|x|=s

Pε(x) dS(x) + I(s, z),

where

I(s, z) := 2s
�

|x|=s

1�

0

|∇Pε(z + t(x− z))| dt dS(x).

To estimate the integral I(s, z), we parametrize the positive hemisphere
M+
s := {|ξ| = s | ξ2n > 0} by φ(α) := (α,

√
s2 − |α|2). Let ψ(t, α) :=

z + t(φ(α) − z) for (t, α) ∈ (0, 1) × B2n−1(0, s). This defines an injective
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mapping from (0, 1)×B2n−1(0, s) into B2n(0, 2s). Its Jacobian determinant
is

det Jψ(t, α) = − t2n−1√
s2 − |α|2

(s2 − 〈φ(α), z〉)

(where 〈·, ·〉 denotes the euclidean inner product). Since r < 3s/4, we obtain

|det Jψ(t, α)| ≥ t2n−1( s2 − |φ(α)||z|)√
s2 − |α|2

≥ t2n−1s2

4
√
s2 − |α|2

.

Then�

M+
s

|∇Pε(z + t(x− z))| dS(x)

=
�

B2n−1(0,s)

|∇Pε(z + t(φ(α)− z))| s√
s2 − |α|2

d2n−1α

≤ 4
t2n−1s

�

B2n−1(0,s)

|∇Pε(ψ(t, α))| |det Jψ(t, α)| d2n−1α.

Now we observe that

|ψ(t, α)− z| = t|φ(α)− z| ≤ t(s+ |z|) ≤ 2st,

which implies
4

t2n−1s
≤ 22n+1s2n−2 1

|ψ(t, α)− z|2n−1
.

We obtain
1�

0

�

M+
s

|∇Pε(z + t(x− z))| dS(x) dt

≤ 4ns2n−2
�

(0,1)×B2n−1(0,s)

|∇Pε(ψ(t, α))|det Jψ(t, α)
|ψ(t, α)− z|2n−1

d2n−1αdt

≤ 4ns2n−2
�

B2n(0,2s)

|∇Pε(ζ)|
|z − ζ|2n−1

d2nζ.

A corresponding estimate holds for
	1
0

	
M−s
|∇Pε(z+t(x−z))| dS(x) dt, where

M−s := {ξ | −ξ ∈M+
s }.

This proves that (note that 2s ≤ ε)

I(s, z) ≤ 4n+1s2n−1
�

B2n(0,ε)

|∇Pε(ζ)|
|z − ζ|2n−1

d2nζ.

We now integrate over all s ∈ (ε/3, ε/2) and divide by ε2n. This gives, in
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conjunction with (2.4),

(2.5)
1

cnε2n

�

ε/3≤|x|≤ε/2

Pε(x) d2nx−Kε(z)

≤ Pε(z) ≤
1

cnε2n

�

ε/3≤|x|≤ε/2

Pε(x)d2nx+ Kε(z),

where cn := ω2n
2n ((1/2)2n − (1/3)2n) and

Kε(z) =
4n+1

ω2n

�

B2n(0,ε)

|∇Pε(ζ)|
|z − ζ|2n−1

d2nζ.

We estimate
�

ε/3≤|x|≤ε/2

Pε(x) d2nx = −
�

ε/3≤|x|≤ε/2

(
1

(2n− 2)ω2n

�

|ζ|<ε

dµV (ζ)
|x− ζ|2n−2

)
d2nx

= −
�

|ζ|<ε

(
1

(2n− 2)ω2n

�

ε/3≤|x|≤ε/2

d2nx

|x− ζ|2n−2

)
dµV (ζ)

≥ −
�

|ζ|<ε

(
1

(2n− 2)ω2n

�

|x−ζ|≤3ε/2

d2nx

|x− ζ|2n−2

)
dµV (ζ)

≥ − 9
16
ε2µV (B(0, ε))

for ε < 1/2. Thus we obtain from (2.5), since Pε ≤ 0,

− 9
16cnε2n−2

µV (B(0, ε))−Kε(z) ≤ Pε(z) ≤ Kε(z)

and

(2.6)
�

|z|<r

e−2mPε(z) d2nz ≤ exp
(

9 · 4m
16cnε2n−2

µV (B(0, ε))
) �

|z|<r

e2mKε(z) d2nz.

We only have to estimate the integral
�

|z|<r

e2mKε(z) d2nz =
1
2n

ω2nr
2n + 2m

�

|z|<r

Kε(z) d2nz(2.7)

+
∞∑
q=2

(2m)q

q!
‖Kε‖qLq(B(0,r)).
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First,

(2.8)
�

B2n(0,ε)

|∇Pε(ζ)| d2nζ ≤ 1
ω2n

�

B2n(0,ε)

( �

B2n(0,ε)

dµV (y)
|ζ − y|2n−1

)
d2nζ

=
1
ω2n

�

B2n(0,ε)

( �

B2n(0,ε)

d2nζ

|ζ − y|2n−1

)
dµV (y) ≤ (2ε)µV (B(0, ε)).

By Fubini’s theorem we get

2m
�

|z|<r

Kε(z) d2nz = 2m
4n+1

ω2n

�

|z|<r

�

B2n(0,ε)

|∇Pε(ζ)|
|z − ζ|2n−1

d2nζ d2nz

= 2m
4n+1

ω2n

�

B2n(0,ε)

|∇Pε(ζ)|
( �

|z|<r

1
|z − ζ|2n−1

d2nz

)
d2nζ

≤ (2m)(2ε)4n+1
�

B2n(0,ε)

|∇Pε(ζ)| d2nζ ≤ 4n+1 · 2m · (2ε)2µV (B(0, ε)),

using (2.8). For q ≥ 2 we estimate the norms ‖Kε‖qLq(B(0,r)) by means of
Hölder’s inequality (see also the proof of Theorem 1 in [22, p. 476]). We use
the formula

‖Kε‖Lq(B(0,r)) = sup
F∈Lp(B(0,r)), ‖F‖Lp(B(0,r))=1

∣∣∣ �

B(0,r)

F (x)Kε(x) d2nx
∣∣∣

(where p = q/(q − 1)). Let F ∈ Lp(B(0, r)) be normalized. Then we get∣∣∣ �

B(0,r)

F (x)Kε(x) d2nx
∣∣∣ ≤ �

B(0,r)×B(0,ε)

f(x, ζ)g(x, ζ) d2nx d2nζ

with

f(x, ζ) =
(
|∇Pε(ζ)|
|x− ζ|2n−1/q

)1/q

, g(x, ζ) = F (x)
(

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

)1/p

.

The Lq-norm of f is estimated by

‖f‖qLq(B(0,r)×B(0,ε)) =
�

B(0,r)×B(0,ε)

|∇Pε(ζ)|
|x− ζ|2n−1/q

d2nx d2nζ

=
�

B(0,r)

(
d2nx

|x− ζ|2n−1/q

) �

B(0,ε)

|∇Pε(ζ)| d2nζ

≤ ω2nq(r + ε)1/q
�

B(0,ε)

|∇Pε(ζ)| d2nζ ≤ 4ω2nqε
1+1/qµV (B(0, ε)),

again by (2.8).
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We next consider the Lp-norm of g. Let

u(t) :=
�

B(x,t)

|∇Pε(ζ)| d2nζ.

First we observe that
�

B(0,ε)

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

d2nζ ≤
�

B(x,2ε)

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

d2nζ

=
2ε�

0

( �

|ζ−x|=t

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

dS(ζ)
)
dt

=
2ε�

0

1
t2n−1−1/q

u′(t) dt

=
u(2ε)

(2ε)2n−1−1/q
+
(

2n− 1− 1
q

) 2ε�

0

u(t)
t2n−1/q

dt.

Now we note that

u(t) ≤ 2tµV (B(0, t)) and
µV (B(0, t))

t2n−2
≤ µV (B(0, 2ε))

(2ε)2n−2
.

The second inequality follows from the fact that the function

t 7→ µV (B(0, t))/t2n−2

is increasing (see [19, pp. 72–73]). Hence
2ε�

0

u(t)
t2n−1/q

dt ≤ 2
µV (B(0, 2ε))

(2ε)2n−2

2ε�

0

dt

t1−1/q
= 2qε1/q

µV (B(0, 2ε))
(2ε)2n−2

.

This implies
�

B(0,ε)

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

d2nζ ≤ 2(2n+ 2)qε1/q
µV (B(0, 2ε))

(2ε)2n−2
.

Then

‖g‖pLp(B(0,r)×B(0,ε)) =
�

B(0,r)

|F (x)|p
( �

B(0,ε)

|∇Pε(ζ)|
|x− ζ|2n−1−1/q

d2nζ

)
d2nx

≤ 2(2n+ 2)qε1/q
µV (B(0, 2ε))

(2ε)2n−2

�

B(0,r)

|F (x)|p d2nx

= 2(2n+ 2)qε1/q
µV (B(0, 2ε))

(2ε)2n−2
.
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By Hölder’s inequality we find (using 1/p+ 1/q = 1) that∣∣∣ �

B(0,r)

F (x)Kε(x) d2nx
∣∣∣ ≤ (4ω2nqε

1+1/qµV (B(0, ε)))1/q

×
(

2(2n+ 2)qε1/q
µV (B(0, 2ε))

(2ε)2n−2

)1/p

≤ (2n+ 2)(2ω2n)1/q · 2qµV (B(0, 2ε))(2ε)2−2n/p

= (2n+ 2)(2ω2n)1/q · 2qµV (B(0, 2ε))(2ε)2−2n+2n/q.

This implies

‖Kε‖qLq(B(0,r)) ≤ 2ω2n(2q)q
(

(2n+ 2)
µV (B(0, 2ε))

(2ε)2n−2

)q
(2ε)2n.

Substituting this into (2.7) we obtain�

|z|<r

e2mKε(z) d2nz

≤ 1
2n

ω2nr
2n + 42n+2ω2n(2ε)2n

∞∑
q=1

(2q)q

q!

(
8(n+ 1)mµV (B(0, 2ε))

(2ε)2n−2

)q
≤ Cnω2nε

2n,

if we choose

m ≤ (2ε)2n−2

16(n+ 1)eµV (B(0, 2ε))
in order to make the above series converge.

In conjunction with (2.3) we get

Jm(r) ≤ e−4n·2mM [V,0,ε]
�

|z|<r

e−2mPε(z) d2nz

≤ exp
(

9m
8cn

µV (B(0, ε))
ε2n−2

− 4n · 2mM [V, 0, ε]
) �

|z|<r

e2mKε(z) d2nz

≤ Cnω2nε
2n exp

(
9m
8cn

µV (B(0, ε))
ε2n−2

− 4n · 2mM [V, 0, ε]
)
.

This will give a lower bound for the regularization Vm:

Lemma 2.4. Let D be as above and z0 ∈ D. Let ε < δD(z0)/4. If

m ≤ (2ε)2n−2

16(n+ 1)eµV (B(z0, 2ε))
,

then

Vm(z0) ≥ − log(CD/Cn)
2m

− 9
16cn

µV (B(z0, ε))
ε2n−2

+ 4nA[V, z0, ε].
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Proof. We combine Lemmas 2.1 and 2.3 with r = ε/8:

Vm(z0) ≥ − logCD
2m

− 1
2m

log(A[e−2mV , z0, ε/8])

= − logCD
2m

− 1
2m

log
(

2n82n

ω2nε2n
Jm(ε/8)

)
≥ − log(2nCD/Cn)

2m
− 9

16cn
µV (B(z0, ε))

ε2n−2
+ 4nM [V, z0, ε].

This gives the desired estimate, since M [V, z0, ε] ≥ A[V, z0, ε].

3. Application to the pluricomplex Green function. We start with
a technical lemma:

Lemma 3.1. Assume that D is bounded and hyperconvex and ψ∈PSH(D)
is continuous, negative and satisfies ‖ψ‖∞ = 1 and condition (1) of Main
Theorem 1.1. Let w, z0 ∈ D. Then, for any 0 < r < 4

5δD(z0),

(3.1)
�

B(z0,6r/5)

|GD(x,w)| d2nx ≤ 2π(n!)1/n|ψ(w)|1/nI
(

6
5
r, h

)
,

and

(3.2) A[|GD(·, w)|, z0, r] +
µGD(·,w)(B(z0, r))

r2n−2
≤ C∗n
r2n
|ψ(w)|1/nI

(
6
5
r, h

)
with some constant C∗n that depends only on n. Here we define, for 0 < % <
δD(z0),

I(%, h) :=
( �

B(z0,%)

h−1/(n−1) d2nx
)1−1/n

.

Proof. We apply an idea from [7]. The key tool is an estimate obtained
in [5]: Given an arbitrary bounded domain D′ and negative locally bounded
plurisubharmonic functions u, v1, . . . , vn on D′ such that limz→q u(z) = 0 for
any q ∈ ∂D′, we have

(3.3)
�

D′

|u|nddcv1 ∧ · · · ∧ ddcvn ≤ n!‖v1‖∞ · . . . · ‖vn−1‖∞
�

D′

|vn|(ddcu)n.

For an arbitrary number L > 1 we put

uL := max{GD(·, w),−L}.

By the Hölder inequality we have
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(3.4)
�

B(z0,6r/5)

|uL| d2nx =
�

B(z0,6r/5)

|uL|h1/n 1
h1/n

d2nx

≤
( �

B(z0,6r/5)

|uL|nh d2nx
)1/n( �

B(z0,6r/5)

1
h1/(n−1)

d2nx
)1−1/n

.

We see that
�

B(z0,6r/5)

|uL|nh d2nx ≤
�

B(z0,6r/5)

|uL|n (ddcψ)n.

Now we can apply (3.3) for D′ := D and v1 = · · · = vn = ψ to obtain
(because of ‖ψ‖∞ = 1)

�

B(z0,6r/5)

|uL|n h d2nx ≤
�

D

|uL|n(ddcψ)n(3.5)

≤ n!
�

D

|ψ|(ddc max{GD(·, w),−L})n.

We want to let L tend to infinity. This is allowed, since the well-known
convergence theorem of Bedford–Taylor gives that the currents

TL := (ddc max{GD(·, w),−L})n

tend weakly to (2π)n times the Dirac measure with center w as L→∞. But,
since all of them have the same total mass (namely (2π)n), we may apply
Satz 45.7 of [1]. This gives us, in conjunction with the Beppo-Levi theorem,
on letting L→∞ in (3.5),

�

B(z0,6r/5)

|GD(x,w)|nh d2nx ≤ n!
�

D

|ψ|(ddcGD(·, w))n = (2π)nn!|ψ(w)|,

and because of (3.4),
�

B(z0,6r/5)

|GD(x,w)| d2nx ≤ ((2π)nn!|ψ(w)|)1/n
( �

B(z0,6r/5)

h−1/(n−1) d2nx
)1−1/n

.

From this we get (3.1).
Next we prove (3.2). This time we use (3.3) with D′ := B(z0, 6r/5) and

u(z) = log
1 + |z − z0|2/4r2

2
,

and v1(z) = · · · = vn−1(z) = |z − z0|2 − 4r2, vn,L(z) = max{GD(z, w),−L}
for a number L > 0. Now (3.3) applies and gives, because of |u| ≥ log(8/5)
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on B(z0, r),(
log

8
5

)n
µvn,L(B(z0, r))

≤
�

B(z0,r)

|u(z)|n dµvn,L(z) =
�

B(z0,r)

|u(z)|n ddcv1 ∧ · · · ∧ ddcvn

≤
�

B(z0,6r/5)

|u(z)|n ddcv1 ∧ · · · ∧ ddcvn ≤ n!(4r2)n−1
�

B(z0,6r/5)

|vn,L| (ddcu)n

≤ cn
1
r2

�

B(z0,6r/5)

min{|GD(x,w)|, L} d2nx

with some constant cn. We let L tend to infinity. By Beppo-Levi’s theorem
we obtain

µGD(·,w)(B(z0, r))
r2n−2

≤ cn
r2n(log(8/5))n

�

B(z0,6r/5)

|GD(x,w)| d2nx.

From this and (3.1) the lemma follows.

We apply the above lemmas 2.4 and 3.1 to the case V = GD(·, w) for
w ∈ D and find

Lemma 3.2. Assume that D is hyperconvex and ψ ∈ PSH(D) is contin-
uous and satisfies ‖ψ‖∞ = 1 and condition (1) from Main Theorem 1.1. Let
C∗n be the constant from Lemma 3.1. Then, for any point z0 ∈ D and any
0 < ε < δD(z0)/4,

(GD(·, w))m(z0) ≥ −
1

2m
log

2nCD
Cn

− C̃nC∗nI0
|ψ(w)|1/n

ε2n
,

provided that

m ≤ C∗∗n
ε2n

|ψ(w)|1/n

with the constants C∗∗n := 1/16e(n+ 1)C∗nI0, C̃n := (9/16cn+4n), and I0 :=	
D h
−1/(n−1)(x) d2nx. The constant cn was defined after formula (2.5).

Proof. By Lemma 2.4 we have

(GD(·, w))m(z0) ≥ − 1
2m

log
2nCD
Cn

−
(

4n|A[GD(·, w), z0, ε]|+ 9
16cn

µGD(·,w)(B(z0, ε))
ε2n−2

)
,

provided that

m ≤ (2ε)2n−2

16e(n+ 1)µGD(·,w)(B(z0, 2ε))
.
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Now, estimate (3.2) of Lemma 3.1 with r = ε gives us

4n|A[GD(·, w), z0, ε]|+ 9
16cn

µGD(·,w)(B(z0, ε))
ε2n−2

≤ C̃nC∗n
|ψ(w)|1/n

(2ε)2n
I0.

In particular,
(2ε)2n−2

16e(n+ 1)µGD(·,w)(B(z0, 2ε))
≥ 1

16e(n+ 1)C∗nI0
ε2n

|ψ(w)|1/n
.

This proves the lemma.

We want to apply the above results to the localization of the sublevel
sets of the regularizations of GD(·, w).

A first step in this direction is

Lemma 3.3. Let D ⊂⊂ Cn be hyperconvex and ψ as in Lemma 3.2.
There exists a constant r∗ > 0, depending only on n, such that for z0 ∈ D
and 0 < r < min{r∗, δD(z0)},

sup
x∈B(z0,r)

GD(x,w) ≥ − 42n

C∗∗n δD(z0)2n
|ψ(w)|1/n log

C2

rn

with the constants C2 from (2.1) and C∗∗n from Lemma 3.2.

Proof. As in (2.1), for any l > 0 we have

(GD(·, w))l(z0) ≤ −M(r) +
1
l

log
C2

rn
,

whereM(r) := |supx∈B(z0,r) GD(x,w)|. The number C2 in (2.1) depends only
on the dimension n. We assume r < n

√
C2. Then the number

l :=
2 log(C2/r

n)
M(r)

.

is positive. This gives

(3.6) (GD(·, w))l(z0) ≤ −1
2
M(r).

Further we put

ε :=
(

l

C∗∗n
|ψ(w)|1/n

)1/2n

,

where C∗∗n is as in Lemma 3.2. Suppose that ε < δD(z0)/4. Then Lemma 3.2
applies with m = l and we obtain

(3.7) (GD(·, w))l(z0) ≥ − 1
2l

log
2nCD
Cn

− C̃nC∗nI0
|ψ(w)|1/n

ε2n
= −C

′
n

l

with
C ′n := log

2nCD
Cn

+ C∗∗n C̃nC
∗
nI0.
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Combining this with (3.6) we find

−1
2
M(r) ≥ −C

′
n

l
= −C ′n

M(r)
2 log(C2/rn)

,

Hence we would have, for 0 < r < r∗,

1 ≤ C ′n
log(C2/rn)

≤ C ′n
log(C2/rn∗ )

< 1,

provided we choose r∗ suitably; the latter is possible uniformly in z0, w. This
contradiction implies

log(C2/r
n)

C∗∗n M(r)
|ψ(w)|1/n =

l

2C∗∗n
|ψ(w)|1/n = 2ε2n ≥ (δD(z0)/4)2n.

This means that

M(r) ≤
(

4
δD(z0)

)2n log(C2/r
n)

C∗∗n
|ψ(w)|1/n,

which proves the lemma.

The same method allows a growth estimate in the spirit of the Hopf
lemma:

Lemma 3.4. Suppose that ψ : D → [−1, 0) is a smooth plurisubharmonic
exhaustion function for D with property (1) of Main Theorem 1.1. Then there
exists a constant γ1 > 0 such that

ψ ≤ −γ1δ
2n2

D .

Proof. Let w ∈ D. We choose

ε :=
(

3n
C∗∗n

)1/2n

|ψ(w)|1/2n2
,

where C∗∗n is the constant from Lemma 3.2. For any point z ∈ D such that
δD(z) > 4ε, Lemma 3.2 applies with m = 3n. Hence

(GD(·, w))m(z) ≥ − 1
6n

log
2nCD
Cn

− C ′n
|ψ(w)|1/n

ε2n

= − 1
6n

log
2nCD
Cn

− C ′nC
∗∗
n

3n
.

Since m > 2n, the function (GD(·, w))m has a pole at w, which implies

δD(w) ≤ 4ε = 4
(

3nC ′n
C∗∗n

)1/2n

|ψ(w)|1/2n2
.

From this the claim follows with γ1 := 4−2n2
(C∗∗n /3nC

′
n)
n.



Green function of hyperconvex domains 169

Lemma 3.5. If D and ψ are as in the preceding lemma, then

(a) GD(z, w) ≥ log(2RD/δD(w))
infB(w,δD(w)/2) |ψ|

· ψ(z)

and in particular

(b) GD(z, w) ≥ γ2
ψ(z)

δD(w)2n2+1

for any z ∈ D such that |z − w| ≥ δD(w)/2, where γ2 := 22n2+1RD/γ1.

Proof. We proceed as in the proof of Lemma 2.4 of [12]. Let v be the
following function:

v(x) =


max

{
Cψ(x), log

|x− w|
RD

}
if |x− w| ≥ δD(w)/2,

log
|x− w|
RD

if |x− w| ≤ δD(w)/2.

The lemma will be proved if v is well-defined. For this the constant C > 0
must be chosen in such a way that

(∗) Cψ(x) ≤ log
δD(w)
2RD

on ∂B(w, δD(w)/2).

This estimate is satisfied, if we choose

C ≥ log(2RD/δD(w))
infB(w,δD(w)/2)|ψ|

.

This proves (a).
For the proof of (b) we observe that from Lemma 3.4 we know ψ(x) ≤

−γ1δD(x)2n
2 for all x ∈ D. Since δD(x) ≥ δD(w)/2 on ∂B(w, δD(w)/2), this

gives
|ψ(x)| ≥ 2−2n2

γ1δD(w)2n
2

on ∂B(w, δD(w)/2).

Hence we choose

C :=
22n2+1RD

γ1δD(w)2n2+1
, γ2 :=

22n2+1RD
γ1

.

In both cases (a) and (b), on D \B(w, δD(w)/2) we get

GD(z, w) ≥ v(z) ≥ Cψ(z) = γ2
ψ(z)

δD(w)2n2+1
.

4. On the boundary behavior of the pluricomplex Green func-
tion. First we make two general observations.
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Lemma 4.1. Let D be a bounded domain in Cn. For any m > 1 and
w, z ∈ D,

K2mGD(·,w)(z, z) ≥
(
|z − w|
nRD

)2m+2

KD(z, z)

and hence

(GD(·, w))m(z) ≥
(

1 +
1
m

)
log
|z − w|
nRD

+
1

2m
logKD(z, z).

Proof. Given z ∈ D we choose j such that |zj − wj | ≥ |z − w|/n. For
m > 1 let [m] denote the integer part of m. If now f ∈ H2(D) is arbitrary
with ‖f‖ = 1, then the function

fj(x) :=
(
xj − wj
RD

)[m]+1

f(x)

belongs to H2mGD(·,w)(D), since (note that GD(x,w) ≥ log |x−w|RD
)

|fj(x)|2e−2mGD(x,w) ≤ |fj(x)|2
(

RD
|x− w|

)2m

≤
(
|x− w|
RD

)2([m]+1)−2m

|f(x)|2 ≤ |f(x)|2.

This implies (if we choose f = KD(·, z)/
√
KD(z, z))

K2mGD(·,w)(z, z) ≥
|fj(z)|2

‖fj‖22mGD(·,w)

≥ |fj(z)|2

≥
(
|z − w|
nRD

)2m+2

KD(z, z).

Taking log on both sides and dividing by 2m we obtain the lemma.

Next we estimate the modulus of continuity of the Demailly regulariza-
tion (GD(·, w))m as follows:

Lemma 4.2. Suppose that D1 ⊂⊂ Cn is any bounded domain. Then there
is a constant C ′0 > 0 such that , for any m > 0 and z0, w ∈ D1 with δD1(z

0) ≥
4δD1(w),

|(GD1(·, w))m(z∗)− (GD1(·, w))m(z0)| ≤ C ′0
1
m

(
2nRD1

δD(z0)

)m+1 |z∗ − z0|
δD1(z0)n+1

whenever z∗ ∈ B(z0, δD1(z
0)/8).
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Proof. Fix l ∈ {1, . . . , n}. Then we have∣∣∣∣ ∂∂zl (GD1(·, w))m(z)
∣∣∣∣ = 1

2m

∣∣ ∂
∂zl
K2mGD1

(·,w)(z, z)
∣∣

K2mGD1
(·,w)(z, z)

≤ 1
2m

∣∣ ∂2

∂zl∂zl
K2mGD1

(·,w)(z, z)
∣∣1/2

√
K2mGD1

(·,w)(z, z)
.

The second inequality is due to the logarithmic plurisubharmonicity of
K2mGD1

(·,w)(z, z). From Bergman theory we know that

∂2

∂zl∂zl
K2mGD1

(·,w)(z, z) = sup
f∈H(2mGD1

(·,w)), ‖f‖2mGD1
(·,w)=1

∣∣∣∣ ∂f∂zl (z)
∣∣∣∣2,

from which it follows that∣∣∣∣ ∂∂zl (GD1(·, w))m(z)
∣∣∣∣ ≤ 1

2m

supf∈H(2mGD1
(·,w)), ‖f‖2mGD1

(·,w)=1

∣∣ ∂f
∂zl

(z)
∣∣

√
K2mGD1

(z, w)
.

Now, any function f ∈ H(2mGD1(·, w)) belongs to H2(D1). Hence∣∣∣∣ ∂f∂zl (z)
∣∣∣∣ ≤ cn ‖f‖L2(D1)

δD1(z)n+1
≤ cn

‖f‖2mGD1
(·,w)

δD1(z)n+1

for any z ∈ D1. Furthermore,

K2mGD1
(z,w)(z, z) ≥

(
|z − w|
nRD1

)2m+2

KD1(z, z) ≥
1

vol(D1)

(
|z − w|
nRD1

)2m+2

.

This will give∣∣∣∣ ∂∂zl (GD1(·, w))m(z)
∣∣∣∣ ≤ 1

2m

supf∈H(2mGD1
(·,w)), ‖f‖2mGD1

(·,w)=1

∣∣ ∂f
∂zl

(z)
∣∣

√
K2mGD1

(·,w)(z, z)

≤
√

vol(D1)
2m

(
nRD1

|z − w|

)m+1

δD1(z)
−(n+1)

≤
√

vol(D1)
2m

(
2nRD1

δD1(z0)

)m+1

δD1(z)
−(n+1)

on B(z0, δD1(z
0)/8). From this the assertion follows by the mean value the-

orem.

In the next step we prove a quantitative result on upper semicontinuity
of the Green function.

Lemma 4.3. Assume that D and ψ are as in Theorem 1.1 and γ2 is
the constant from Lemma 3.5. Then there are constants δ0, C̃1, C̃2 > 0 such
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that , for any z0, w ∈ D with δD(w) < min{δ0, δD(z)/4} and GD(z0, w) ≤
−γ2δD(w), we have

GD(z∗, w) ≤ GD(z0, w) + C̃1δD(w) + C̃2
|ψ(w)|1/3n

δD(z0)n+3

whenever |z∗ − z0| ≤ exp(−1/|ψ(w)|1/2n).

Proof. Let m > n. We define the function

v(x) :=
{

GD(x,w) if GD(x,w) ≥ −γ2δD(w),
max{GD(x,w), ṽw(x)} if GD(x,w) ≤ −γ2δD(w).

Let C2 be the constant from the proof of Lemma 3.3. We define the function
ṽw by

ṽw(x) := (GD(·, w))m(x)− 1
m

log
C2

rnw
− γ2δD(w).

If the radius rw is less than or equal to the boundary distance of the set
S := {x ∈ d | GD(x,w) = −γ2δD(w)}, the function v is well-defined and
negative. We have

v ≤ (1− n/m)GD(·, w).

Next we want to estimate the boundary distance of S from below, using the
growth condition on ψ.

Let x ∈ S with δD(x) < 1. If |x−w| ≤ δD(w)/2, we get δD(x) ≥ δD(w)/2,
hence

log
1

δD(x)
≤ log

2
δD(w)

.

If |x− w| ≥ δD(w)/2, we find, because of Lemma 3.5,

−γ2δD(w) = GD(x,w) ≥ γ2
ψ(x)

δD(w)2n2+1
,

hence

δD(w)2n
2+2 ≤ |ψ(x)| ≤ Ĉ1 exp

(
−Ĉ2

(
log

1
δD(x)

)α)
.

For w ∈ D with δD(w) < δ0 := min{1/2, Ĉ−1/(2n2+2)
1 , Ĉ

1/(2n2+2)
1 } this leads

to

log
1

δD(x)
≤
(

1

Ĉ2

log
Ĉ1

δD(w)2n2+2

)1/α

,

and hence

δD(x) ≥ exp
(
−
(

1

Ĉ2

log
Ĉ1

δD(w)2n2+2

)1/α)
.

This estimate holds trivially for x ∈ S with δD(x) ≥ 1.
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Hence we may choose

rw = min
{
δD(w)/2, exp

(
−
(

1

Ĉ2

log
Ĉ1

δD(w)2n2+2

)1/α)}
.

We want to estimate the term log(C2/r
n
w), which appeared in the definition

of ṽw, when δD(w) < δ0.
From |ψ(w)| ≤ Ĉ1 exp(−Ĉ2 log(1/δD(w))α) we obtain

log
1

δD(w)
≤
(

1

Ĉ2

log
Ĉ1

|ψ(w)|

)1/α

.

Assume now that rw = δD(w)/2. Then

log
C2

rnw
= logC2 + n log

2
δD(w)

≤ logC2 + 2n log
1

δD(w)

≤ logC2 + 2n
(

1

Ĉ2

log
Ĉ2

|ψ(w)|

)1/α

.

If

rw = exp
(
−
(

1

Ĉ2

log
Ĉ1

δD(w)2n2+2

)1/α)
we get

log
C2

rnw
= logC2 + n log

1
rw

= logC2 + n

(
1

Ĉ2

log
Ĉ2

δD(w)2n2+2

)1/α

≤ logC2 + n

(
2

Ĉ2

)1/α(
log

1
δD(w)2n2+2

)1/α

≤ logC2 + n

(
2n2 + 2

Ĉ2

)2/α2(
log

Ĉ2

|ψ(w)|

)1/α2

.

Let z0, w ∈ D be as in the hypothesis of the lemma. If z∗ ∈ D is close enough
to z0, we can estimate, for any m > 0,

GD(z∗, w) ≤ (GD(·, w))m(z∗) +
1

C1m
(by (2.1))(4.1)

= (GD(·, w))m(z0)

+ (GD(·, w))m(z∗)− (GD(·, w))m(z0) +
1

C1m
.
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But GD(z0, w) ≤ −γ2δD(w), hence

(GD(·, w))m(z0) ≤ ṽw(z0) +
1
m

log
C2

rnw
+ γ2δD(w)(4.2)

≤ v(z0) +
1
m

log
C2

rnw
+ γ2δD(w)

≤
(

1− n

m

)
GD(z0, w) +

1
m

log
C2

rnw
+ γ2δD(w)

≤
(

1− n

m

)
GD(z0, w) +

logC2

m
+ γ2δD(w)

+
n

m

(
2n2 + 2

Ĉ2

)2/α2(
log

Ĉ1

|ψ(w)|

)1/α2

and

|(GD(·, w))m(z∗)− (GD(·, w))m(z0)| ≤ C ′0
1
m

(
2nRD
δD(z0)

)m+1 |z∗ − z0|
δD(z0)n+1

if |z∗ − z0| < δD(z0)/8. We choose

m :=
1

log(2nRD/δD(z0))
1

|ψ(w)|1/2n
.

Then for z∗ ∈ D such that |z∗ − z0| ≤ exp(−1/|ψ(w)|1/2n) we estimate

C ′0
1
m

(
2nRD
δD(z0)

)m+1 |z∗ − z0|
δD(z0)n+1

≤ C ′0
1
m

exp
(

1
|ψ(w)|1/2n

)
|z∗ − z0|
δD(z0)n+1

≤ C ′0
1
m

1
δD(z0)n+1

.

For this we note that, after shrinking δ0 if necessary, for δD(w) ≤ δD(z0)/4
we have

exp
(
− 1
|ψ(w)|1/2n

)
≤ δD(w)/2 ≤ δD(z0)/8.

We combine (4.1) and (4.2) and the estimate

− n
m

GD(z0, w) ≤ n

m
log

RD
|z0 − w|

≤ n

m
log

2RD
δD(z0)

.

This in conjunction with our choice of m gives, for z0, w ∈ D as in the
hypothesis of the lemma and δD(w) ≤ δ0,

GD(z∗, w) ≤ GD(z0, w)+C3
log(2nRD/δD(z0))

δD(z0)n+2
|ψ(w)|1/2n(log(1/|ψ(w)|))1/α2

+ γ2δD(w).

From this we obtain the lemma.
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Proof of Theorem 1.1. Let δ0 > 0 be as in the preceding lemma. Let
K ⊂ D be compact; without loss of generality, let δD(K) < 1. Assume that
w ∈ D is such that δD(w) ≤ min{δ0, δD(K)/4} and A := supz∈K |GD(z, w)|.
Then there exists a z0 ∈ K such that GD(z0, w) = −A. We put r :=
exp(−1/|ψ(w)|1/2n). Assume that A ≥ γ2δD(w). Then, combining Lemmas
3.3 and 4.3, we obtain

−A = GD(z0, w) ≥ − C̃n
δD(z0)2n

|ψ(w)|1/n log
C2

rn
− C̃1δD(w)− C̃2

|ψ(w)|1/3n

δD(z0)n+3

≥ −C∗ |ψ(w)|1/3n

δD(z0)2n+3
− C̃1δD(w)

≥ −C∗ |ψ(w)|1/3n

δD(K)2n+3
− C̃1δD(w)

with some universal constant C∗. The case A ≤ γ2δD(w) is trivial. This
implies the theorem.

5. Estimation of the Bergman distance. We are now going to prove
Theorem 1.4. The proof is based on the methods developed in [14].

Using Theorem 1.1 we localize the sublevel sets of the Green function.

Lemma 5.1. Under the hypotheses of Theorem 1.4, there are constants
0 < C ′2 ≤ 1 ≤ C ′1, C ′3 such that for any w ∈ D sufficiently close to ∂D,

{z ∈ D | GD(z, w) ≤ −1}

⊂
{
z ∈ D

∣∣∣∣C ′2 exp
(
−C ′3

(
log

1
|ψ(w)|

)1/α2)
≤ δD(z)≤ C ′1|ψ(w)|1/3n(2n+1)

}
.

Proof. Suppose z ∈ D and GD(z, w) ≤ −1.

Case 1: δD(w)/4 ≤ δD(z) ≤ 4δD(w). Then, because

C ′2 exp
(
−C ′3

(
log

1
|ψ(w)|

)1/α)
≤ δD(w)

and δD(w) ≤ γ
−1/2n2

1 |ψ(w)|1/2n2 ≤ γ
−1/2n2

1 |ψ(w)|1/3n(2n+1) (for w close
to ∂D), as follows from our hypothesis on the growth of |ψ| and from
Lemma 3.4, respectively, we obtain

C ′2 exp
(
−C ′3

(
log

1
|ψ(w)|

)1/α)
≤ δD(z) ≤ 4γ−1/2n2

1 |ψ(w)|1/3n(2n+1).

Case 2: δD(z) ≥ 4δD(w). First, Theorem 1.1 with K = {z} gives
δD(z) ≤ C̃1/(2n+1)|ψ(w)|1/3n(2n+1). For the lower bound on δD(z) we note
that for z with δD(z) < 1 Lemma 3.5 implies, in conjunction with condition
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(2) of Main Theorem 1.1,

1 ≤ |GD(z, w)| ≤ γ2
|ψ(z)|

δD(w)2n2+1
≤ γ2Ĉ1

exp(−Ĉ2|log δD(z)|α)
δD(w)2n2+1

.

This implies

δD(z) ≥ exp
(
−Ĉ−1/α

2

(
log

γ2

Ĉ1δD(w)2n2+1

)1/α)
.

We apply the growth condition on ψ, this time at the point w, to find

log
1

δD(w)
≤
(

1

Ĉ2

log
Ĉ1

|ψ(w)|

)1/α

.

Combining this with the preceding estimate we obtain

δD(z) ≥ C ′2 exp
(
−C ′3

(
log

1
|ψ(w)|

)1/α2)
with a suitable constant C ′2 ≤ 1. If δD(z) ≥ 1, this estimate holds trivially.

Case 3: δD(z) ≤ δD(w)/4. Again we have |z−w| ≥ δD(w)/2, hence the
lower bound on δD(z) follows as in Case 2. The upper bound on δD(z) is
obtained as in Case 1.

The above lemma enables us to estimate the Bergman distance between
two points that have different boundary distances.

Lemma 5.2. In the situation of Theorem 1.4 there exists a constant c0>0
such that for A,B ∈ D one has dB

D(A,B) ≥ c0 provided that

C ′2 exp
(
−C ′3

(
log

1
|ψ(A)|

)1/α2)
≥ C ′1|ψ(B)|1/3n(2n+1),

where C ′1, C
′
2, C

′
3 are as in Lemma 5.1.

Proof. Under the hypothesis of the lemma, the sublevel sets {GD(·, A)
< −1} and {GD(·, B) < −1} are disjoint. Hence by Theorem 4.4 of [4],

dB
D(A,B) ≥ c0 :=

π

2
− arctan

(
1 +

4en

ηn

)
,

with ηn =
	∞
n

dx
xex .

Proof of Theorem 1.4. Let 0 < τ0 < e−e be so small that sup |ψ| ≥ 2τ0
and

(†) C ′2 exp
(
−C ′3

(
log

1
x

)1/α2)
≤ 1

2
C ′1x

1/3n(2n+1) for all 0 < x ≤ τ0.
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We first consider a smooth curve Γ : [0, L] → D such that |ψ(Γ (0))| = τ0
and |ψ(Γ (L))| < τ0. Furthermore, we suppose that

(††) |ψ(Γ (L))|1/3n(2n+1) < min
{
τ

1/3n(2n+1)
0 ,

C ′2
C ′1

eC
′
3|log τ0|1/α

2
}
.

We put

ϕ(t) := C ′2 exp
(
−C ′3

(
log

1
|ψ(Γ (t))|

)1/α2)
.

Then
C ′1|ψ(Γ (L))|1/3n(2n+1) < ϕ(0) < C ′1|ψ(Γ (0))|1/3n(2n+1).

The left inequality comes from (††) and the right from (†). Hence we find
t1 ∈ (0, L) such that

C ′1|ψ(Γ (t1))|1/3n(2n+1) = ϕ(0).

We choose a sequence 0 = t0 < t1 < · · · < tν < L of maximal length such
that
(5.1) ϕ(ts) = C ′1|ψ(Γ (ts+1))|1/3n(2n+1), 0 ≤ s < ν.

Then we obtain

(5.2) Bergman length(Γ ) ≥
ν−1∑
s=0

Bergman length(Γ |[ts, ts+1]) ≥ c0ν

with c0 as in Lemma 5.2.
Next we estimate ν from below. By (5.1) we have

log
1

|ψ(Γ (ts+1))|
= 3n(2n+ 1) log

C ′1
ϕ(ts)

.

Also,

log
1

|ψ(Γ (t))|
=
(

1
C ′3

log
C ′2
ϕ(t)

)α2

,

which gives

(5.3)
(

1
C ′3

log
C ′2

ϕ(ts+1)

)α2

= 3n(2n+ 1) log
C ′1
ϕ(ts)

.

We write
as :=

1
C ′3

log
C ′1
ϕ(ts)

and deduce from (5.3) that

(−C ′4 + as+1)α
2

= 3n(2n+ 1)C ′3as

with C ′4 := 1
C′3

log C′1
C′2

. Note that C ′4 > 0. In this way we obtain the recursive
formula

as+1 = C ′5a
1/α2

s + C ′4
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with C ′5 := (3n(2n+ 1)C ′3)
1/α2 . Hence the sequence (as)s increases, and

as+1 ≤ C ′6a1/α2

s ,

where the constant C ′6 := 1 + C ′5 + C ′4a
−1/α2

0 depends only on τ0.
By induction on l we get

al ≤ C ′6
1+α−2+···+α−2(l−1)

aα
−2l

0 .

Note that

a0 =
1
C ′3

log
C ′1
ϕ(0)

≥ 1
C ′3

log
C ′1

C ′1τ
1/3n(2n+1)
0

≥ 2

after shrinking τ0 again. Also, as > 1 for all s ≥ 0.
We choose l = ν and take logarithms on both sides:

log aν ≤ (1 + α−2 + · · ·+ α−2(ν−1)) logC ′6 + α−2ν log a0

=
α−2ν − 1
α−2 − 1

logC ′6 + α−2ν log a0 ≤ C ′7α−2ν

with C ′7 := α2(1−α2ν)
1−α2 logC ′6 + log a0. Finally, we get

(5.4) ν ≥ C ′8 log log aν −
logC ′7

log(1/α)
,

with C ′8 := 1
2 log(1/α) .

We now estimate aν from below as follows: Assume that

ϕ(tν) > C ′1|ψ(Γ (L))|1/3n(2n+1).

Then we would obtain

C ′1|ψ(Γ (L))|1/3n(2n+1) < ϕ(tν) < C ′1|ψ(Γ (tν))|1/3n(2n+1),

the right inequality being implied by (†). In particular, we could choose a
number tν+1 ∈ (tν , L) such that

C ′1|ψ(Γ (tν+1))|1/3n(2n+1) = ϕ(tν),

which is (5.1) for s = ν, a contradiction to the maximality of ν.
Thus we have ϕ(tν) ≤ C ′1|ψ(Γ (L))|1/3n(2n+1) and consequently

aν =
1
C ′3

log
C ′1
ϕ(tν)

≥ 1
3n(2n+ 1)C ′3

log
1

|ψ(Γ (L))|
.

Combining this with (5.4) and (5.2) we obtain

Bergman length(Γ ) ≥ log log log(1/|ψ(Γ (L))|)− C9.

The right-hand side is well-defined, since |ψ(Γ (L))| < τ0 < e−e.
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Finally, we fix P ∈ D such that |ψ(P )| > τ0, and Q ∈ D close enough to
the boundary of D such that

C1|ψ(Q)|1/3n(2n+1) ≤ C ′2 exp
(
−C ′3

(
log

1
τ0

)1/α2)
.

Then there exists a geodesic Γ̃ in the Bergman metric with length dB
D(P,Q).

It contains a piece Γ : [0, L] → D such that Γ (L) = Q, to which the
preceding considerations apply. Its length satisfies

dB
D(P,Q) ≥ log log log(1/|ψ(Γ (L))|)− C9 = log log log(1/|ψ(Q)|)− C9.

This gives the desired result.

6. Supplementary remarks and proof of Theorem 1.3. We want
to discuss condition (1) of Main Theorem 1.1. A negative plurisubharmonic
function ψ with property (2) of that theorem whose reciprocal is integrable
induces a function ψ1 that has both properties (1) and (2). We will prove
this as follows.

Lemma 6.1. Assume that ψ : D → [−1, 0) is plurisubharmonic and con-
tinuous. Then the following statements are equivalent :

(a) There exists an exponent η > 0 such that |ψ|−η is integrable over D.
(b) There exists an exponent N and a constant γ∗ such that ψ ≤ −γ∗δND .

Proof. The implication (b)⇒(a) is clear.
For the proof of the reverse implication we use Lemma 6.2 below. If

η > 0 is sufficiently small, then for a suitable choice of L > 0 we can apply
Lemma 3.4 to the function

ψ1(z) := −(−ψ(z)e−L|z|
2
)η,

since
(ddcψ1)n ≥ (ηL/2)n|ψ1|n(ddc|z|2)n.

Now ψ1, and hence also ψ, satisfies an estimate of the form ψ ≤ −γ∗δND .

We complete the proof of the above lemma by proving

Lemma 6.2. Let ψ be a continuous negative plurisubharmonic function
on a domain D1 ⊂⊂ Cn. Then, given a number η ∈ (0, 1), one can choose
L > 0 in such a way that the function ψ1(z) := −(−ψ(z)e−L|z|

2
)η is also

plurisubharmonic, and satisfies

(ddcψ1)n ≥ (ηL/2)n|ψ1|n(ddc|z|2)n.

Proof. Because the desired estimate is meant in the sense of distributions,
it is enough to show it over an arbitrary subdomain D′ ⊂⊂ D.
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First we assume that ψ is of class C∞. We repeat the computation from
[11] to find

Lψ1(z;X) = η(−ψ(z)e−L|z|
2
)η−1e−L|z|

2

(
Lψ(z;X) + L|ψ(z)| |X|2

− 2LηRe〈∂ψ(z), X〉〈z,X〉+ 1− η
−ψ(z)

|〈∂ψ(z), X〉|2 − ηL2|〈z,X〉|2
)
.

But

−2LηRe〈∂ψ(z), X〉〈z,X〉+ 1− η
−ψ(z)

|〈∂ψ(z), X〉|2 ≥ − η
2L2

1− η
|ψ(z)| |〈z,X〉|2.

This gives

Lψ1(z;X) = η(−ψ(z)e−L|z|
2
)η−1e−L|z|

2

×
(

Lψ(z;X) + L|ψ(z)|
(
|X|2 − ηL

1− η
|〈z,X〉|2

))
.

Given η we let L be so small that ηL|z|2/(1− η) < 1/2 throughout D. Then

Lψ1(z;X) ≥ η(−ψ(z)e−L|z|
2
)η−1e−L|z|

2

(
Lψ(z;X) +

L

2
|ψ(z)| |X|2

)
≥ ηL

2
|ψ1(z)| |X|2.

Taking the determinants we obtain

(ddcψ1)n ≥ (ηL/2)n|ψ1|n(ddc|z|2)n.

If ψ is not necessarily smooth, we approximate ψ from above on D′ by a
sequence (vj)j which decreases to ψ and apply the first part of the proof.
The numbers η, L do not depend on the vj ’s or on D′. Then we get

(ddc − (−vj e−L|z|
2
)η)n ≥ (ηL/2)n(−vj e−L|z|

2
)nη(ddc|z|2)n.

Now Bedford–Taylor’s approximation theorem for the Monge–Ampère oper-
ator gives the claim.

This enables us to replace (roughly speaking) condition (1) of Main The-
orem 1.1 by the condition that 1/|ψ| is integrable over D.

Corollary. Assume that the continuous plurisubharmonic function ψ
is negative on D and 1/|ψ| is integrable over D. Then ψ1 := −(−ψ)1−1/n is
also negative and plurisubharmonic, and

(ddcψ1)n ≥ γ3|ψ|n−1(ddc|z|2)n.

If , furthermore, ψ is smooth and satisfies also condition (2) of Main Theo-
rem 1.1, then ψ1 satisfies both conditions (1) and (2) of that theorem.
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Proof of Theorem 1.3. For a suitable choice of the constant L > 0 we
have seen that

ψ1(z) := −(−ψ(z)e−L|z|
2
)1−1/n

satisfies condition (1) of Theorem 1.1 and also condition (3) of Theorem 1.3,
but with M replaced by M ′ := (1 − 1/n)M and N by N ′ := (1 − 1/n)N .
Let z0 ∈ K. From Lemma 3.3 we have, for any 0 < r < min{r∗, δD(z0)},

(6.1) sup
x∈B(z0,r)

GD(x,w) ≥ − C̃n
δD(z0)2n

|ψ1(w)|1/n log
C2

rn
.

First we use part (a) of Lemma 3.5, applied to ψ1: By condition (3) we find

log(2RD/δD(w))
infB(w,δD(w)/2) |ψ1|

≤ C13|ψ1(w)|−(M ′+1)/N ′

and hence

GD(z, w) ≥ C13
ψ1(z)

|ψ1(w)|(M ′+1)/N ′
,

provided that |z−w| ≥ δD(w)/2. We want to modify the proof of Lemma 4.3
in order to estimate the left-hand side from above for those z0 ∈ D for which
GD(z0, w) ≤ −C13|ψ1(w)|β .

For this purpose we define S := {x ∈ D | GD(x,w) < −C13|ψ1(w)|β} and

v(x) :=
{

GD(x,w) for x ∈ D \ S,
max{GD(x,w), ṽw(x)} for x ∈ S,

where rw is the distance of ∂S to the boundary of D, and ṽw is defined by

ṽw(x) := (GD(·, w))m(x)− 1
m

log
C2

rnw
− C13|ψ1(w)|β,

where C2 is the constant from (2.1). Then v is plurisubharmonic, and v ≤
(1 − n/m)GD(·, w). We want to estimate log(1/rw) from above. For this
purpose let x ∈ ∂S with δD(x) < 1. If |x− w| ≤ δD(w)/2 we have δD(x) ≥
δD(w)/2, and hence (since δD(w) < 1/2)

log
1

δD(x)
≤ log

2
δD(w)

≤ 2 log
1

δD(w)
≤ 2
(

C2

|ψ(w)|

)1/N

.

Now assume that |x− w| ≥ δD(w)/2. Then

−C13|ψ1(w)|β = GD(x,w) ≥ −C13
|ψ1(x)|

|ψ1(w)|(M ′+1)/N ′
.

This implies

log
1

δD(x)
≤ C14|ψ1(w)|−

n
N(n−1)

(β+M′+1
N′ )

.
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Trivially, this holds if x ∈ S and δD(x) ≥ 1. In particular, if δD(w) ≤ δ∗ � 1,
then

log
C2

rnw
≤ C15|ψ1(w)|−1/n+2γ ,

because

− n

N(n− 1)

(
β +

M ′ + 1
N ′

)
= − 1

n
+ 2γ.

Let K ⊂ D be a compact set and z0 ∈ K and w ∈ D \ K with δD(w) ≤
min{δ∗, δD(K)/4}. For z∗ ∈ B(z0, δD(z0)/2) we can estimate GD(z∗, w) in
terms of GD(z0, w) and |ψ(w)|. Let us assume that GD(z0, w) ≤ −C13|ψ(w)|β .
As in the proof of Lemma 4.3, we have

GD(z∗, w) ≤ (GD(·, w))m(z∗) +
1

C1m

= (GD(·, w))m(z0) +
1

C1m
+ (GD(·, w))m(z∗)− (GD(·, w))m(z0)

≤ v(z0) +
1
m

log
C2

rnw
+ C13|ψ1(w)|β +

1
C1m

+ (GD(·, w))m(z∗)− (GD(·, w))m(z0)

≤
(

1− n

m

)
GD(z0, w) +

1
m

log
C2

rnw
+ C13|ψ1(w)|β +

1
C1m

+ (GD(·, w))m(z∗)− (GD(·, w))m(z0)

≤ GD(z0, w) +
n

m
log

RD
|z∗ − w|

+
C15

m
|ψ1(w)|−1/n+2γ + C13|ψ1(w)|β

+
1

C1m
+ (GD(·, w))m(z∗)− (GD(·, w))m(z0).

We note that

log
RD
|z∗ − w|

≤ log
RD

|z0 − w| − |z∗ − z0|
≤ log

8RD
5δD(z0)

.

Next choose
m :=

1
log(2nRD/δD(z0))

|ψ1(w)|−1/n+γ .

From Lemma 4.2 we get, as in the proof of Lemma 4.3,

|(GD(·, w))m(z∗)− (GD(·, w))m(z0)|

≤ C ′0
1
m

(
2nRD
δD(z0)

)m+1 |z∗ − z0|
δD(z0)n+1

≤ C16|ψ1(w)|1/n−γ |z∗ − z
0|

δD(z0)n+2
exp(|ψ1(w)|−1/n+γ).
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For z∗ ∈ B(z0, δD(z0)/8) (after possibly shrinking δ∗) this yields

GD(z∗, w) ≤ GD(z0, w) + C17
(1 + r exp(|ψ1(w)|−1/n+γ))

δD(z0)n+2
|ψ1(w)|1/n−γ

+C ′17|ψ1(w)|β1

with β1 = min{β, 1/n − γ}. Now we choose the radius r from (6.1) as r =
exp(−|ψ1(w)|−1/n+γ). Inserting this into (6.1) we find

GD(z0, w) + C18
|ψ1(w)|1/n−γ

δD(z0)n+2
+ C ′17|ψ1(w)|β1

≥ sup
x∈B(z0,r)

GD(x,w) ≥ − C̃n
δD(z0)2n

|ψ1(w)|1/n log
C2

rn
≥ −C19 |ψ1(w)|γ

δD(z0)2n

if δD(w) ≤ δ∗ � 1.
This proves (because of γ < 1/2n)

|GD(z0, w)| ≤ C20|ψ1(w)|γ

δD(z0)2n
+ C ′17|ψ1(w)|β1

whenever z0 ∈ K and GD(z0, w) ≤ −C13|ψ1(w)|β . (Again, we tacitly sup-
posed that δD(K)< 1, which is allowed.) For those z0 for which GD(z0, w)
≥ −C13|ψ1(w)|β there is nothing to be done.

The proof of Theorem 1.3 is complete.

7. The case n = 1. In the one-dimensional case things are much eas-
ier, since the pluricomplex Green function equals the classical one and, in
particular, it is symmetric.

Theorem 7.1. Let D ⊂ C be a bounded hyperconvex domain and ϕD be
as in the introduction. Then

GD(z, w) ≥ −1
2

log
(

1 + 4
|ϕD(w)|
|z − w|2

)
.

Proof. Let z, w ∈ D be different points. Then the function

φ(x) := ϕD(x)− 1
4
|x− w|2

is subharmonic on D and negative. Also (since ϕD < 0)

|x− w|2

−4φ(x)
< 1.

As the left-hand side is logarithmically subharmonic, the function

1
2

log
|x− w|2

−4φ(x)
= log |x− w| − 1

2
log(−4φ(x))
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is a candidate for GD(·, w), and for x = z we obtain

GD(z, w) ≥ −1
2

log
−4φ(z)
|z − w|2

= −1
2

log
(

1 + 4
|ϕD(z)|
|z − w|2

)
.

By symmetry,

GD(z, w) = GD(w, z) ≥ −1
2

log
(

1 + 4
|ϕD(w)|
|z − w|2

)
.
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