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Borel summable solutions of the Burgers equation

by Grzegorz Łysik (Warszawa)

Abstract. We give necessary and sufficient conditions for the formal power series
solutions to the initial value problem for the Burgers equation ∂tu− ∂2

xu = ∂x(u
2) to be

convergent or Borel summable.

1. Introduction. We consider the initial value problem for the Burgers
equation {

∂tu− ∂2
xu = ∂x(u2),

u|t=0 = u0.
(1)

The equation was proposed by J. M. Burgers [6] as a simple model for the
statistical theory of turbulence in hydrodynamics. It illustrates the interac-
tion between nonlinear convection and diffusion. There is a vast literature
relating to different aspects of the Burgers equation. It is surveyed in [5],
where also some explicit solutions can be found. For later references see [12]
and [19]. In particular, local in time existence and uniqueness of classical
solutions of (1) was first established by E. Hopf [11] under the assumption
that u0 is a continuous function of linear growth at ±∞. The IVP (1) was
also studied by D. B. Dix [7] who established local well-posedness of (1) in
the class C([0, T ), Hs) for s > −1/2. His result was extended by D. Bekira-
nov [4] to the case of a generalized Burgers equation in the class of weighted
Lp based Sobolev spaces.

One of the methods in the study of parabolic equations is to look for
solutions in the form of formal power series in the t variable, i.e.

(2) û(t, x) =
∞∑
k=0

uk(x)tk,

and then apply the Borel resummation technique to obtain genuine solu-
tions. The method works well in the case of linear equations. Let us mention
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here the papers of D. A. Lutz, M. Miyake and R. Schäfke [14], W. Balser
and S. Malek [3] and S. Michalik [16], where results on Borel summability of
formal solutions of the linear heat equation were established. W. Balser [1],
H. Chen, Z. Luo and C. Zhang [8], H. Chen and Z. Zhang [9] and S. Ōuchi
[17] obtained some results on summability of formal solutions to other lin-
ear partial differential equations. For nonlinear equations the situation is
more complicated and very few results are known. To our knowledge only
S. Ōuchi [18] studied formal solutions of some totally characteristic nonlinear
partial differential equations and proved their multisummability under the
assumption that the initial data vanish on {t = 0}.

Here we assume that the initial data u0 is an analytic function on a
domain Ω ⊂ R and we are interested in the solutions of (1) in the form of a
formal power series (2). Clearly, the formal solution (2) of (1) exists and is
unique. Namely, inserting (2) into (1) we obtain the recurrence relations

(3) uk+1 =
1

k + 1
(∂2uk + vk), k ∈ N0,

with a given u0 and

(4) vk =
∑

κ∈N2
0, κ1+κ2=k

∂(uκ1uκ2), k ∈ N0.

Note that the functions uk are analytic on Ω. In [15] we have proved that
the formal power series solution (2) of (1) belongs to the Gevrey class G2(Ω)
in time, i.e. for any compact subset K b Ω one can find C < ∞ such that
|uk(x)| ≤ Ck+1k! for k ∈ N0 and x ∈ K, which is equivalent to convergence of
the Borel transform of û. Here we give necessary and sufficient conditions for
the convergence or Borel summability of formal solutions. Roughly speaking,
our results can be formulated as follows (see Theorems 1, 2 and Corollary 2
for precise formulations).

Theorem. Let u0 be an analytic function on a domain Ω ⊂ R containing
the origin and θ ∈ R.

The formal power series solution (2) of (1) is locally uniformly convergent
in Ω if and only if u0 extends to a meromorphic function on C with at most
simple poles with residues in N and at most linear growth at ∞.

The formal power series solution (2) of (1) is Borel summable in di-
rection θ ∈ R if and only if the function ϕ(x) = exp{

	x
0 u0(y) dy} extends

to a function holomorphic on a domain D(θ, α) containing a double cone
S(θ/2, α) ∪ S(θ/2 + π, α) with some α > 0 and has in D(θ, α) at most an
exponential growth of order at most 2.

Our treatment heavily depends on the Cole–Hopf transformation which
transforms solutions of the Burgers equation to those of the heat equation.
Then we apply a characterization of convergent (resp. Borel summable) so-
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lutions of the heat equation, Borel–Hadamard theorems and properties of
the logarithmic derivative.

2. Analytic solutions. In this section we give a characterization of
convergent solutions of the Burgers equation. First of all, recall the Cole–
Hopf lemma. Its detailed proof can be found in [11].

Lemma 1. If ϕ = ϕ(t, x) ∈ C1,3 is a solution of the heat equation ϕ′t =
ϕ′′xx, then its logarithmic derivative

(5) u(t, x) = (lnϕ(t, x))′x =
ϕ′x(t, x)
ϕ(t, x)

is a classical solution of the Burgers equation in a domain where ϕ(t, x) 6= 0.
Conversely , if u is a classical solution of the Burgers equation, then

(6) ϕ(t, x) = exp
{x�
x̊

u(t, y) dy
}

belongs to C1,3 and solves the heat equation.

The mapping u 7→ ϕ is called the Cole–Hopf transformation.
Note that the logarithmic derivatives of two functions ϕ1 and ϕ2 coincide

if and only if ϕ1 and ϕ2 differ at most by a multiplicative constant. In the
case of the Cole–Hopf transformation the multiplicative constant is recovered
by choosing x̊ in (6).

Theorem 1. Let u0 be an analytic function on a domain Ω ⊂ R.
If the formal power series solution (2) of (1) is locally uniformly conver-

gent in Ω, then u0 extends to a meromorphic function on C of the form

(7) u0(z) = 2az + b+
m

z
+
∞∑
n=1

(
1

z − zn
+

1
zn

+
z

z2
n

)
,

where a, b ∈ C, m ∈ N0 and {zn}n∈N ⊂ C∗ ∪ {∞} is a sequence with |zn|
nondecreasing (if zn =∞ for some n ∈ N, then the sum is finite) such that

(8)
∞∑
n=1

1
|zn|2+ε

<∞ for any ε > 0.

Conversely , if u0 extends to a meromorphic function of the form (7) and
(8) holds, then the formal solution (2) of (1) is locally uniformly convergent
in Ω.

Proof. The formal power series solution of (1) is given by (2) where uk
satisfy the recurrence relations (3). Assume that the formal solution (2) is
locally uniformly convergent in Ω. Then it defines a function u(t, x) which is
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analytic on a domain G ⊂ Rt×Rx and is a classical solution of (1) in G (1).
Choose x̊ ∈ Ω and define ϕ by (6) for (t, x) ∈ G. The function ϕ is analytic
on G and by Lemma 1 it is a solution of{

∂tϕ− ∂2
xϕ = 0,

ϕ|t=0 = ϕ0,
(9)

with ϕ0(x) = exp{
	x
x̊ u0(y) dy} for x ∈ Ω. Note that ϕ0 is analytic on Ω and

does not vanish on Ω. On the other hand, the solution of (9) is given by

(10) ϕ(t, x) =
∞∑
k=0

1
k!
∂2kϕ0(x)tk.

Now the series (10) is locally uniformly convergent in Ω if and only if for
any compact set K b Ω one can find C <∞ such that

sup
x∈K
|∂2kϕ0(x)| ≤ Ck+1k!, k ∈ N0,

or equivalently ϕ0 extends to an entire function of exponential order at
most 2. By the Hadamard factorization theorem ([13, Ch. XIII, Th. 3.5]),

ϕ0(z) = czm exp{az2 + bz}
∞∏
n=1

(
1− z

zn

)
exp
{
z

zn
+

z2

2z2
n

}
,

where a, b, c ∈ C, m ∈ N0 and {zn}n∈N, zn 6= 0, is a sequence of complex
zeros of ϕ0. Furthermore, (8) holds. Finally, taking the logarithmic derivative
we get

u0(z) = (lnϕ0(z))′ = 2az + b+
m

z
+
∞∑
n=1

(
1

z − zn
+

1
zn

+
z

z2
n

)
,

which concludes the proof of the first part of Theorem 1.
To prove the second part assume that u0 is of the form (7) with zn

satisfying (8). Clearly we can assume that m = 0 (possibly by shifting the z
variable). Define ϕ0 by

ϕ0(z) = exp
{z�

0

u0(y) dy
}
, z ∈ C.

Then by (8) and the Borel product theorem ([13, Ch. XIII, Th. 3.1])

ϕ0(z) = exp{az2 + bz} exp
{ ∞∑
n=1

(
ln(z − zn) +

z

zn
+

z2

2z2
n

− ln(−zn)
)}

= exp{az2 + bz}
∞∏
n=1

(
1− z

zn

)
exp
{
z

zn
+

z2

2z2
n

}
(1) We can assume that G is Rx-convex.
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is an entire function of exponential order at most 2, which vanishes only at zn,
n ∈ N. Since u0 was assumed to be analytic on Ω the points zn, n ∈ N, do
not belong to Ω. Hence the solution (10) of (9) is an analytic function on a
domain G ⊂ Rt × Rx such that {t = 0} ×Ω ⊂ G. Finally, by Lemma 1 the
function u defined by (5) is a solution of (1) analytic on G.

From the proof of Theorem 1 we obtain a Liouville type theorem for
solutions of the Burgers equation.

Corollary 1. The solution of (1) is an entire function in both variables
if and only if it is a constant.

Proof. Indeed, the solution (10) of the heat equation (9) is convergent
for all t ∈ C if and only if ϕ0 is an entire function of exponential order at
most 1. Now the assumption about holomorphy of u0 in z implies that it has
no poles and so it is a constant.

3. Borel summability. Now we proceed to the characterization of the
Borel summable solutions of (1). First of all recall the definition of Borel
summability.

Definition ([2, 14]). Let Ω be a domain in R and let ϕn ∈ O(Ω) for
n ∈ N0. We say that a formal power series

(11) ϕ̂(t, x) =
∞∑
n=0

ϕn(x)tn

is Borel summable (or 1-summable) in a direction θ ∈ R with respect to t
locally uniformly in Ω if the following two conditions hold:

1. For any x ∈ Ω the function

(12) t 7→ gx(t) = g(t, x) =
∞∑
n=0

ϕn(x)
n!

tn

has a radius of convergence rx > 0, locally uniformly bounded away from
zero on Ω.

2. For any x ∈ Ω one can find δx > 0 such that gx(t) can be continued
analytically to a sector

S(θ, δx) = {t ∈ C∗ : |arg(t− θ)| ≤ δx}

and for any α with |θ − α| ≤ δx one can find Cx,α, Lx,α <∞ such that

(13) |gx(τ)| ≤ Cx,αeLx,α|τ | for τ ∈ lα := eiαR+;

furthermore, 1/δx, Cx,α and Lx,α are locally uniformly bounded on Ω and
for α with |θ − α| ≤ δx.
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In that case the function

(14) fx(t) = f(t, x) = t−1
�

lα

g(τ, x)e−τ/t dτ, t ∈ Gx,α,

is called the Borel sum (or 1-sum) of ϕ̂ in direction θ; here Gx,α = {t ∈ C∗ :
|t|−1 cos(α − arg t) > Lx,α}. Gluing together fx over α with |θ − α| ≤ δx
we infer that fx is holomorphic in a sectorial neighborhood Gx of zero,
bisected by lθ and of opening bigger than π/2. Finally, f(t, x) is analytic
on G = {(t, x) : x ∈ Ω, t ∈ Gx}. Recall also that the mapping {Borel
summable series} → {Borel sums} is an injection.

Note that if (11) is Borel summable in direction θ, then it is also Borel
summable in directions θ+2kπ, k∈Z. Furthermore, if (11) is Borel summable
in all directions θ ∈ [0, 2π), then it is convergent.

The Borel summability of formal solutions of the one-dimensional heat
equation (9) was characterized by D. A. Lutz, M. Miyake and R. Schäfke
[14]. See also [2].

Theorem LMS. Let ϕ0 be an analytic function on a domain Ω ⊂ R
and θ ∈ R. The formal power series solution ϕ̂(t, x) of the heat equation (9)
is Borel summable in direction θ if and only if ϕ0 extends analytically to a
function holomorphic on a domain D(θ, α) containing a double cone

(̊x+ S(θ/2, α)) ∪ (̊x+ S(θ/2 + π, α))

with some x̊ ∈ Ω, α > 0 and has in D(θ, α) at most an exponential growth
of order at most 2.

Now we are ready to state the second main result of the paper.

Theorem 2. Let u0 be an analytic function on a domain Ω ⊂ R and
θ ∈ R.

If the formal power series solution (2) of (1) is Borel summable in di-
rection θ locally uniformly in Ω, then u0 extends analytically to a function
meromorphic on a domain D(θ, α) containing a double cone (̊x+S(θ/2, α))∪
(̊x + S(θ/2 + π, α)) with some x̊ ∈ Ω, α > 0 and has in D(θ, α) at most
simple poles with residues in N.

Conversely , if u0 extends to a meromorphic function on D(θ, α) of the
form

(15) u0(z) =
m

z
+
∞∑
n=1

(
1

z − zn
+

1
zn

+
z

z2
n

)
+ v(z), z ∈ D(θ, α),

where m ∈ N0, 0 6= zn ∈ D(θ, α) satisfy (8), v is holomorphic on D(θ, α) and
|v(z)| ≤ a|z|+ b for z ∈ D(θ, α) with some a, b <∞, then the formal power
series solution (2) of (1) is Borel summable in direction θ locally uniformly
in Ω.
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Proof. Assume that the formal solution (2) of (1) is Borel summable in
direction θ locally uniformly in Ω. Then its Borel sum u(t, x) is an analytic
function on a domain G = {(t, x) : x ∈ Ω, t ∈ Gx} (2) and it is a classical
solution of (1). Choose x̊ ∈ Ω and define ϕ by (6) for x ∈ Ω and t ∈ Gx.
The function ϕ is analytic on G and by Lemma 1 it is a solution of (9) with
ϕ0(x) = exp{

	x
x̊ u0(y) dy

}
for x ∈ Ω. Hence the formal solution (10) of (9)

is Borel summable to ϕ. Now it follows from Theorem LMS that ϕ0 extends
to a function holomorphic on a domain D(θ, α) with some α > 0 and has in
D(θ, α) at most an exponential growth of order at most 2. Let m ∈ N0 be
the order of zero of ϕ0 at the origin and zn 6= 0, n ∈ N, be zeros of ϕ0 in
D(θ, α) counted with their multiplicity. Let pn ∈ N, n ∈ N, be such that for
any R <∞,

∑∞
n=1(R/|zn|)pn <∞ (one can put pn = n). Define

ψ(z) = zm
∞∏
n=1

(
1− z

zn

)
exp
{
z

zn
+ · · ·+ 1

pn

(
z

zn

)pn}
, z ∈ C.

Then ϕ0/ψ is holomorphic in D(θ, α) and does not vanish there. Hence
ln(ϕ0/ψ) is holomorphic in D(θ, α) and so is (ln(ϕ0/ψ))′ = ϕ′0/ϕ0 − ψ′/ψ.
Since u0 = ϕ′0/ϕ0 and

ψ′(z)
ψ(z)

=
m

z
+
∞∑
n=1

{
1

z − zn
+

1
zn

+ · · ·+ 1
zn

(
z

zn

)pn−1}
,

we get the conclusion of the first part of Theorem 2.

To prove the second part assume that u0 extends to a meromorphic
function on D(θ, α) of the form (15) with v holomorphic on D(θ, α) and
|v(z)| ≤ a|z|+ b for z ∈ D(θ, α) with some a, b <∞. Clearly we can assume
that m = 0 (by possibly shifting the z variable). Define ϕ0 and w by

ϕ0(z) = exp
{z�

0

u0(y) dy
}
, w(z) =

z�

0

v(y) dy, z ∈ D(θ, α).

Then by (8) and the Borel product theorem,

ϕ0(z) = exp{w(z)}
∞∏
n=1

(
1− z

zn

)
exp
{
z

zn
+

z2

2z2
n

}
is holomorphic in D(θ, α) of exponential growth of order at most 2, which
vanishes only at points zn, n ∈ N. Hence by Theorem LMS the formal
solution (10) of (9) is Borel summable in direction θ to a classical solution
ϕ(t, x) of (9) a domain G. Finally, by Lemma 1 the function u defined by (5)
is a classical solution of (1) on G \ {zn}∞n=1 which is a Borel sum in direction
θ of the formal solution (2).

(2) We can assume that G is Rx-convex.
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Note that the necessary condition in Theorem 2 for Borel summability of
formal solutions of (1) is weaker than the sufficient condition. The difference
is caused by the lack of characterization of functions holomorphic on a sector
and of exponential growth in terms of density of their zeros. But, inspecting
the proof of Theorem 2 we can formulate

Corollary 2. Let u0 be an analytic function on a domain Ω ⊂ R and
θ ∈ R. The formal power series solution (2) of (1) is Borel summable in the
direction θ if and only if the Cole–Hopf transform of u0 extends analytically
to a function holomorphic on a domain D(θ, α) containing a double cone
(̊x+ S(θ/2, α)) ∪ (̊x+ S(θ/2 + π, α)) with some x̊ ∈ Ω, α > 0 which has in
D(θ, α) at most an exponential growth of order at most 2.

Remark. Note that if u0 is meromorphic on the union of domains
D(θ, α) over 0 ≤ θ < π and has simple poles with residues in N, and at
most linear growth at∞, then the formal power series solution of (1) is con-
vergent. This is the case when u0 is a rational function on C and has simple
poles with residues in N, and at most linear growth at ∞.

4. Examples. In this section we give a few applications of Theorems 1
and 2.

Example 1. If u0(x) = ax + b, a 6= 0, then the solution of (1) is given
by

u(t, x) =
ax+ b

1− 2at
, t 6= 1

2a
.

Example 2. Let u0 be a rational function vanishing at ∞ with simple
poles, i.e.

(16) u0(x) =
n∑
i=1

ci
x− ai

with some ai ∈ C, ci ∈ C∗, i = 1, . . . , n.

If for some i ∈ {1, . . . , n}, ai = 0 and ci 6∈ N0, then the formal solution of
(1) is not Borel summable in direction θ = 0. Otherwise, the formal solution
is Borel summable in directions

θ 6∈
⋃

i=1,...,n: ai 6=0

{2 arg(ai)}

and if ai 6= 0, then it is Borel summable in direction θ = 2 arg(ai) if and
only if cj are in N for all j with aj = 0 or arg aj − arg ai ∈ {0,±π}. Hence
the formal solution is convergent if and only if ci are in N for i = 1, . . . , n.
In that case the solution can be constructed explicitly. Namely, if (16) holds
with all ci = 1, then the Cole–Hopf transform of u0 is

ϕ0(x) = c
n∏
i=1

(x− ai) with some c ∈ C.
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Denote by σj(a) the jth symmetric function of a = (a1, . . . , an), j = 1, . . . , n,
i.e. σj(a) =

∑
1≤i1<···<ij≤n ai1 . . . aij . Then the solution to the heat equation

(9) with data ϕ0 is

ϕ(t, x) =
∞∑
k=0

1
k!
∂2kϕ0(x)tk

= c

∞∑
k=0

1
k!
∂2k(xn − σ1(a)xn−1 + · · ·+ (−1)nσn(a))tk

= c(xn − σ1(a)xn−1 + · · ·+ (−1)nσn(a))

+
c

1!
(n(n− 1)xn−2 + · · ·+ (−1)n−22!σn−2(a))t

+ · · ·+


c

k!
(2k)!tk if n = 2k,

c

k!

(
(2k + 1)!

1!
x− (2k)!σ1(a)

)
tk if n = 2k + 1.

So the solution of (1) with the initial data u0 is

u(t, x) =
ϕ′x(t, x)
ϕ(t, x)

.

The next two examples are specifications of Example 2.

Example 3. Let
u0(x) =

c

x
, x 6= 0.

Then the formal solution of (1) is Borel summable in directions θ 6= 0 mod 2π
and it is Borel summable in direction θ = 0 if and only if c ∈ N0. If c = n ∈ N
the solution is, in fact, convergent and is given by

u(t, x) =
n ·
∑b(n−1)/2c

i=0
(n−1)!

(n−1−2i)!i!x
n−1−2iti

x ·
∑bn/2c

i=0
n!

(n−2i)!i!x
n−1−2iti

for any x 6= 0 and small |t|.
Example 4. Let

u0(x) =
2cx
x2 + 1

=
c

x+ i
+

c

x− i
, x 6= ±i.

Then a formal solution of (1) is Borel summable in directions θ 6= π mod 2π.
It is Borel summable in direction θ = π if and only if c ∈ N0. In that case it
is convergent. In particular,

u(t, x) =


2x

x2 + 1 + 2t
if c = 1,

4x(x2 + 1) + 24xt
(x2 + 1)2 + (12x2 + 4)t+ 12t2

if c = 2.
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Example 5. Let

u0(x) = c tanx for x 6∈ π/2 + πZ.
Then the formal solution of (1) is Borel summable in directions θ 6= 0 mod 2π.
The formal solution is Borel summable in direction θ = 0 (and hence con-
vergent) if and only if c ∈ −N0. In particular, u(t, x) = −e−t tanx if c = −1.

Example 6. Let ω1, ω2 ∈ C∗ be linearly independent over R and let
Ω = ω1Z + ω2Z be a lattice in C. Let

ζ(z,Ω) =
1
z

+
∑

06=ω∈Ω

(
1

z − ω
+

1
ω

+
z

ω2

)
be the Weierstrass ζ-function. Then the formal power series solution of (1)
with u0(x) = cζ(x,Ω) is Borel summable in a direction θ if and only if
c ∈ N0. Then it is in fact convergent. The same conclusion holds if u0(x) =
cζ(x − a,Ω) with any a ∈ C since

⋃
ω∈Ω{arg(ω − a)} is a dense set in

0 ≤ θ < 2π.

Remark. D. Senouf [19] obtained the solution of (1) with u0(x) =
−2x3 + x/c, c > 0, in the form of a Mittag–Leffler expansion.
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