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#### Abstract

By using the well-known Leggett-Williams multiple fixed point theorem for cones, some new criteria are established for the existence of three positive periodic solutions for a class of $n$-dimensional functional differential equations with impulses of the form $$
\left\{\begin{array}{l} y^{\prime}(t)=A(t) y(t)+g\left(t, y_{t}\right), \quad t \neq t_{j}, j \in \mathbb{Z}, \\ y\left(t_{j}^{+}\right)=y\left(t_{j}^{-}\right)+I_{j}\left(y\left(t_{j}\right)\right), \end{array}\right.
$$


where $A(t)=\left(a_{i j}(t)\right)_{n \times n}$ is a nonsingular matrix with continuous real-valued entries.

1. Introduction. Impulsive delay differential equations may express several real-world simulation processes which depend on their prehistory and are subject to short time disturbances. Such processes occur in the theory of optimal control, population dynamics, biotechnologies, economics, etc. In recent years, the existence of positive periodic solutions of delay differential equations with impulsive effects has been an object of active research; we refer the reader to $[4-7,10-15]$.

Recently, based on a fixed point theorem in cones, Li et al. ([5]) investigated the periodicity of the following scalar system:

$$
\left\{\begin{array}{l}
\dot{y}(t)=-a(t) y(t)+g\left(t, y(t-\tau(t)), \quad t \neq t_{j}, j \in \mathbb{Z}\right.  \tag{1.1}\\
y\left(t_{j}^{+}\right)=y\left(t_{j}^{-}\right)+I_{j}\left(y\left(t_{j}\right)\right)
\end{array}\right.
$$

where $a \in C(\mathbb{R},(0, \infty)), \tau \in C(\mathbb{R}, \mathbb{R}), g \in C(\mathbb{R} \times[0, \infty),[0, \infty)), a, \tau$ are $\omega$-periodic functions and $g$ is $\omega$-periodic with respect to its first argument. It is well known that system (1.1) includes many mathematical ecological models (see $[2,6]$ ).

Also, in [2], Jiang et al. employed Krasnosel'skiú's fixed point theorem for cones to study the existence of positive periodic solutions of the system

[^0]of functional differential equations
\[

$$
\begin{equation*}
\dot{x}(t)=A(t) x(t)+f\left(t, x_{t}\right) \tag{1.2}
\end{equation*}
$$

\]

where $A(t)=\operatorname{diag}\left[a_{1}(t), \ldots, a_{n}(t)\right], a_{j} \in C(\mathbb{R}, \mathbb{R})$ is $\omega$-periodic, $f$ is a function defined on $\mathbb{R} \times B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$, and $f\left(t, x_{t}\right)$ is $\omega$-periodic whenever $x$ is $\omega$-periodic, where $B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ denotes the Banach space of bounded continuous functions $\phi: \mathbb{R} \rightarrow \mathbb{R}^{n}$ with the norm $\|\phi\|=\sup _{\theta \in \mathbb{R}} \sum_{j=1}^{n}\left|\phi_{j}(\theta)\right|$ where $\phi=\left(\phi_{1}, \ldots, \phi_{n}\right)^{T}$, and $\omega>0$ is a constant. If $x \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$, then $x_{t} \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ for $t \in \mathbb{R}$ is defined by $x_{t}(\theta)=x(t+\theta)$ for $\theta \in \mathbb{R}$.

However, to the best of our knowledge, there are few papers published on the multiple existence of positive periodic solutions for higher-dimensional functional differential equations with impulses; moreover, the existing results on the existence of periodic solutions for system (1.2) with or without impulses all assume that the coefficient matrix $A(t)$ is diagonal. Motivated by the above, in this paper, we are concerned with the following system:

$$
\left\{\begin{array}{l}
y^{\prime}(t)=A(t) y(t)+g\left(t, y_{t}\right), \quad t \neq t_{j}, j \in \mathbb{Z}  \tag{1.3}\\
y\left(t_{j}^{+}\right)=y\left(t_{j}^{-}\right)+I_{j}\left(y\left(t_{j}\right)\right)
\end{array}\right.
$$

where $A(t)=\left(a_{i j}(t)\right)_{n \times n}$ is a nonsingular matrix with continuous real-valued functions as entries and $A(t+T)=A(t) ; g=\left(g_{1}, \ldots, g_{n}\right)^{T}$ is a functional $\mathbb{R} \times B C\left(\mathbb{R}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$, satisfying $g\left(t+T, y_{t+T}\right)=g\left(t, y_{t}\right)$ for all $t \in \mathbb{R}, y_{t} \in$ $B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$, and if $y \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ then for any $t \in \mathbb{R}, y_{t} \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ is defined by $y_{t}(s)=y(t+s)$ for $s \in \mathbb{R} ; y\left(t_{j}^{+}\right), y\left(t_{j}^{-}\right)=y\left(t_{j}\right)$ represent the right and the left limit of $y(t)$ at $t_{j}, j \in \mathbb{Z}$, respectively; and $I_{j}=$ $\left(I_{j}^{1}, I_{j}^{2}, \ldots, I_{j}^{n}\right)^{T} \in C\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), j \in \mathbb{Z}$. We assume that there exists an integer $p>0$ such that $t_{j+p}=t_{j}+T, I_{j+p}=I_{j}, j \in \mathbb{Z}$, where $0<t_{1}<\cdots<t_{p}<T$.

The Leggett-Williams multiple fixed point theorem [3] has proved to be a successful technique for dealing with the existence of three positive solutions of two, three or multi-point boundary value problems for differential equations (see $[8,9,11]$ ). Our main aim is (by using the Leggett-Williams theorem) to study the existence of at least three positive periodic solutions of (1.3). In the analysis we use the fundamental solution matrix of

$$
\begin{equation*}
y^{\prime}=A(t) y \tag{1.4}
\end{equation*}
$$

and convert system (1.3) into an integral equation. Then we employ the Leggett-Williams theorem to show the existence of triple positive periodic solutions of (1.3). Our methods are different from those used in $[2,5,8,9]$.

In this paper, for each $x=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n}$, the norm of $x$ is defined as $|x|_{0}=\sum_{i=1}^{n}\left|x_{i}\right|$. For matrices $A, B$, the notation $A>B(A \leq B)$ means that each pair of corresponding entries of $A$ and $B$ satisfies the inequality " $>$ " (" $\leq ")$. In particular, $A$ is called a positive matrix if $A>0$.

In what follows, we assume that
$\left(H_{1}\right) g\left(t, \varphi_{t}\right)$ is a continuous functional of $t$ for each $\varphi \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$.
$\left(H_{2}\right)$ For any $L>0$ and $\varepsilon>0$, there exists $\delta>0$ such that $[\varphi, \psi \in$ $B C\left(\mathbb{R}, \mathbb{R}^{n}\right),\|\varphi\| \leq L,\|\psi\| \leq L$ and $\left.\|\varphi-\psi\| \leq \delta\right]$ implies that

$$
\left|g\left(t, \varphi_{t}\right)-g\left(t, \psi_{t}\right)\right|_{0}<\varepsilon, \quad \forall t \in[0, T]
$$

To simplify our description, we introduce the following notations:

$$
\begin{array}{ll}
g^{\alpha}=\limsup _{\|y\| \rightarrow \alpha} \frac{\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s}{\|y\|}, & I^{\alpha}=\limsup _{\|y\| \rightarrow \alpha} \frac{\sum_{j=1}^{p}\left|I_{j}(y)\right|_{0}}{\|y\|} \\
\check{g}=\inf _{\delta b \leq u \leq b} \int_{0}^{T}|g(s, u)|_{0} d s, & \check{I}=\inf _{\delta b \leq u \leq b} \sum_{j=1}^{p}\left|I_{j}(u)\right|_{0}
\end{array}
$$

The organization of the rest of this paper is as follows: In Section 2, we introduce some notations and definitions, and state some preliminary results. In Section 3, by using the Leggett-Williams multiple fixed point theorem, we establish the existence of at least three positive periodic solutions of (1.3).
2. Preliminaries. For convenience, we first recall the related definitions and the fixed point theorem which will be used to prove our main results.

Definition 2.1. Let $X$ be a Banach space and $K$ be a closed, nonempty subset of $X$. Then $K$ is a cone if
(i) $\alpha u+\beta v \in K$ for all $u, v \in K$ and all $\alpha, \beta \geq 0$;
(ii) $u,-u \in K$ imply $u=0$.

Every cone $K \subset X$ includes an ordering in $X$ given by $x \leq y$ if and only if $y-x \in K$.

Define $K_{r}=\{x \in K:\|x\| \leq r\}$. Let $\alpha$ denote a positive continuous concave functional on $K$, that is, $\alpha: K \rightarrow[0, \infty)$ is continuous and satisfies

$$
\alpha(\lambda x+(1-\lambda) y) \geq \lambda \alpha(x)+(1-\lambda) \alpha(y), \quad \forall x, y \in K, 0 \leq \lambda \leq 1
$$

and we set $K(\alpha, a, b)=\{x \in K: a \leq \alpha(x),\|x\| \leq b\}$.
The following lemma from [3] is useful for the proof of our main results.
Lemma 2.1 (Leggett-Williams [3]). Let $K$ be a cone of the real Banach space $X$ and $H: \bar{K}_{c} \rightarrow \bar{K}_{c}$ be a completely continuous operator, and suppose that there exist a concave positive functional $\alpha$ with $\alpha(x) \leq\|x\|(x \in K)$ and numbers $a, b, d$ with $0<d<a<b \leq c$, satisfying the following conditions:
(i) $\{x \in K(\alpha, a, b): \alpha(x)>a\} \neq \emptyset$ and $\alpha(H x)>a$ if $x \in K(\alpha, a, b)$;
(ii) $\|H x\|<d$ if $x \in K_{d}$;
(iii) $\alpha(H x)>a$ for all $x \in K(\alpha, a, c)$ with $\|H x\|>b$.

Then $H$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \bar{K}_{c}$ such that

$$
x_{1} \in K_{d}, x_{2} \in\{x \in K(\alpha, a, c): \alpha(x)>a\}, x_{3} \in \bar{K}_{c} \backslash \alpha\left(K(\alpha, a, c) \cup \bar{K}_{d}\right)
$$

Definition 2.2 ( $[1,12]$ ). If the matrix $A(t)$ is $T$-periodic, then the linear system

$$
y^{\prime}=A(t) y
$$

is said to be noncritical with respect to $T$ if it has no periodic solution of period $T$ except the trivial solution $y=0$.

Throughout this paper it is assumed that system (1.4) is noncritical. Let $\Phi(t)$ be the fundamental solution matrix of (1.4) with $\Phi(0)=I$, where $I$ is the $n \times n$ identity matrix. Then we have the following results $[1,12]$.
(i) $\operatorname{det} \Phi(t) \neq 0$;
(ii) there exists a constant matrix $B$ such that $\Phi(t+T)=\Phi(t) e^{B T}$, by Floquet theory;
(iii) $\operatorname{system}(1.4)$ is noncritical if and only if $\operatorname{det}(I-\Phi(T)) \neq 0$.

LEMMA 2.2. Let $\Phi(t)$ be the fundamental solution matrix of (1.4) with $\Phi(0)=I$. Then

$$
\begin{equation*}
\Phi(t)\left[(\Phi(t)-\Phi(t+T))^{-1}-(\Phi(t-T)-\Phi(t))^{-1}\right]=I \tag{2.1}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
\Phi(t)[ & \left.(\Phi(t)-\Phi(t+T))^{-1}-(\Phi(t-T)-\Phi(t))^{-1}\right] \\
& =\left[(\Phi(t)-\Phi(t+T)) \Phi^{-1}(t)\right]^{-1}-\left[(\Phi(t-T)-\Phi(t)) \Phi^{-1}(t)\right]^{-1} \\
& =\left(I-\Phi(t+T) \Phi^{-1}(t)\right)^{-1}-\left(\Phi(t-T) \Phi^{-1}(t)-I\right)^{-1} \\
& =\left(I-\Phi(t) e^{B T} \Phi^{-1}(t)\right)^{-1}-\left(\Phi(t) e^{-B T} \Phi^{-1}(t)-I\right)^{-1} \\
& =\Phi(t) e^{-B T} \Phi^{-1}(t)\left(\Phi(t) e^{-B T} \Phi^{-1}(t)-I\right)^{-1}-\left(\Phi(t) e^{-B T} \Phi^{-1}(t)-I\right)^{-1} \\
& =\left(\Phi(t) e^{-B T} \Phi^{-1}(t)-I\right)\left(\Phi(t) e^{-B T} \Phi^{-1}(t)-I\right)^{-1}=I
\end{aligned}
$$

In order to obtain the existence of periodic solutions of system (1.3), we make the following preparations.

Define

$$
\begin{array}{r}
P C\left(\mathbb{R}, \mathbb{R}^{n}\right)=\left\{y: \mathbb{R} \rightarrow \mathbb{R}^{n}\left|y_{i}\right|_{\left(t_{j}, t_{j+1}\right)} \in C\left(t_{j}, t_{j+1}\right), \exists y\left(t_{j}^{-}\right)=y\left(t_{j}\right), y\left(t_{j}^{+}\right)\right. \\
j \in \mathbb{Z}, i=1, \ldots, n\}
\end{array}
$$

and set

$$
X=\left\{y \in P C\left(\mathbb{R}, \mathbb{R}^{n}\right): y(t+T)=y(t) \text { for all } t\right\}
$$

with the norm defined by $\|y\|=\sup _{t \in \mathbb{R}}|y(t)|_{0}=\sup _{t \in[0, T]}|y(t)|_{0}$, where $|y(t)|_{0}=\sum_{i=1}^{n}\left|y_{i}(t)\right|$. Then $X$ is a Banach space.

The following lemma is fundamental to our discussion:
LEMmA 2.3. A function $y$ is a T-periodic solution of (1.3) if and only if $y$ is a T-periodic solution of the integral equation

$$
\begin{equation*}
y(t)=\int_{t}^{t+T} G(t, r) g\left(r, y_{r}\right) d r+\sum_{j: t_{j} \in[t, t+T)} G\left(t, t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
G(t, u)=\Phi(t)(\Phi(u-T)-\Phi(u))^{-1}:=\left(G_{i k}\right)_{n \times n}, \quad u \in[t, t+T) \tag{2.3}
\end{equation*}
$$

Proof. If $y$ is a $T$-periodic solution of (1.3), then for any $t \in \mathbb{R}$, there exists $j \in \mathbb{Z}$ such that $t_{j}$ is the first impulsive point after $t$. Let $\Phi(t)$ be a fundamental solution of system (1.4). Since $\Phi(t) \Phi^{-1}(t)=I$, it follows that

$$
\begin{aligned}
0 & =\frac{d}{d t}\left(\Phi(t) \Phi^{-1}(t)\right)=\frac{d}{d t}(\Phi(t)) \Phi^{-1}(t)+\Phi(t) \frac{d}{d t}\left(\Phi^{-1}(t)\right) \\
& =(A(t) \Phi(t)) \Phi^{-1}(t)+\Phi(t) \frac{d}{d t}\left(\Phi^{-1}(t)\right)=A(t)+\Phi(t) \frac{d}{d t}\left(\Phi^{-1}(t)\right)
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\frac{d}{d t}\left(\Phi^{-1}(t)\right)=-\Phi^{-1}(t) A(t) \tag{2.4}
\end{equation*}
$$

By (2.4), we have

$$
\begin{align*}
\frac{d}{d t}\left(\Phi^{-1}(t) y(t)\right) & =\frac{d}{d t}\left(\Phi^{-1}(t)\right) y(t)+\Phi^{-1}(t) \frac{d}{d t}(y(t))  \tag{2.5}\\
& =-\Phi^{-1}(t) A(t) y(t)+\Phi^{-1}(t)\left[A(t) y(t)+g\left(t, y_{t}\right)\right] \\
& =\Phi^{-1}(t) g\left(t, y_{t}\right)
\end{align*}
$$

An integration of (2.5) from $t$ to $s$ for $s \in\left[t, t_{j}\right], j \in \mathbb{Z}$, yields

$$
y(s)=\Phi(s) \int_{t}^{s}\left[\Phi^{-1}(r) g\left(r, y_{r}\right)\right] d r+\Phi(s) \Phi^{-1}(t) y(t)
$$

so

$$
y\left(t_{j}\right)=\Phi\left(t_{j}\right) \int_{t}^{t_{j}}\left[\Phi^{-1}(r) g\left(r, y_{r}\right)\right] d r+\Phi\left(t_{j}\right) \Phi^{-1}(t) y(t), \quad j \in \mathbb{Z}
$$

Again, integrating (2.5) over $\left(t_{j}, t_{j+1}\right], j \in \mathbb{Z}$, we get

$$
\begin{aligned}
y(s)= & \Phi(s) \Phi^{-1}\left(t_{j}\right) y\left(t_{j}^{+}\right)+\int_{t_{j}}^{s} \Phi(s) \Phi^{-1}(r) g\left(r, y_{r}\right) d r \\
= & \Phi(s) \Phi^{-1}\left(t_{j}\right)\left[y\left(t_{j}^{-}\right)+I_{j}\left(y\left(t_{j}\right)\right)\right]+\int_{t_{j}}^{s} \Phi(s) \Phi^{-1}(r) g\left(r, y_{r}\right) d r \\
= & \Phi(s) \Phi^{-1}(t) y(t)+\Phi(s)\left[\int_{t}^{t_{j}} \Phi^{-1}(r) g\left(r, y_{r}\right) d r+\int_{t_{j}}^{s} \Phi^{-1}(r) g\left(r, y_{r}\right) d r\right] \\
& +\Phi(s) \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right) \\
= & \Phi(s) \Phi^{-1}(t) y(t)+\Phi(s) \int_{t}^{s} \Phi^{-1}(r) g\left(r, y_{r}\right) d r+\Phi(s) \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right) .
\end{aligned}
$$

Repeating the above process for $s \in[t, t+T]$, we obtain

$$
\begin{aligned}
y(s)= & \Phi(s) \Phi^{-1}(t) y(t)+\Phi(s) \int_{t}^{s} \Phi^{-1}(r) g\left(r, y_{r}\right) d r \\
& +\sum_{j: t_{j} \in[t, s)} \Phi(s) \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)
\end{aligned}
$$

Let $s=t+T$ in the above equality. Then

$$
\begin{aligned}
y(t+T)= & \Phi(t+T) \Phi^{-1}(t) y(t)+\Phi(t+T) \int_{t}^{t+T} \Phi^{-1}(r) g\left(r, y_{r}\right) d r \\
& +\sum_{j: t_{j} \in[t, t+T)} \Phi(t+T) \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)
\end{aligned}
$$

It follows from $y(t+T)=y(t)$ that

$$
\begin{aligned}
(I- & \left.\Phi(t+T) \Phi^{-1}(t)\right) y(t) \\
& =\Phi(t+T) \int_{t}^{t+T} \Phi^{-1}(r) g\left(r, y_{r}\right) d r+\Phi(t+T) \sum_{j: t_{j} \in[t, t+T)} \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)
\end{aligned}
$$

So we get

$$
\begin{aligned}
y(t)= & \left(I-\Phi(t+T) \Phi^{-1}(t)\right)^{-1} \Phi(t+T)\left[\int_{t}^{t+T} \Phi^{-1}(r) g\left(r, y_{r}\right) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)} \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)\right] \\
= & \left(\Phi^{-1}(t+T)-\Phi^{-1}(t)\right)^{-1}\left[\int_{t}^{t+T} \Phi^{-1}(r) g\left(r, y_{r}\right) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)} \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)\right] \\
= & \Phi(t)\left(e^{-B T}-I\right)^{-1}\left[\int_{t}^{t+T} \Phi^{-1}(r) g(r, y(r), y(r-\tau(r))) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)} \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)\right] \\
= & \int_{t}^{t+T} \Phi(t)\left(e^{-B T}-I\right)^{-1} \Phi^{-1}(r) g\left(r, y_{r}\right) d r \\
& +\sum_{j: t_{j} \in[t, t+T)} \Phi(t)\left(e^{-B T}-I\right)^{-1} \Phi^{-1}\left(t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{t}^{t+T} \Phi(t)(\Phi(r-T)-\Phi(r))^{-1} g\left(r, y_{r}\right) d r \\
& +\sum_{j: t_{j} \in[t, t+T)} \Phi(t)\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right) .
\end{aligned}
$$

Consequently, let $y$ be a $T$-periodic solution of (2.2). If $t \neq t_{i}, i \in \mathbb{Z}$, then by (2.2), we have

$$
\begin{aligned}
y(t)= & \Phi(t)\left[\int_{t}^{t+T}(\Phi(r-T)-\Phi(r))^{-1} g\left(r, y_{r}\right) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)}\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right)\right]
\end{aligned}
$$

Therefore, by (2.1), we obtain

$$
\begin{aligned}
y^{\prime}(t)= & \Phi^{\prime}(t)\left[\int_{t}^{t+T}(\Phi(r-T)-\Phi(r))^{-1} g\left(r, y_{r}\right) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)}\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right)\right] \\
& +\Phi(t)\left[(\Phi(t)-\Phi(t+T))^{-1} g\left(t+T, y_{t+T}\right)\right. \\
& \left.-(\Phi(t-T)-\Phi(t))^{-1} g\left(t, y_{t}\right)\right] \\
= & A(t) \Phi(t)\left[\int_{t}^{t+T}(\Phi(r-T)-\Phi(r))^{-1} g\left(r, y_{r}\right) d r\right. \\
& \left.+\sum_{j: t_{j} \in[t, t+T)}\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right)\right] \\
& +\Phi(t)\left[(\Phi(t)-\Phi(t+T))^{-1}-(\Phi(t-T)-\Phi(t))^{-1}\right] g\left(t, y_{t}\right) \\
= & A(t) y(t)+g\left(t, y_{t}\right) .
\end{aligned}
$$

If $t=t_{i}, i \in \mathbb{Z}$, then by (2.1) and (2.2), we get

$$
\begin{aligned}
y\left(t_{i}^{+}\right)-y\left(t_{i}^{-}\right)= & \sum_{j: t_{j} \in\left[t_{i}^{+}, t_{i}^{+}+T\right)} \Phi\left(t_{i}\right)\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right) \\
& -\sum_{j: t_{j} \in\left[t_{i}^{-}, t_{i}^{-}+T\right)} \Phi\left(t_{i}\right)\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right) \\
= & \Phi\left(t_{i}\right)\left[\left(\Phi\left(t_{i}\right)-\Phi\left(t_{i}+T\right)\right)^{-1}-\left(\Phi\left(t_{i}-T\right)-\Phi\left(t_{i}\right)\right)^{-1}\right] I_{j}\left(y\left(t_{j}\right)\right) \\
= & I_{j}\left(y\left(t_{j}\right)\right)
\end{aligned}
$$

So $y$ is also a $T$-periodic solution of (1.3).

Define, for $i, k=1, \ldots, n$,

$$
A_{0}:=\min _{0 \leq t \leq u \leq T}\left|G_{i k}(t, u)\right|>0, \quad B_{0}:=\max _{0 \leq t \leq u \leq T}\left|G_{i k}(t, u)\right|>0
$$

and

$$
A:=\min _{0 \leq t \leq u \leq T}\left|\sum_{i=1}^{n} G_{i k}(t, u)\right|>0, \quad B:=\max _{0 \leq t \leq u \leq T}\left|\sum_{i=1}^{n} G_{i k}(t, u)\right|>0
$$

Let

$$
\begin{align*}
K=\left\{y(\cdot)=\left(y_{1}(\cdot), \ldots, y_{n}(\cdot)\right)^{T} \in X: y_{i}(t) \geq \lambda\left\|y_{i}\right\|,\right. & t \in[0, T]  \tag{2.6}\\
& i=1, \ldots, n\}
\end{align*}
$$

where $\lambda=A_{0} / B_{0} \in(0,1)$ and $A_{0}, B_{0}$ are defined above. Obviously, $K$ is a cone in $X$.

Define a mapping $H$ by

$$
\begin{equation*}
(H y)(t)=\int_{t}^{t+T} G(t, r) g\left(r, y_{r}\right) d r+\sum_{j: t_{j} \in[t, t+T)} G\left(t, t_{j}\right) I_{j}\left(y\left(t_{j}\right)\right) \tag{2.7}
\end{equation*}
$$

for all $y \in K, t \in \mathbb{R}$, where $G(t, u)$ is defined by (2.3) and

$$
(H y)(t)=\left(\left(H_{1} y\right)(t), \ldots,\left(H_{n} y\right)(t)\right)^{T}
$$

where
$\left(H_{i} y\right)(t)=\int_{t}^{t+T} \sum_{k=1}^{n} G_{i k} g_{k}\left(r, y_{r}\right) d r+\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n} G_{i k} I_{j}^{k}\left(y\left(t_{j}\right)\right), \quad i=1, \ldots, n$.
Now we claim that

$$
\begin{equation*}
G(t+T, u+T)=G(t, u) \tag{2.8}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
G(t+T, u+T) & =\Phi(t+T)(\Phi(u)-\Phi(u+T))^{-1} \\
& =\Phi(t) e^{B T}\left(\Phi(u)-\Phi(u) e^{B T}\right)^{-1} \\
& =\Phi(t)\left(\Phi(u) e^{-B T}-\Phi(u)\right)^{-1} \\
& =\Phi(t)(\Phi(u-T)-\Phi(u))^{-1}=G(t, u)
\end{aligned}
$$

Hereafter, we always assume that

$$
\left(H_{3}\right) g_{k} G_{i k}>0 \text { and } I_{j}^{k} G_{i k}>0, \text { for all } i, k=1, \ldots, n, j \in \mathbb{Z}
$$

Then we can easily get

$$
g_{k} \sum_{i=1}^{n} G_{i k}>0, \quad I_{j}^{k} \sum_{i=1}^{n} G_{i k}>0, \quad \forall k=1, \ldots, n, j \in \mathbb{Z}
$$

We now give some lemmas concerning $K$ and $H$ defined by (2.6) and (2.7), respectively.

Lemma 2.4. Assume that $\left(H_{3}\right)$ holds. Then $H: K \rightarrow K$ is well defined.
Proof. For any $y \in K$, it is clear that $H y \in P C\left(\mathbb{R}, \mathbb{R}^{n}\right)$. In view of (2.8) we obtain

$$
\begin{aligned}
(H y)(t+T)= & \int_{t+T}^{t+2 T} \Phi(t+T)(\Phi(r-T)-\Phi(r))^{-1} g\left(r, y_{r}\right) d r \\
& +\sum_{j: t_{j} \in[t+T, t+2 T)} \Phi(t+T)\left(\Phi\left(t_{j}-T\right)-\Phi\left(t_{j}\right)\right)^{-1} I_{j}\left(y\left(t_{j}\right)\right) \\
= & \int_{t}^{t+T} \Phi(t+T)(\Phi(s)-\Phi(s+T))^{-1} g\left(s+T, y_{s+T}\right) d s \\
& +\sum_{i: t_{i} \in[t, t+T)} \Phi(t+T)\left(\Phi\left(t_{i}\right)-\Phi\left(t_{i}+T\right)\right)^{-1} I_{i}\left(y\left(t_{i}\right)\right) \\
= & \int_{t}^{t+T} G(t+T, s+T) g\left(s, y_{s}\right) d s \\
& +\sum_{i: t_{i} \in[t, t+T)} G\left(t+T, t_{i}+T\right) I_{i}\left(y\left(t_{i}\right)\right) \\
= & \int_{t}^{t+T} G(t, s) g\left(s, y_{s}\right) d s+\sum_{i: t_{i} \in[t, t+T)} G\left(t, t_{i}\right) I_{i}\left(y\left(t_{i}\right)\right)=(H y)(t) .
\end{aligned}
$$

That is,

$$
(H y)(t+T)=(H y)(t), \quad t \in \mathbb{R}
$$

So $H y \in X$.
For any $y \in K$ and $t \in[0, T]$, we have

$$
\begin{aligned}
\left|H_{i} y\right| & =\left|\int_{t}^{t+T} \sum_{k=1}^{n} G_{i k} g_{k} d r+\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n} G_{i k} I_{j}^{k}\right| \\
& \leq \int_{t}^{t+T} \sum_{k=1}^{n}\left|G_{i k}\right|\left|g_{k}\right| d r+\sum_{j=1}^{p} \sum_{k=1}^{n}\left|G_{i k}\right|\left|I_{j}^{k}\right| \\
& \leq B_{0}\left(\int_{t}^{t+T} \sum_{k=1}^{n}\left|g_{k}\right| d r+\sum_{j=1}^{p} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right), \quad i=1, \ldots, n .
\end{aligned}
$$

So

$$
\left\|H_{i} y\right\|=\sup _{t \in[0, T]}\left|H_{i} y\right| \leq B_{0}\left(\int_{t}^{t+T} \sum_{k=1}^{n}\left|g_{k}\right| d r+\sum_{j=1}^{p} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right), \quad i=1, \ldots, n
$$

and by $\left(H_{3}\right)$, we get

$$
\begin{aligned}
\left(H_{i} y\right)(t) & =\int_{t}^{t+T} \sum_{k=1}^{n}\left|G_{i k}\right|\left|g_{k}\right| d r+\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n}\left|G_{i k}\right|\left|I_{j}^{k}\right| \\
& \geq A_{0}\left(\int_{t}^{t+T} \sum_{k=1}^{n}\left|g_{k}\right| d r+\sum_{j=1}^{p} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right) \\
& =\frac{A_{0}}{B_{0}} B_{0}\left(\int_{t}^{t+T} \sum_{k=1}^{n}\left|g_{k}\right| d r+\sum_{j=1}^{p} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right) \geq \lambda\left\|H_{i} y\right\|, \quad i=1, \ldots, n
\end{aligned}
$$

i.e., $H y \in K$. This completes the proof.

Lemma 2.5. Assume that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then $H: K \rightarrow K$ is completely continuous.

Proof. We first show that $H$ is continuous. By $\left(H_{2}\right)$, for any $L>0$ and $\varepsilon>0$, there exists a $\delta>0$ such that $\left[\phi, \varphi \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right),\|\phi\| \leq L,\|\varphi\| \leq L\right.$, $\|\phi-\varphi\|<\delta]$ implies

$$
\sup _{0 \leq s \leq T}\left|g\left(s, \phi_{s}\right)-g\left(s, \varphi_{s}\right)\right|_{0}<\frac{\varepsilon}{2 B T}
$$

And since $I_{j} \in C\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, we have

$$
\left|I_{j}(\phi)-I_{j}(\varphi)\right|_{0}<\frac{\varepsilon}{2 B p}, \quad j \in \mathbb{Z}
$$

If $x, y \in K$ with $\|x\| \leq L,\|y\| \leq L$ and $\|x-y\|<\delta$, then

$$
|(H x)(t)-(H y)(t)|_{0}
$$

$$
=\sum_{i=1}^{n} \mid \int_{t}^{t+T} \sum_{k=1}^{n} G_{i k} g_{k}\left(r, x_{r}\right) d r+\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n} G_{i k} I_{j}^{k}\left(x\left(t_{j}\right)\right)
$$

$$
-\int_{t}^{t+T} \sum_{k=1}^{n} G_{i k} g_{k}\left(r, y_{r}\right) d r-\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n} G_{i k} I_{j}^{k}\left(y\left(t_{j}\right)\right)
$$

$$
\leq \int_{t}^{t+T} \sum_{k=1}^{n}\left|\sum_{i=1}^{n} G_{i k}\right|\left|g_{k}\left(r, x_{r}\right)-g_{k}\left(r, y_{r}\right)\right| d r
$$

$$
+\sum_{j: t_{j} \in[t, t+T)} \sum_{k=1}^{n}\left|\sum_{i=1}^{n} G_{i k}\right|\left|I_{j}^{k}\left(x\left(t_{j}\right)\right)-I_{j}^{k}\left(y\left(t_{j}\right)\right)\right|
$$

$$
\begin{aligned}
& \leq B\left(\int_{0}^{T}\left|g\left(s, x_{s}\right)-g\left(s, y_{s}\right)\right|_{0} d s+\sum_{j=1}^{p}\left|I_{j}(x)-I_{j}(y)\right|_{0}\right) \\
& \leq B\left(T \frac{\varepsilon}{2 B T}+p \frac{\varepsilon}{2 B p}\right)=\varepsilon
\end{aligned}
$$

for all $t \in[0, T]$. This yields $\|H x-H y\|<\varepsilon$. Thus $H$ is continuous.
Next, we show that $H$ maps bounded sets in $K$ into relatively compact sets. We first prove that $g$ maps bounded sets into bounded sets. Indeed, let $\varepsilon=\min \{2 B T, 2 B p\}$. By $\left(H_{2}\right)$ and continuity of $I_{j}$, for any $\mu>0$, there exists $\delta>0$ such that for $x, y \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$, the inequalities $\|x\| \leq L$, $\|y\| \leq L,\|x-y\|<\delta$ imply

$$
\sup _{0 \leq s \leq T}\left|g\left(s, x_{s}\right)-g\left(s, y_{s}\right)\right|_{0}<1
$$

and

$$
\left|I_{j}(x)-I_{j}(y)\right|_{0}<1, \quad j \in \mathbb{Z}
$$

Choose a positive integer $N$ such that $\mu / N<\delta$. Let $y \in B C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ and define $y^{k}(t)=k y(t) / N$ for $k=0,1, \ldots, N$. If $\|y\| \leq \mu$ then

$$
\left\|y^{k}-y^{k-1}\right\|=\sup _{t \in[0, T]}\left|y(t) \frac{k}{N}-y(t) \frac{k-1}{N}\right|_{0} \leq\|y\| \frac{1}{N} \leq \frac{\mu}{N}<\delta
$$

Thus,

$$
\left|g\left(s, y_{s}^{k}\right)-g\left(s, y_{s}^{k-1}\right)\right|_{0}<1
$$

and

$$
\left|I_{j}\left(y^{k}\left(t_{j}\right)\right)-I_{j}\left(y^{k-1}\left(t_{j}\right)\right)\right|_{0}<1, \quad j \in \mathbb{Z}
$$

for all $s, t_{j} \in[0, T]$. This yields

$$
\begin{aligned}
\left|g\left(s, y_{s}\right)\right|_{0} & =\left|g\left(s, y_{s}^{N}\right)\right|_{0} \leq \sum_{k=1}^{N}\left|g\left(s, y_{s}^{k}\right)-g\left(s, y_{s}^{k-1}\right)\right|_{0}+|g(s, 0)|_{0} \\
& <N+|g(s, 0)|_{0}=: Q
\end{aligned}
$$

and

$$
\begin{aligned}
\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0}=\left|I_{j}\left(y^{N}\left(t_{j}\right)\right)\right|_{0} & \leq \sum_{k=1}^{N}\left|I_{j}\left(y^{k}\left(t_{j}\right)\right)-I_{j}\left(y^{k-1}\left(t_{j}\right)\right)\right|_{0}+\left|I_{j}(0)\right|_{0} \\
& <N+\left|I_{j}(0)\right|_{0}=: R, \quad j \in \mathbb{Z}
\end{aligned}
$$

It follows from (2.6) that

$$
\begin{aligned}
\|H y\|=\sup _{t \in[0, T]} \sum_{i=1}^{n}\left|\left(H_{i} y\right)(t)\right| & \leq \sum_{k=1}^{n} B\left(\int_{0}^{T}\left|g_{k}\right| d s+\sum_{j=1}^{p}\left|I_{j}^{k}\right|\right) \\
& =B\left(|g|_{0} T+p\left|I_{j}\right|_{0}\right) \leq B(Q T+p R)=: M
\end{aligned}
$$

Finally, for $t \in \mathbb{R}$, we have

$$
\frac{d}{d t}[(H y)(t)]=A(t)(H y)(t)+g\left(t, y_{t}\right)
$$

So

$$
\left|\frac{d}{d t}[(H y)(t)]\right|_{0} \leq|A(t)(H y)(t)|_{0}+\left|g\left(t, y_{t}\right)\right|_{0} \leq|A| M+Q
$$

where $|A|=\max _{1 \leq i \leq n} \sup _{t \in[0, T]} \sum_{j=1}^{n}\left|a_{i j}(t)\right|$.
Hence $\{H y: y \in K,\|y\| \leq \mu\}$ is a family of uniformly bounded and equi-continuous functions on $[0, T]$. By the theorem of Ascoli-Arzelà, the operator $H$ is completely continuous.
3. Main result. Our main result is as follows:

Theorem 3.1. Assume that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ are satisfied and there exist $a, b>0$ with $a<b$ such that
(i) $g^{0}+I^{0}<1 / B$, and $g^{\infty}+I^{\infty}<1 / B$;
(ii) $\check{g}+\check{I}>\delta b / A$ for $\delta b \leq\|u\| \leq b, t \in \mathbb{R}$.

Then system (1.3) has at least three positive T-periodic solutions.
Proof. By the condition $g^{\infty}+I^{\infty}<1 / B$ of (i), we deduce that for

$$
0<\varepsilon<\frac{1 / B-\left(g^{\infty}+I^{\infty}\right)}{2}
$$

there exists a $C_{0}$ such that

$$
\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s \leq\left(g^{\infty}+\varepsilon\right)\|y\|, \quad \sum_{j=1}^{p}\left|I_{j}(y)\right|_{0} \leq\left(I^{\infty}+\varepsilon\right)\|y\|
$$

where $y>C_{0}$.
Let $C_{1}=C_{0} / \delta$, where $\delta=A / B$. If $y \in K$ and $\|y\|>C_{1}$, then $y>C_{0}$ and we have

$$
\begin{align*}
|(H y)(t)|_{0} & \leq B \sum_{k=1}^{n} \int_{0}^{T}\left|g_{k}\left(s, y_{s}\right)\right| d s+B \sum_{k=1}^{n} \sum_{j=1}^{p}\left|I_{j}^{k}\left(y\left(t_{j}\right)\right)\right|  \tag{3.1}\\
& =B \int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s+B \sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0} \\
& \leq B\left(g^{\infty}+I^{\infty}+2 \varepsilon\right)\|y\| \\
& <B\left[g^{\infty}+I^{\infty}+\left(1 / B-\left(g^{\infty}+I^{\infty}\right)\right)\right]\|y\|=\|y\|
\end{align*}
$$

Take $K_{C_{1}}=\left\{y \in K:\|y\| \leq C_{1}\right\}$. Then $K_{C_{1}}$ is a bounded set. Since $H$ is completely continuous, it maps bounded sets into bounded sets and there
exists a number $C_{2}$ such that

$$
\|H y\| \leq C_{2}, \quad \forall y \in K_{C_{1}}
$$

If $C_{2} \leq C_{1}$, we deduce that $H: K_{C_{1}} \rightarrow K_{C_{1}}$ is completely continuous. If $C_{1}<C_{2}$, then from (3.1), we know that for any $y \in K_{C_{2}} \backslash K_{C_{1}},\|y\|>C_{1}$ and $\|H y\|<\|y\|<C_{2}$ hold. Thus we see that $H: K_{C_{2}} \rightarrow K_{C_{2}}$ is completely continuous. Now, take $c=\max \left\{C_{1}, C_{2}\right\}$; obviously $c>b$, so $H: K_{c} \rightarrow K_{c}$ is completely continuous.

Define a positive continuous concave functional by $\alpha(y)=\inf _{t \in[0, T]}|y(t)|_{0}$. First, we let $a=\delta b$ and take $y \equiv(a+b) / 2$. Then $y \in K(\alpha, a, b), \alpha(y)>a$, and so $\{y \in K(\alpha, a, b)\} \neq \emptyset$. By (ii), if $y \in K(\alpha, a, b)$, then $\alpha(y)>a$, and we have

$$
\begin{aligned}
\alpha(H y)=\inf _{t \in[0, T]}|(H y)(t)|_{0} & \geq \inf _{t \in[0, T]}\left\{A \int_{t}^{t+T}\left|g\left(s, y_{s}\right)\right|_{0} d s+A \sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0}\right\} \\
& \geq A(\check{g}+\check{I}) \geq A \frac{\delta b}{A}=a
\end{aligned}
$$

Hence condition (i) of Lemma 2.1 holds.
Secondly, by the $g^{0}+I^{0}<1 / B$ condition of (i), one can find that for

$$
0<\varepsilon<\frac{1 / B-\left(g^{0}+I^{0}\right)}{2}
$$

there exists $0<d<a$ such that

$$
\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s \leq\left(g^{0}+\varepsilon\right)\|y\|, \quad \sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0} \leq\left(I^{0}+\varepsilon\right)\|y\|
$$

where $0 \leq y \leq d$. If $y \in K_{d}=\{y:\|y\| \leq d\}$, we have

$$
\begin{aligned}
|(H y)(t)|_{0} & \leq B\left(\sum_{k=1}^{n} \int_{0}^{T}\left|g_{k}\left(s, y_{s}\right)\right| d s+\sum_{k=1}^{n} \sum_{j=1}^{p}\left|I_{j}^{k}\left(y\left(t_{j}\right)\right)\right|\right) \\
& =B\left(\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s+\sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0}\right) \\
& <B\left(g^{0}+I^{0}+2 \varepsilon\right)\|y\| \\
& <B\left(g^{0}+I^{0}+\left(1 / B-\left(g^{0}+I^{0}\right)\right)\right)\|y\| \\
& =\|y\| \leq d
\end{aligned}
$$

That is, condition (ii) of Lemma 2.1 holds.
Finally, if $y \in K(\alpha, a, c)$ with $\|H y\|>b$, then by (3.1), we have

$$
b<\|H y\| \leq B\left(\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s+\sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0}\right)
$$

which implies that

$$
\begin{aligned}
\alpha(H y) & =\inf _{t \in[0, T]}|(H y)(t)|_{0} \geq A\left(\int_{0}^{T}\left|g\left(s, y_{s}\right)\right|_{0} d s+\sum_{j=1}^{p}\left|I_{j}\left(y\left(t_{j}\right)\right)\right|_{0}\right) \\
& >A \frac{b}{B}=\delta b=a
\end{aligned}
$$

which means that condition (iii) of Lemma 2.1 holds.
Therefore, by Lemma 2.1, the operator $H$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \bar{K}_{c}$ such that
$x_{1} \in K_{d}, \quad x_{2} \in\{x \in K(\alpha, a, c), \alpha(x)>a\}, \quad x_{3} \in \bar{K}_{c} \backslash \alpha\left(K(\alpha, a, c) \cup \bar{K}_{d}\right)$. The proof of Theorem 3.1 is complete.

Remark 3.1. From the proof of Theorem 3.1, one can easily see that if condition ( $i$ ) is replaced by
$\left(\mathrm{i}^{\prime}\right)$ if $g^{0}=I^{0}=0$, and $g^{\infty}=I^{\infty}=0$,
then the conclusion of Theorem 3.1 remains valid.
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