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Summary. We study integer partitions with respect to the classical word statistics of
levels and descents subject to prescribed parity conditions. For instance, a partition with
summands λ1 ≥ · · · ≥ λk may be enumerated according to descents λi > λi+1 while
tracking the individual parities of λi and λi+1. There are two types of parity levels, E = E
and O = O, and four types of parity-descents, E > E, E > O, O > E and O > O, where
E and O represent arbitrary even and odd summands. We obtain functional equations
and explicit generating functions for the number of partitions of n according to the joint
occurrence of the two levels. Then we obtain corresponding results for the joint occurrence
of the four types of parity-descents. We also provide enumeration results for the total
number of occurrences of each statistic in all partitions of n together with asymptotic
estimates for the average number of parity-levels in a random partition.

1. Introduction. A partition of n is a representation of n as a sum of
positive integers without regard to order. The summands are called parts
of the partition. We will write partitions in weakly decreasing order. Thus
a partition λ of n into m > 0 parts will generally be expressed as λ =
(λ1, . . . , λm), where λ1 ≥ · · · ≥ λm > 0 and |λ| = λ1 + · · · + λm = n. The
empty partition of 0 will be denoted by ∅. Further properties of partitions
can be found in the standard reference [2].

This work considers the enumeration of partitions with respect to two
statistics defined on adjacent parts. The systematic study of partition statis-
tics was initiated by Erdős and Lehner [8] in 1941, who discussed questions
about the statistical distributions, over all partitions, of the number of parts,
the number of different part sizes, and the size of the largest part. In recent
times several mathematicians have examined interesting variations on the
theme. For example, Knopfmacher and Robbins [9] considered a variety of
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statistics which count the parts in certain classes of restricted partitions of
n that include partitions with distinct parts, partitions into distinct and
odd parts, and self-conjugate partitions. In [6] Grabner and Knopfmacher
studied gap-free partitions and obtained enumeration functions for parti-
tions with specified gap-sizes as well as a formula for the multiplicity of the
largest part.

George Andrews recently rekindled interest in partition statistics which
fulfil parity conditions with the publication of a 46-page treatise [1]. The
latter investigated a variety of parity questions related to partition identi-
ties, and posed some 15 open problems. A more recent work by Grabner,
Knopfmacher and Wagner [7] explores several statistics in random parti-
tions. Further useful background on the topic from different perspectives
may be found in the research articles [3, 4, 10].

Our study of partitions in this paper is concerned with the classical
statistics of levels and descents whereby the adjacent pair of letters fulfills
prescribed parity conditions.

Given the partition λ and integers s, t ∈ {0, 1}, we say that i,∈ {1, . . . ,
m − 1} is an (s, t) parity-descent if λi ≡ s (mod 2) and λi+1 ≡ t (mod 2)
whenever λi > λi+1, and i is an (s, s) parity-level if λi = λi+1 and λi ≡ s
(mod 2). Denote the number of occurrences of an (s, t) parity-descent and
of an (s, s) parity-level by Dst and Lss respectively.

In this paper we undertake the enumeration of partitions according to
the two statistics Dst and Lss.

In Section 2 we obtain the generating function for the number of parti-
tions of n with largest part λ1 = k according to the statistics L00 and L11

(Theorems 2.1 and 2.8), and verify a few known special cases. Subsequently,
we compute simpler formulas for the generating functions for the total num-
ber of the two types of levels in all partitions of n. Section 3 is devoted to
the execution of the same enumeration agenda for the four descent statistics,
D00, D01, D10 and D11. Section 4 deals with the computation of asymptotic
estimates of the average number of both types of parity-levels in a random
partition. Lastly, we use Section 5 to highlight two combinatorial identities
arising from the algebraic work in previous sections.

2. Enumeration of levels. For k ≥ l ≥ 1 let us define the generating
function for the number of partitions with largest part (first two largest
parts) equal to k (resp. k, l) subject to the statistics L0, L1 as the sum∑

λ x
|λ|yL0

0 yL1
1 , where the sum runs over all partitions λ with λ1 = k (resp.

with λ1 = k and λ2 = l). This function will be denoted by Fk(x, y0, y1)
or simply by Fk(x) (resp. by Fk,l(x, y0, y1) or simply by Fk,l(x)). Clearly,
F1(x) = x

1−y11x . Note that we have simplified notation in this section as
follows: Lss → L, L11 → L1, L00 → L0.
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By the definitions we have

F2k(x) = x2k + F2k,2k(x) +
2k−1∑
j=1

F2k,j(x) = x2k + x2ky0F2k(x)

+ x2k
2k−1∑
j=1

Fj(x)

= x2k
(

1 + y0F2k(x) +
k∑
j=1

F2j−1(x) +
k−1∑
j=1

F2j(x)
)
,

F2k−1(x) = x2k−1 + F2k−1,2k−1(x) +
2k−2∑
j=1

F2k−1,j(x)

= x2k−1 + x2k−1y1F2k−1(x) + x2k−1
2k−2∑
j=1

Fj(x)

= x2k−1
(

1 + y1F2k−1(x) +
k−1∑
j=1

F2j−1(x) +
k−1∑
j=1

F2j(x)
)
.

Note that F2(x) = x2(1 + F1(x) + y0F2(x)), which implies that

F2(x) =
x2

1− y0x2
(1 +

x

1− y1x
) =

x2(1 + (1− y1)x)

(1− y0x2)(1− y1x)
.

Therefore,

F2k+2(x)− x2F2k(x) = x2k+2
(
F2k+1(x) + y0F2k+2(x) + (1− y0)F2k(x)

)
,

F2k+1(x)− x2F2k−1(x) = x2k+1
(
y1F2k+1(x) + (1− y1)F2k−1(x) + F2k(x)

)
,

(1)

for all k ≥ 1.

Define

E(u) = E(u | y0, y1) =
∑
k≥1

F2k(x)u2k,

O(u) = O(u | y0, y1) =
∑
k≥1

F2k−1(x)u2k−1,

F (u) = F (u | y0, y1) =
∑
k≥1

Fk(x)uk.

Hence, multiplying (1) by u2k+2 and u2k+1, respectively, then summing over
k ≥ 1, we obtain
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E(u)− F2(x)u2 − x2u2E(u)

= xu(O(xu)− F1(x)xu) + y0(E(xu)− F2(x)x2u2) + (1− y0)x2u2E(xu),

O(u)− F1(x)u− x2u2O(u)

= y1(O(xu)− F1(x)xu) + xuE(xu) + (1− y1)x2u2O(xu),

which implies the following result.

Theorem 2.1. We have F (u) = E(u) +O(u), where

E(u) =

(
x2u2

1− x2u2
+ y0

)
E(xu) +

xu

1− x2u2
O(xu) +

x2u2

1− x2u2
,

O(u) =
xu

1− x2u2
E(xu) +

(
x2u2

1− x2u2
+ y1

)
O(xu) +

xu

1− x2u2
.

Example 2.2 (All partitions). By setting y0 = y1 = 1 in Theorem 2.1
and using the relation F (u | 1, 1) = E(u | 1, 1) +O(u | 1, 1) we obtain

F (u | 1, 1) =
xu

1− xu
+

1

1− xu
F (xu | 1, 1).

Iterating this recurrence infinitely (with |x|, |u| < 1) yields

1 + F (u | 1, 1) = 1 +
∑
i≥1

xiu

(1− ux) · · · (1− uxi)
=
∏
i≥1

1

1− uxi
,

which is the well known bivariate generating function for the number of
partitions of n with largest part k.

Example 2.3 (Partitions with no levels). By Theorem 2.1 with y0 =
y1 = 0, we analogously obtain

F (u | 0, 0) =
xu

1− xu
+

xu

1− xu
F (xu|0, 0),

which may be iterated m times to give

F (u | 0, 0) =
∑
m≥1

x(m+1
2 )um∏m

i=1(1− uxi)
.

The coefficient of ukxn gives the number of partitions of n into m distinct
parts with largest part k. The case u = 1 yields the classical generating
function for the number of strict partitions of n into m parts.

2.1. Explicit formulas. In order to find explicit formulas for E(u) and
O(u), we need the following definitions and lemma.

Definition 2.4. For any integer a and a finite sequence of integers
W = (w1, . . . , ws) the sequence (a,w1, . . . , ws) will be denoted by aw. For a
set A of finite sequences of integers let aA denote the set {aw : w ∈ A} and
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a∅ = {(a)}. Define A0 = {0}, B0 = {∅}, and for all m ≥ 1,

Am = mAm−1
∪ {w′ = (−(m− 1))w | w = w1 · · ·ws ∈ Am−1 with w1 6= m− 1}
∪ {w′ = w2 · · ·ws | (m− 1)w2 · · ·ws ∈ Am−1},

Bm = (−m)Bm−1
∪ {w′ = (m− 1)w | w = w1 · · ·ws ∈ Bm−1 with w1 6= −(m− 1)}
∪ {w′ = w2 · · ·ws | (−(m− 1))w2 · · ·ws ∈ Bm−1}.

Let

(2)

Km(a(z), b(z)) =
∑

w1···ws∈Am

∏
wj≥0

a(xwjz)
∏
wj<0

b(x−wjz),

Lm(a(z), b(z)) =
∑

w1···ws∈Bm

∏
wj≥0

a(xwjz)
∏
wj<0

b(x−wjz),

where K−1(a(z), b(z)) = 1, L−1(a(z), b(z)) = 0 and a, b are arbitrary func-
tions.

Example 2.5. Assume that a(u) = b(u) = 1/(xu). Then

Km

(
1

xu
,

1

xu

)
=

∑
w1···ws∈Am

1

xs+
∑s

j=1 |wj |us
,

Lm

(
1

xu
,

1

xu

)
=

∑
w1···ws∈Bm

1

xs+
∑s

j=1 |wj |us
.

By Definition 2.4 and induction on m, we obtain

Am+1 = (m+ 1)Am ∪ Bm, Bm+1 = (−m− 1)Bm ∪ Am.(3)

So if

tm = Km

(
1

xu
,

1

xu

)
+ Lm

(
1

xu
,

1

xu

)
we get

tm = x−(m+2
2 )u−m−1

m+1∏
j=1

(1 + xju).

Define

M(z) =

(
a(z) 1

1 b(z)

)
.

Then using (2) and induction (on m), we obtain the following lemma.

Lemma 2.6. For all m ≥ 0,
m∏
j=0

M(xjz) =

(
Km(a(z), b(z)) Lm(a(z), b(z))

Lm(b(z), a(z)) Km(b(z), a(z))

)
.
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Theorem 2.7. We have

E(u) =
∑
m≥0

x(m+2
2 )um+2∏m+1

j=1 (1− x2ju2)
(
xm+1uKm−1(a(u), b(u))+Lm−1(a(u), b(u))

)
,

O(u) =
∑
m≥0

x(m+2
2 )um+2∏m+1

j=1 (1− x2ju2)
(
xm+1uLm−1(b(u), a(u))+Km−1(b(u), a(u))

)
where

a(u) = xu+
y0(1− x2u2)

xu
and b(u) = xu+

y1(1− x2u2)
xu

.

Proof. By Theorem 2.1, we have(
E(u)

O(u)

)
=

xu

1− x2u2
M(u)

(
E(xu)

O(xu)

)
+ ρ(u),

where ρ(u) = xu
1−x2u2

(
xu
1

)
. By iterating the above recurrence, we obtain(

E(u)

O(u)

)
=
∑
m≥0

x(m+2
2 )um+1∏m+1

j=1 (1− x2ju2)
M(u)M(xu) · · ·M(xm−1u)

(
xm+1u

1

)
.

The result follows using Lemma 2.6.

Theorem 2.7 together with the fact that F (u) = O(u) + E(u) leads to
the following result.

Theorem 2.8. We have

F (u) = F (u | y0, y1)

=
∑
m≥0

x(m+2
2 )um+1∏m+1

j=1 (1− x2ju2)
(
xm+1uTm−1(a(u), b(u)) + Tm−1(b(u), a(u))

)
where Tm(a, b) = Tm(a, b |x, u, y0, y1) = Km(a, b) + Lm(b, a), and a(u) and
b(u) are as in Theorem 2.7.

Example 2.9. Using Example 2.5 we obtain

Tm

(
1

xu
,

1

xu

∣∣∣∣ x, u, 1, 1) = Km

(
1

xu
,

1

xu

)
+ Lm

(
1

xu
,

1

xu

)
= x−(m+2

2 )u−m−1
m+1∏
j=1

(1 + xju),

so Theorem 2.8 implies

F (1) = F (1 | 1, 1) =
∑
m≥0

xm+1∏m+1
j=1 (1− xj)

=
1∏

j≥1(1− xj)
− 1,
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which is the generating function for p(n), the number of unrestricted parti-
tions of n > 0.

We can obtain an explicit formula for the generating function F (u | y0, y1)
by noting that each partition can be expressed as a word a1 · · · a1 · · · ak · · · ak
with a1 > · · · > ak ≥ 1. Thus we obtain the following formula.

Theorem 2.10. We have

F (1 | y0, y1) =

∞∏
n=1

1 + (1− y0)x2n

1− y0x2n
∞∏
n=1

1 + (1− y1)x2n−1

1− y1x2n−1
.

By comparing Theorems 2.8 and 2.10, we get the following corollary.

Corollary 2.11. Define

Tm(a, b) = Tm(a, b |x, 1, y0, y1) = Km(a, b) + Lm(b, a)

for all m ≥ 0. Then

∑
m≥0

x(m+2
2 )∏m+1

j=1 (1− x2j)
(
xm+1Tm−1(a(1), b(1)) + Tm−1(b(1), a(1))

)
=

∞∏
n=1

1 + (1− y0)x2n

1− y0x2n
∞∏
n=1

1 + (1− y1)x2n−1

1− y1x2n−1
,

where a(1) = x+ y0(1−x2)
x and b(1) = x+ y1(1−x2)

x .

2.2. The total number of (0, 0) parity-levels. In this section we find
the total number of (0, 0) parity-levels. We first establish two lemmas which
may be proved by straightforward induction arguments.

Lemma 2.12. Let km = Km

(
1
xu ,

1
xu

)
and `m = Lm

(
1
xu ,

1
xu

)
. Then for all

m ≥ −1,

km =
1

2

(m+1∏
j=1

(
1 +

1

xju

)
+

m+1∏
j=1

(
1

xju
− 1

))
,

`m =
1

2

(m+1∏
j=1

(
1 +

1

xju

)
−
m+1∏
j=1

(
1

xju
− 1

))
.

Lemma 2.13. Let

k′m =
d

dy0
Km(a(u), b(u))

∣∣∣∣
y0=y1=1

, `′m =
d

dy0
Lm(a(u), b(u))

∣∣∣∣
y0=y1=1

,

k′′m =
d

dy0
Km(b(u), a(u))

∣∣∣∣
y0=y1=1

, `′′m =
d

dy0
Lm(b(u), a(u))

∣∣∣∣
y0=y1=1

,
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where a(u) and b(u) are as in Theorem 2.7. Then, for all m ≥ −1,

k′m =
1

4

m∑
j=0

(1−xj+1u)
∏m+1
i=1 (1+xiu)+

∏m+1
i=j+1(1+xiu)

∏j+1
i=1 (1−xiu)

x(m+2
2 )um+1

+
1

4

m∑
j=0

∏m+1
i=j+1(1−xiu)

∏j+1
i=1 (1+xiu)+(1+xj+1u)

∏m+1
i=1 (1−xiu)

x(m+2
2 )um+1

,

`′m =
1

4

m∑
j=0

(1−xj+1u)
∏m+1
i=1 (1+xiu)+

∏m+1
i=j+1(1+xiu)

∏j+1
i=1 (1−xiu)

x(m+2
2 )um+1

− 1

4

m∑
j=0

∏m+1
i=j+1(1−xiu)

∏j+1
i=1 (1+xiu)+(1+xj+1u)

∏m+1
i=1 (1−xiu)

x(m+2
2 )um+1

,

`′′m =
1

4

m∑
j=0

(1−xj+1u)
∏m+1
i=1 (1+xiu)−

∏m+1
i=j+1(1+xiu)

∏j+1
i=1 (1−xiu)

x(m+2
2 )um+1

+
1

4

m∑
j=0

∏m+1
i=j+1(1−xiu)

∏j+1
i=1 (1+xiu)−(1+xj+1u)

∏m+1
i=1 (1−xiu)

x(m+2
2 )um+1

,

k′′m =
1

4

m∑
j=0

(1−xj+1u)
∏m+1
i=1 (1+xiu)−

∏m+1
i=j+1(1+xiu)

∏j+1
i=1 (1−xiu)

x(m+2
2 )um+1

− 1

4

m∑
j=0

∏m+1
i=j+1(1−xiu)

∏j+1
i=1 (1+xiu)−(1+xj+1u)

∏m+1
i=1 (1−xiu)

x(m+2
2 )um+1

.

Theorem 2.14. We have

d

dy0
F (u | y0, y1)

∣∣∣∣
y0=y1=1

=
u

2

∑
m≥1

xm+1∏m+1
i=1 (1− xiu)

m∑
j=1

(1− xju)

(
1−

∏m+1
i=j+1(1− xiu)∏m+1
i=j+1(1 + xiu)

)
.

Proof. By Theorem 2.8, we obtain

A =
d

dy0
F (u | y0, y1)

∣∣∣∣
y0=y1=1

=
∑
m≥0

x(m+2
2 )um+1∏m+1

j=1 (1− x2ju2)
(
xm+1u(k′m−1 + `′′m−1) + k′′m−1 + `′m−1

)
,

where k′m−1, k
′′
m−1, `

′
m−1 and `′′m−1 are given in Lemma 2.13. By that lemma,
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k′m + `′′m =

1

2

m∑
j=0

(1−xj+1u)
∏m+1

i=1 (1+xiu)+
∏m+1

i=j+1(1−x
iu)

∏j+1
i=1 (1+x

iu)

x(
m+2

2 )um+1
,

k′′m + `′m =
1

2

m∑
j=0

(1−xj+1u)
∏m+1

i=1 (1+xiu)−
∏m+1

i=j+1(1−x
iu)

∏j+1
i=1 (1+x

iu)

x(
m+2

2 )um+1
.

(4)

Therefore,

A =
u

2

∑
m≥1

xm+1∏m+1
i=1 (1− xiu)

m∑
j=1

(1− xju)

(
1−

∏m+1
i=j+1(1− xiu)∏m+1
i=j+1(1 + xiu)

)
,

as claimed.

2.3. The total number of (1, 1) parity-levels. In this section we find
the total number of (1, 1) parity-levels.

The next lemma follows immediately from Theorem 2.8 and the defini-
tions.

Lemma 2.15. For all m ≥ 0,

d

dy1
Km(a(u), b(u))

∣∣∣∣
y0=y1=1

=
d

dy0
Km(b(u), a(u))

∣∣∣∣
y0=y1=1

,

d

dy1
Km(b(u), a(u))

∣∣∣∣
y0=y1=1

=
d

dy0
Km(a(u), b(u))

∣∣∣∣
y0=y1=1

,

d

dy1
Lm(a(u), b(u))

∣∣∣∣
y0=y1=1

=
d

dy0
Lm(b(u), a(u))

∣∣∣∣
y0=y1=1

,

d

dy1
Lm(b(u), a(u))

∣∣∣∣
y0=y1=1

=
d

dy0
Lm(a(u), b(u))

∣∣∣∣
y0=y1=1

.

where a(u) = xu+ y0(1−x2u2)
xu and b(u) = xu+ y1(1−x2u2)

xu .

Theorem 2.16. We have

d

dy1
F (u | y0, y1)

∣∣∣∣
y0=y1=1

=
u

2

∑
m≥0

xm+1∏m+1
j=1 (1− xju)

m∑
j=1

(1− xju)

(
1 +

∏m+1
i=j+1(1− xiu)∏m+1
i=j+1(1 + xiu)

)
.

Proof. By Theorem 2.8, Lemma 2.13 and Lemma 2.15, we obtain

B =
d

dy1
F (u | y0, y1)

∣∣∣∣
y0=y1=1

=
∑
m≥0

x(m+2
2 )um+1∏m+1

j=1 (1− x2ju2)
(
xm+1u(k′′m−1 + `′m−1) + k′m−1 + `′′m−1

)
,
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where k′m−1, k
′′
m−1, `

′
m−1 and `′′m−1 are given in Lemma 2.13. By (4) we have

B =
u

2

∑
m≥0

xm+1∏m+1
j=1 (1− xju)

m∑
j=1

(1− xju)

(
1 +

∏m+1
i=j+1(1− xiu)∏m+1
i=j+1(1 + xiu)

)
,

as claimed.

3. Enumeration of descents. Let

Gk(x) = Gk(x | z00, z10, z01, z11) =
∑
λ

x|λ|z
D00(λ)
00 z

D10(λ)
10 z

D01(λ)
01 z

D11(λ)
11

be the generating function for the number of partitions of n with largest part
k according to the statistics D00, D01, D10 and D11. Clearly, G1(x) = x

1−x .
Let k ≥ 1; by the definitions, we have

G2k(x) = x2k
(

1 +G2k(x) + z01

k∑
j=1

G2j−1(x) + z00

k−1∑
j=1

G2j(x)
)
,

G2k−1(x) = x2k−1
(

1 +G2k−1(x) + z11

k−1∑
j=1

G2j−1(x) + z10

k−1∑
j=1

G2j(x)
)
.

Note that G2(x) = x2(1 +G2(x) + z01G1(x)), which implies that

G2(x) =
x2(1 + (z01 − 1)x)

(1− x)(1− x2)
.

Therefore,

G2k+2(x)−x2G2k(x) = x2k+2
(
G2k+2(x)+z01G2k+1(x)+(z00−1)G2k(x)

)
,

G2k+1(x)−x2G2k−1(x) = x2k+1
(
G2k+1(x)+(z11−1)G2k−1(x)+z10G2k(x)

)
,

(5)

for all k ≥ 1.

Define

GE(u) = GE(u | z00, z10, z01, z11) =
∑
k≥1

G2k(x)u2k,

GO(u) = GO(u | z00, z10, z01, z11) =
∑
k≥1

G2k−1(x)u2k−1,

G(u) = G(u | z00, z10, z01, z11) =
∑
k≥1

Gk(x)uk.

Hence, multiplying (5) by u2k+2 and u2k+1, respectively, then summing over
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k ≥ 1, we obtain

GE(u) =
1 + (z00 − 1)x2u2

1− x2u2
GE(xu) +

z01xu

1− x2u2
GO(xu)

+
(1− x2)u2G2(x)− z01x2u2G1(x)

1− x2u2
,

GO(u) =
z10xu

1− x2u2
GE(xu) +

1 + (z11 − 1)x2u2

1− x2u2
GO(xu) +

(1− x)uG1(x)

1− x2u2
,

which implies the following result.

Theorem 3.1. Let

Q(u) =

( 1+(z00−1)x2u2
xu z01

z10
1+(z11−1)x2u2

xu

)
.

Then G(u) = GE(u) +GO(u), where(
GE(u)

GO(u)

)
=

xu

1− x2u2
Q(u)

(
GE(xu)

GO(xu)

)
+

xu

1− x2u2

(
xu

1

)
.

In order to find an explicit formula for G(u), we need the following
notation. It is easy to see that the matrix product(

a(u) z01

z10 b(u)

)(
a(xu) z01

z10 b(xu)

)
· · ·
(
a(xmu) z01

z10 b(xmu)

)
can be represented by the matrix(

Um(a(u), b(u) | z00, z01, z10, z11) Vm(a(u), b(u) | z00, z01, z10, z11)
Vm(b(u), a(u) | z00, z10, z01, z11) Um(b(u), a(u) | z00, z10, z01, z11)

)
.

Moreover, we obtain the following lemma.

Lemma 3.2. For all m ≥ 1,

Um(a(u), b(u) | z00, z01, z10, z11)=a(xmu)Um−1(a(u), b(u) | z00, z01, z10, z11)
+z10Vm−1(a(u), b(u) | z00, z01, z10, z11),

Vm(a(u), b(u) | z00, z01, z10, z11)=z01Um−1(a(u), b(u) | z00, z01, z10, z11)
+b(xmu)Vm−1(a(u), b(u) | z00, z01, z10, z11)

with U0(a(u), b(u) | z00, z01, z10, z11)=a(u) and V0(a(u), b(u) | z00, z01, z10, z11)
= z01.

Theorem 3.3. The generating function G(u) is given by

∑
m≥0

x(m+2
2 )um+1(xm+1uWm−1(a(u), b(u) | z00, z01, z10, z11)

+Wm−1(b(u), a(u) | z00, z10, z01, z11))∏m+1
i=1 (1− x2iu2)

,
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where

Wm(a(u), b(u) | z00, z01, z10, z11)
= Um(a(u), b(u) | z00, z01, z10, z11) + Vm(a(u), b(u) | z00, z10, z01, z11),

and

a(u) =
1 + (z00 − 1)x2u2

xu
and b(u) =

1 + (z11 − 1)x2u2

xu
.

Proof. By Theorem 3.1, we have(
GE(u)

GO(u)

)
=
∑
m≥0

x(m+2
2 )um+1∏m+1

i=1 (1− x2iu2)
Q(u)Q(xu) · · ·Q(xm−1u)

(
xm+1u

1

)
.

An equivalent expression for
(GE(u)
GO(u)

)
is

∑
m≥0

x(m+2
2 )um+1∏m+1

i=1 (1− x2iu2)

·
(
xm+1uUm−1(a(u), b(u) | z00, z01, z10, z11) + Vm−1(a(u), b(u) | z00, z01, z10, z11)

xm+1uVm−1(b(u), a(u) | z00, z10, z01, z11) + Um−1(b(u), a(u) | z00, z10, z01, z11)

)
.

The result follows because G(u) = GE(u) +GO(u), and this completes the
proof.

Example 3.4. Assume that z00 = z01 = z10 = z11 = 1. Then a(u) =
b(u) = 1/(xu), and

um = Um(a(u), b(u) | 1, 1, 1, 1) =
1

xm+1u
um−1 + vm−1 with u0 =

1

xu
,

vm = Vm(a(u), b(u) | 1, 1, 1, 1) = um−1 +
1

xm+1u
vm−1 with v0 = 1.

Therefore, as in Example 2.5, we have

wm = um + vm =

m+1∏
j=1

(
1

xju
+ 1

)
and um − vm =

m+1∏
j=1

(
1

xju
− 1

)
.

Hence,

xm+1uwm−1 + wm−1 = x−(m+1
2 )u−m

m+1∏
j=1

(1 + xju),

which, by Theorem 3.3, implies that

G(1) =
∑
m≥0

x(m+2
2 )x−(m+1

2 )∏m+1
j=1 (1 + xj)∏m+1

i=1 (1− x2i)
=
∑
m≥0

xm+1∏m+1
i=1 (1− xi)

=
1∏

i≥1(1− xi)
− 1,
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which is the generating function for the number of all nonempty partitions
of n.

3.1. The total number of (0, 0) parity-descents. In this section we
find the total number of (0, 0) parity-descents. Our results rely on Theorem
3.3.

Lemma 3.5. Define

u00m =
d

dz00
Um(a(u), b(u) | z00, 1, 1, 1)

∣∣∣∣
z00=1

,

v00m =
d

dz00
Vm(a(u), b(u) | z00, 1, 1, 1)

∣∣∣∣
z00=1

,

u′00m =
d

dz00
Um(b(u), a(u) | z00, 1, 1, 1)

∣∣∣∣
z00=1

,

v′00m =
d

dz00
Vm(b(u), a(u) | z00, 1, 1, 1)

∣∣∣∣
z00=1

.

Then

u00m +v00m =
1

2

m∑
j=0

x2j+2u2

1+xj+1u

(m+1∏
i=1

(
1

xiu
+1

)
+

m+1∏
i=j+1

(
1

xiu
+1

) j∏
i=1

(
1

xiu
−1

))
,

u00m −v00m =
1

2

m∑
j=0

x2j+2u2

1−xj+1u

(m+1∏
i=1

(
1

xiu
−1

)
+

m+1∏
i=j+1

(
1

xiu
−1

) j∏
i=1

(
1

xiu
+1

))
,

u′00m +v′00m =
1

2

m∑
j=0

x2j+2u2

1+xj+1u

(m+1∏
i=1

(
1

xiu
+1

)
−

m+1∏
i=j+1

(
1

xiu
+1

) j∏
i=1

(
1

xiu
−1

))
,

u′00m −v′00m =
1

2

m∑
j=0

x2j+2u2

1−xj+1u

(m+1∏
i=1

(
1

xiu
−1

)
−

m+1∏
i=j+1

(
1

xiu
−1

) j∏
i=1

(
1

xiu
+1

))
.

Proof. From Example 3.4, we know that

um =
1

2

(m+1∏
j=1

(
1

xju
+ 1

)
+
m+1∏
j=1

(
1

xju
− 1

))
.

By Lemma 3.2 with

a(u) =
1 + (z00 − 1)x2u2

xu
and b(u) =

1 + (z11 − 1)x2u2

xu
,

we have

u00m = xm+1u · um−1 +
1

xm+1u
u00m−1 + v00m−1, v00m = u00m−1 +

1

xm+1u
v00m−1
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with u00m = xu and v000 = 0. Thus,

u00m + v00m =

(
1

xm+1u
+ 1

)
(u00m−1 + v00m−1) + xm+1u · um−1,

u00m − v00m =

(
1

xm+1u
− 1

)
(u00m−1 − v00m−1) + xm+1u · um−1.

Hence, by induction on m, we obtain the stated formulas for u00m + v00m and
u00m − v00m .

Also by Example 3.4, we have

vm =
1

2

(m+1∏
j=1

(
1

xju
+ 1

)
−
m+1∏
j=1

(
1

xju
− 1

))
.

Again, by Lemma 3.2 with the same a(u) and b(u), we have

u′00m =
1

xm+1u
u′00m−1 + v′00m−1, v′00m = u′00m−1 +

1

xm+1u
v′00m−1 + xm+1u · vm−1,

with u00m = xu and v000 = 0. Thus,

u′00m + u′00m =

(
1

xm+1u
+ 1

)
(u′00m−1 + v′00m−1) + xm+1u · vm−1,

u′00m − v′00m =

(
1

xm+1u
− 1

)
(u′00m−1 − v′00m−1) + xm+1u · vm−1.

Hence, by induction on m, we obtain the required formulas for u′00m + v′00m
and u′00m − v′00m .

Theorem 3.6. The generating function d
dz00

G(u)
∣∣
z00=z01=z10=z11=1

is
given by

1

2

∑
m≥2

xmu∏m
i=1(1− xiu)

m−1∑
j=1

x2ju2

1 + xju

(
1−

m∏
i=j+1

1− xiu
1 + xiu

)
.

Proof. By Theorem 3.3 and using the notation of Lemma 3.5, we find
that the generating function A00 = d

dz00
G(u)

∣∣
z00=z01=z10=z11=1

is given by

A00 =
∑
m≥0

x(m+2
2 )um+1

(
xm+1u(u00m−1 + v′00m−1) + u′00m−1 + v00m−1

)∏m+1
i=1 (1− x2iu2)

=
∑
m≥2

xmu

2
∏m
i=1(1− xiu)

m−1∑
j=1

x2ju2

1 + xju

(
1−

m∏
i=j+1

1− xiu
1 + xiu

)
,

as claimed.

3.2. The total number of (0, 1) parity-descents. In this section we
find the total number of (0, 1) parity-descents. By using similar arguments
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to those in the proof of Lemma 3.5 and Theorem 3.6, we obtain the following
results.

Lemma 3.7. Define

u01m =
d

dz01
Um(a(u), b(u) | 1, z01, 1, 1)

∣∣∣∣
z01=1

,

v01m =
d

dz01
Vm(a(u), b(u) | 1, z01, 1, 1)

∣∣∣∣
z01=1

,

u′01m =
d

dz01
Um(b(u), a(u) | 1, z01, 1, 1)

∣∣∣∣
z01=1

,

v′01m =
d

dz01
Vm(b(u), a(u) | 1, z01, 1, 1)

∣∣∣∣
z01=1

.

Then

v01m +u01m =
1

2

m∑
j=0

xj+1u

1+xj+1u

(m+1∏
i=1

(
1

xiu
+1

)
+

m+1∏
i=j+1

(
1

xiu
+1

) j∏
i=1

(
1

xiu
−1

))
,

v01m −u01m =
1

2

m∑
j=0

xj+1u

1−xj+1u

( m+1∏
i=j+1

(
1

xiu
−1

) j∏
i=1

(
1

xiu
+1

)
+

m+1∏
i=1

(
1

xiu
−1

))
,

u′01m +v′01m =
1

2

m∑
j=0

xj+1u

1+xj+1u

(m+1∏
i=1

(
1

xiu
+1

)
−

m+1∏
i=j+1

(
1

xiu
+1

) j∏
i=1

(
1

xiu
−1

))
,

u′01m −v′01m =
1

2

m∑
j=0

xj+1u

1−xj+1u

( m+1∏
i=j+1

(
1

xiu
−1

) j∏
i=1

(
1

xiu
+1

)
−

m+1∏
i=1

(
1

xiu
−1

))
.

Theorem 3.8. The generating function d
dz01

G(u)
∣∣
z00=z01=z10=z11=1

is
given by

1

2

∑
m≥2

xmu∏m
i=1(1− xiu)

m−1∑
j=1

xju

1 + xju

(
1 +

m∏
i=j+1

1− xiu
1 + xiu

)
.

The generating function for the total numbers of (1, 0) and (1, 1) parity-
descents may be obtained in a manner analogous to the foregoing cases. The
corresponding results are stated below.

Theorem 3.9. We have

d

dz10
G(u)

∣∣∣∣
z00=z01=z10=z11=1

=
1

2

∑
m≥2

xmu∏m
i=1(1− xiu)

m−1∑
j=1

xju

1 + xju

(
1−

m∏
i=j+1

1− xiu
1 + xiu

)
,



138 A. Blecher et al.

d

dz11
G(u)

∣∣∣∣
z00=z01=z10=z11=1

=
1

2

∑
m≥2

xmu∏m
i=1(1− xiu)

m−1∑
j=1

x2ju2

1 + xju

(
1 +

m∏
i=j+1

1− xiu
1 + xiu

)
.

4. Asymptotics. In this section we consider the behavior of the average
number of occurrences of each statistic for large values of n.

Theorem 4.1. (i) The average number of (0, 0) parity-levels in a random
partition of n is given by
√

6n

4π

(
log

(
3n

2π2

)
+ 2γ − 2

)
+

3

4π2

(
π2 + 1 + log

(
6n

π2

))
+O

(
log n

n

)
.

(ii) The average number of (1, 1) parity-levels in a random partition of
n is given by

√
6n

2π

(
log

(
12n

π2

)
+ γ − 1

)
+

3

4π2

(
1 + log

(
6n

π2

))
+O

(
log n

n

)
.

Proof. (i) By Theorem 2.10 we have

(6)
d

dy00
F (1 | y00, y11)

∣∣∣∣
y00=y11=1

=

∞∏
n=1

1

1− xn
∞∑
n=1

x4n

1− x2n
.

Thus we can set F (x) =
∑

j≥1
x4j

1−x2j . So

F (e−t) =
∑
j≥1

(
1

e2jt − 1
− 1

e2jt

)
=

1

1− e2t
+
∑
j≥1

1

e2jt − 1
.

Note that the Mellin transform of this function is easily found to be
1
2s ζ

2(s)Γ (s), where ζ(s) is the zeta function and Γ (s) is the gamma func-
tion (see [5]). So with the help of the Mellin inversion formula (see [5]), the
asymptotic expansion around t = 0 is given by∑

j≥1

1

e2jt − 1
=

log(1/(2t)) + γ

2t
+

1

4
− t

72
+O(t3),

where γ is the Euler constant. Note that 1
1−e2t = −1

2t + 1
2 −

t
6 +O(t3). Thus,

the asymptotic expansion of F (e−t) around t = 0 is

F (e−t) =
log(1/t)

2t
+
γ − 1− log 2

2t
+

3

4
− 13t

72
+O(t3).

Hence, by [7, Theorem 2.3] with a = 1/2 and b = −1, we complete the proof.
(ii) To prove the second part we observe that Theorem 2.10 implies

(7)
d

dy11
F (1 | y00, y11)

∣∣∣∣
y00=y11=1

=
∞∏
n=1

1

1− xn
∞∑
n=1

x4n−2

1− x2n−1
.
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Thus we may set F (x) =
∑

j≥1
x4j−2

1−x2j−1 and obtain (ii) using a similar argu-

ment to the proof of (i).

We remark that we are presently unable to use our techniques to obtain
the average number of (s, t) parity-descents in a random partition of n for
all (a, b) ∈ {0, 1}2.

5. Series-product identities. We give two combinatorial identities
arising naturally from previous sections without further work. It might be
interesting to discover direct proofs of these identities.

The first identity below follows from (6) and Theorem 2.14 or (7), while
the second identity is a consequence of Theorem 2.16.

Theorem 5.1. We have

1

2

∑
m≥1

xm+1∏m+1
i=1 (1− xi)

m∑
j=1

(1− xj)
(

1−
∏m+1
i=j+1(1− xi)∏m+1
i=j+1(1 + xi)

)

=
∞∏
n=1

1

1− xn
∞∑
n=1

x4n

1− x2n
,

1

2

∑
m≥1

xm+1∏m+1
j=1 (1− xj)

m∑
j=1

(1− xj)
(

1 +

∏m+1
i=j+1(1− xi)∏m+1
i=j+1(1 + xi)

)

=

∞∏
n=1

1

1− xn
∞∑
n=1

x4n−2

1− x2n−1
.
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