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#### Abstract

In the paper we give an analogue of the Filippov Lemma for the fourth order differential inclusions


$$
\begin{equation*}
\mathcal{D} y=y^{\prime \prime \prime \prime}-\left(A^{2}+B^{2}\right) y^{\prime \prime}+A^{2} B^{2} y \in F(t, y), \tag{*}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0, \tag{**}
\end{equation*}
$$

where the matrices $A, B \in \mathbb{R}^{d \times d}$ are commutative and the multifunction $F:[0,1] \times \mathbb{R}^{d} \rightsquigarrow \operatorname{cl}\left(\mathbb{R}^{d}\right)$ is Lipschitz continuous in $y$ with a $t$-independent constant $l<\|A\|^{2}\|B\|^{2}$.

Main Theorem. Assume that $F:[0,1] \times \mathbb{R}^{d} \rightsquigarrow \mathrm{cl}\left(\mathbb{R}^{d}\right)$ is measurable in $t$ and integrably bounded. Let $y_{0} \in W^{4,1}$ be an arbitrary function satisfying (**) and such that

$$
d_{H}\left(\mathcal{D} y_{0}(t), F\left(t, y_{0}(t)\right)\right) \leq p_{0}(t) \text { a.e. in }[0,1] \text {, }
$$

where $p_{0} \in L^{1}[0,1]$. Then there exists a solution $y \in W^{4,1}$ of $\left({ }^{*}\right)$ with $\left({ }^{* *}\right)$ such that

$$
\begin{aligned}
\left|\mathcal{D} y(t)-\mathcal{D} y_{0}(t)\right| & \leq p_{0}(t)+l\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \\
\left|y(t)-y_{0}(t)\right| & \leq\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \text { a.e. in }[0,1],
\end{aligned}
$$

where

$$
Y_{4}(x, \alpha, \beta)=\frac{\alpha^{-1} \sinh (\alpha x)-\beta^{-1} \sinh (\beta x)}{\alpha^{2}-\beta^{2}}
$$

and $\alpha, \beta$ depend on $\|A\|,\|B\|$ and $l$.
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1. Introduction. The theory of ordinary differential operators $\mathcal{D}$ has been developed for many years and most of the facts are already discovered. However, the properties of the solution sets of differential inclusions

$$
\begin{equation*}
\mathcal{D} y \in F(t, y) \tag{1}
\end{equation*}
$$

in many situations have to be examined. Lately, we observe an increase of interest in this field, especially in the field of ordinary differential inclusions of higher order. In particular, there have been examined boundary value problems [21], [20], of the differential inclusions of Sturm-Liouville type [3], of Schrödinger type [4], of the $n$-th order of the form $y^{(n)}-\lambda y \in F(t, y)$ in [11] and of the second order $\mathcal{D} y=y^{\prime \prime}-A^{2} y \in F(t, y)$ [7].

In all known results concerning the existence and properties of solution sets to differential inclusions

$$
\begin{equation*}
y^{\prime} \in F(t, y) \tag{2}
\end{equation*}
$$

with the Lipschitz continuous right-hand sides, analogues of the Filippov Lemma (cf. [1], [2], [8], 9], [12], [10, [13], [14, [15], 17], [19], [22], [23], [24]) play the crucial role.

In this paper the attention is focused on the differential inclusions

$$
\begin{equation*}
\mathcal{D} y=y^{\prime \prime \prime \prime}-\left(A^{2}+B^{2}\right) y^{\prime \prime}+A^{2} B^{2} y \in F(t, y) \tag{3}
\end{equation*}
$$

where $F:[0,1] \times \mathbb{R}^{d} \rightsquigarrow \mathbb{R}^{d}$ is a multifunction and $\mathcal{D} y=y^{\prime \prime \prime \prime}-\left(A^{2}+B^{2}\right) y^{\prime \prime}+A^{2} B^{2} y$ is a matrix differential operator with nondegenerated and commutative matrices $A, B \in \mathbb{R}^{d \times d}$. For (3) we impose the initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 . \tag{4}
\end{equation*}
$$

By a solution of (3) with initial conditions (4) we mean a function $y \in W^{4,1}[0,1]$ satisfying (3) and (4). Our considerations are quite standard and elementary and the methods used are based on the differential equation (see [16])

$$
\mathcal{D} y=y^{\prime \prime \prime \prime}-\left(A^{2}+B^{2}\right) y^{\prime \prime}+A^{2} B^{2} y=f
$$

where $f \in L^{1}\left([0,1], \mathbb{R}^{d}\right)$. We present them in Section 2, while in Section 3 we formulate and demonstrate an analogue of the Filippov Lemma for the IVP (3) with (4).
2. An IVP for matrix fourth order ODE. Let $\left(\mathbb{R}^{d},|\cdot|\right)$ be a finite-dimensional normed space. By $L^{1}\left([0,1], \mathbb{R}^{d}\right)$ we mean the Banach space of Lebesgue integrable functions $u:[0,1] \rightarrow \mathbb{R}^{d}$ with the norm $\|u\|_{1}=\int_{[0,1]}|u(t)| d t$ and by

$$
V=\left\{y \in W^{4,1}\left([0,1], \mathbb{R}^{d}\right): y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0\right\}
$$

with the norm

$$
\|y\|_{V}=\left\|y^{\prime \prime \prime \prime}\right\|_{1} .
$$

Suppose we are given the function $f \in L^{1}\left([0,1], \mathbb{R}^{d}\right)$ and matrices $A, B \in \mathbb{R}^{d \times d}$. Through our paper we shall assume that the matrices $A, B \in \mathbb{R}^{d \times d}$ are nonsingular, commutative with nonsingular $A^{2}-B^{2}$.

Let us consider the differential equation

$$
\begin{equation*}
\mathcal{D} y=y^{\prime \prime \prime \prime}-\left(A^{2}+B^{2}\right) y^{\prime \prime}+A^{2} B^{2} y=f \tag{5}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \tag{6}
\end{equation*}
$$

By a solution we mean a function $y \in V$ satisfying (5) almost everywhere (a.e.) in $[0,1]$. Let

$$
\begin{aligned}
\Phi(t)=\Phi(t, A, B)=\left(A^{2}-B^{2}\right)^{-1}\left(A^{-1} \sinh (t A)\right. & \left.-B^{-1} \sinh (t B)\right) \\
& =\sum_{n=1}^{\infty} \frac{t^{2 n+1}}{(2 n+1)!}\left(\sum_{k=0}^{n-1} A^{2 k} B^{2 n-2 k-2}\right) .
\end{aligned}
$$

The convergence of the above series is understood in the norm

$$
\|A\|=\max _{i}\left[\sum_{j=1}^{d}\left|a_{i j}\right|\right]
$$

where the matrix $A=\left[a_{i j}\right] \in \mathbb{R}^{d \times d}$.
Since

$$
\begin{aligned}
\Phi^{\prime}(t) & =\left(A^{2}-B^{2}\right)^{-1}(\cosh (t A)-\cosh (t B)), \\
\Phi^{\prime \prime}(t) & =\left(A^{2}-B^{2}\right)^{-1}(A \sinh (t A)-B \sinh (t B)), \\
\Phi^{\prime \prime \prime}(t) & =\left(A^{2}-B^{2}\right)^{-1}\left(A^{2} \cosh (t A)-B^{2} \cosh (t B)\right), \\
\Phi^{\prime \prime \prime \prime}(t) & =\left(A^{2}-B^{2}\right)^{-1}\left(A^{3} \sinh (t A)-B^{3} \sinh (t B)\right),
\end{aligned}
$$

we have

$$
\begin{aligned}
& \Phi^{\prime \prime \prime \prime}(t)-\left(A^{2}+B^{2}\right) \Phi^{\prime \prime}(t)+A^{2} B^{2} \Phi(t) \\
& \begin{aligned}
&=\left(A^{2}-B^{2}\right)^{-1}\left(A^{3} \sinh (t A)-B^{3} \sinh (t B)-\left(A^{2}+B^{2}\right)(A \sinh (t A)-B \sinh (t B))\right. \\
&\left.+A^{2} B^{2}\left(A^{-1} \sinh (t A)-B^{-1} \sinh (t B)\right)\right)=0
\end{aligned}
\end{aligned}
$$

Moreover,

$$
\Phi(0)=\Phi^{\prime}(0)=\Phi^{\prime \prime}(0)=0, \quad \Phi^{\prime \prime \prime}(0)=I
$$

Therefore the function $\Phi$ is the Cauchy function for homogeneous (3). Using that function we obtain the following:

Proposition 1. The solution of (5) with the IC (6) is in convolution form

$$
y(t)=(\mathcal{R} f)(t)=(\mathcal{R}(A, B) f)(t)=(\Phi * f)(t)=\int_{0}^{t} \Phi(t-x) f(x) d x
$$

Proof. For each function $\varphi \in C^{1}\left([0,1], \mathbb{R}^{d \times d}\right)$ and $f \in L^{1}\left([0,1], \mathbb{R}^{d}\right)$ we have the formula

$$
\begin{equation*}
(\varphi * f)^{\prime}(t)=\left(\varphi^{\prime} * f\right)(t)+\varphi(0) f(t) \tag{7}
\end{equation*}
$$

Thus evaluating the derivatives we obtain

$$
\begin{aligned}
y^{\prime}(t) & =\left(\Phi^{\prime}(x) * f\right)(t)=\left(A^{2}-B^{2}\right)^{-1}((\cosh (x A)-\cosh (x B)) * f)(t), \\
y^{\prime \prime}(t)= & \left(\Phi^{\prime \prime}(x) * f\right)(t)=\left(A^{2}-B^{2}\right)^{-1}((A \sinh (x A)-B \sinh (x B)) * f)(t), \\
y^{\prime \prime \prime}(t) & =\left(\Phi^{\prime \prime \prime}(x) * f\right)(t)=\left(A^{2}-B^{2}\right)^{-1}\left(\left(A^{2} \cosh (x A)-B^{2} \cosh (x B)\right) * f\right)(t) \\
y^{\prime \prime \prime \prime}(t) & =\left(\Phi^{\prime \prime \prime \prime}(x) * f\right)(t)+f(t) \\
& \quad=\left(A^{2}-B^{2}\right)^{-1}\left(\left(A^{3} \sinh (x A)-B^{3} \sinh (x B)\right) * f\right)(t)+f(t) .
\end{aligned}
$$

Hence for all $t \in[0,1]$ we get

$$
\begin{aligned}
& y^{\prime \prime \prime \prime}(t)-\left(A^{2}+B^{2}\right) y^{\prime \prime}(t)+A^{2} B^{2} y(t) \\
& =\left(\Phi^{\prime \prime \prime \prime \prime}(x) * f\right)(t)+f(t)-\left(A^{2}+B^{2}\right)\left(\Phi^{\prime \prime}(x) * f\right)(t)+A^{2} B^{2}(\Phi(x) * f)(t) \\
& =\left(\left(\Phi^{\prime \prime \prime \prime}(x)-\left(A^{2}+B^{2}\right) \Phi^{\prime \prime}(x)+A^{2} B^{2} \Phi(x)\right) * f\right)(t)+f(t)=f(t)
\end{aligned}
$$

Checking the IC is straightforward.
For $d=1$ we obtain a particular case of (5). In this situation we have an IVP

$$
\begin{equation*}
\mathcal{D}_{0} y=y^{\prime \prime \prime \prime}-\left(a^{2}+b^{2}\right) y^{\prime \prime}+\left(a^{2} b^{2}\right) y=f \tag{8}
\end{equation*}
$$

with

$$
\begin{equation*}
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \tag{9}
\end{equation*}
$$

We assume that $a, b \neq 0$ and $a^{2} \neq b^{2}$. Extending the idea of M. Kourensky [18] we take principal fundamental solutions of (8) given by

$$
\begin{align*}
& Y_{4}(t)=Y_{4}(t, a, b)=\frac{a^{-1} \sinh (a t)-b^{-1} \sinh (b t)}{a^{2}-b^{2}}  \tag{10}\\
& Y_{3}(t)=Y_{3}(t, a, b)=Y_{4}^{\prime}(t)=\frac{\cosh (a t)-\cosh (b t)}{a^{2}-b^{2}}  \tag{11}\\
& Y_{2}(t)=Y_{2}(t, a, b)=Y_{4}^{\prime \prime}(t)=\frac{a \sinh (a t)-b \sinh (b t)}{a^{2}-b^{2}}  \tag{12}\\
& Y_{1}(t)=Y_{1}(t, a, b)=Y_{4}^{\prime \prime \prime}(t)=\frac{a^{2} \cosh (a t)-b^{2} \cosh (b t)}{a^{2}-b^{2}} . \tag{13}
\end{align*}
$$

Observe that $Y_{4}(t)$ has the Taylor expansion

$$
Y_{4}(t)=\sum_{n=1}^{\infty} \frac{\left(\sum_{k=0}^{n-1} a^{2 k} b^{2 n-2 k-2}\right)}{(2 n+1)!} t^{2 n+1} \geq 0
$$

and the latter means that $Y_{4}(t)$ is an analytic and nonnegative solution of $\mathcal{D}_{0} y=0$ with (9). Therefore the solution of (8) with (9) is

$$
\mathcal{R}_{0} f=Y_{4} * f
$$

Since $Y_{4}(t)=Y_{4}(t, a, b)$ is nonnegative, then the operator $\mathcal{R}_{0}=\mathcal{R}_{0}(a, b)$ is positive; i.e. $\mathcal{R}_{0} f \geq 0$ for $f \geq 0$.

As a conclusion of the previous considerations we obtain the following properties:

Proposition 2. Let $a=\|A\|$ and $b=\|B\|$. Then for $\mathcal{R}=\mathcal{R}(A, B)$ and $\mathcal{R}_{0}=\mathcal{R}_{0}(a, b)$ we have the relations:

1. $|\mathcal{R} f| \leq \mathcal{R}_{0}|f| \leq \mathcal{R}_{0} p$ for $|f| \leq p ;$
2. $\quad\left|(\mathcal{R} f)^{\prime}(t)\right| \leq\left(\mathcal{R}_{0}|f|\right)^{\prime}(t)$,
$\left|(\mathcal{R} f)^{\prime \prime}(t)\right| \leq\left(\mathcal{R}_{0}|f|\right)^{\prime \prime}(t)$,
$\left|(\mathcal{R} f)^{\prime \prime \prime}(t)\right| \leq\left(\mathcal{R}_{0}|f|\right)^{\prime \prime \prime}(t)$.
Proof. Since

$$
\Phi(t)=\sum_{n=1}^{\infty}\left(\sum_{k=0}^{n-1} A^{2 k} B^{2 n-2 k-2}\right) \frac{t^{2 n+1}}{(2 n+1)!}
$$

we have

$$
(\mathcal{R} f)(t)=\sum_{n=1}^{\infty}\left(\sum_{k=0}^{n-1} A^{2 k} B^{2 n-2 k-2}\right) \frac{1}{(2 n+1)!}\left(x^{2 n+1} * f\right)(t)
$$

Therefore

$$
\begin{aligned}
& |(\mathcal{R} f)(t)| \leq \sum_{n=1}^{\infty} \frac{1}{(2 n+1)!}\left(x^{2 n+1} *|f|\right)(t)\left(\sum_{k=0}^{n-1}\|A\|^{2 k}\|B\|^{2 n-2 k-2}\right) \\
& =\left(Y_{4} *|f|\right)(t)=\left(\mathcal{R}_{0}|f|\right)(t)
\end{aligned}
$$

Using the same arguments we obtain

$$
(\mathcal{R} f)^{\prime}(t)=\sum_{n=1}^{\infty} \frac{1}{(2 n)!}\left(\sum_{k=0}^{n-1} A^{2 k} B^{2 n-2 k-2}\right)\left(x^{2 n} * f\right)(t)
$$

and thus

$$
\begin{aligned}
&\left|(\mathcal{R} f)^{\prime}(t)\right| \leq \sum_{n=1}^{\infty} \frac{1}{(2 n)!}\left(x^{2 n} *|f|\right)(t)\left(\sum_{k=0}^{n-1}\|A\|^{2 k}\|B\|^{2 n-2 k-2}\right) \\
&=\left(Y_{3} *|f|\right)(t)=\left(\mathcal{R}_{0}|f|\right)^{\prime}(t)
\end{aligned}
$$

Similar calculation yields analogous inequalities for $\left|(\mathcal{R} f)^{\prime \prime}(t)\right|$ and $\left|(\mathcal{R} f)^{\prime \prime \prime}(t)\right|$.
For $u \in L^{1}([0,1])$ let us define recursively

$$
u^{(* 1)}=u, \quad u^{(* n)}=u * u^{(*(n-1))}, \quad n=2,3, \ldots
$$

LEMMA 3. Let $f \in L^{1}([0,1])$ and $Y_{4}(t, a, b)=\frac{a^{-1} \sinh (a t)-b^{-1} \sinh (b t)}{a^{2}-b^{2}}$, where $a, b \neq 0$ and $a^{2} \neq b^{2}$. Then for each $c \in \mathbb{R}$ with $|c|<a b$ the series $\sum_{n=1}^{\infty}|c|^{2 n}\left(Y_{4}^{(* n)}(\cdot, a, b) * f\right)(t)$ is absolutely and uniformly convergent and for

$$
z(t)=\sum_{n=1}^{\infty}|c|^{2 n}\left(Y_{4}^{(* n)}(\cdot, a, b) *|f|\right)(t)
$$

we have a uniform estimate

$$
z(t) \leq c^{2}\left(Y_{4}(\cdot, \alpha, \beta) *|f|\right)(t)
$$

where

$$
\begin{aligned}
& \alpha=\frac{\sqrt{a^{2}+b^{2}+2 \sqrt{a^{2} b^{2}-c^{2}}+\sqrt{a^{2}+b^{2}-2 \sqrt{a^{2} b^{2}-c^{2}}}}}{2}, \\
& \beta=\frac{\sqrt{a^{2}+b^{2}+2 \sqrt{a^{2} b^{2}-c^{2}}}-\sqrt{a^{2}+b^{2}-2 \sqrt{a^{2} b^{2}-c^{2}}}}{2} .
\end{aligned}
$$

Proof. Consider for each $k=1,2, \ldots$ the $k$-th partial sum

$$
z_{k}(t)=\sum_{n=1}^{k} c^{2 n}\left(Y_{4}^{(* n)}(\cdot, a, b) *|f|\right)(t) .
$$

Then we have

$$
\begin{aligned}
z_{k}(t) & =c^{2}\left(Y_{4}(\cdot, a, b) *\left(\sum_{n=1}^{k-1} c^{2 n}\left(Y_{4}^{(* n)}(\cdot, a, b) *|f|\right)+|f|\right)\right)(t) \\
& =c^{2}\left(Y_{4}(\cdot, a, b) *\left(z_{k}-c^{2 k}\left(Y_{4}^{(* k)}(\cdot, a, b) *|f|\right)+|f|\right)\right)(t)
\end{aligned}
$$

with

$$
z_{k}(0)=z_{k}^{\prime}(0)=z_{k}^{\prime \prime}(0)=z_{k}^{\prime \prime \prime}(0)=0
$$

Hence

$$
\begin{aligned}
z_{k}^{\prime \prime \prime \prime}(t)-\left(a^{2}+b^{2}\right) z_{k}^{\prime \prime}(t) & +\left(a^{2} b^{2}\right) z_{k}(t) \\
& =c^{2}\left(z_{k}-c^{2 k}\left(Y_{4}^{(* k)}(\cdot, a, b) *|f|\right)+|f|\right)(t) \leq c^{2} z_{k}(t)+c^{2}|f(t)|
\end{aligned}
$$

In other words

$$
\begin{equation*}
z_{k}^{\prime \prime \prime \prime}(t)-\left(a^{2}+b^{2}\right) z_{k}^{\prime \prime}(t)+\left(a^{2} b^{2}-c^{2}\right) z_{k}(t)=g(t) \leq c^{2}|f(t)| . \tag{14}
\end{equation*}
$$

Let

$$
\begin{aligned}
& \alpha=\frac{\sqrt{a^{2}+b^{2}+2 \sqrt{a^{2} b^{2}-c^{2}}+\sqrt{a^{2}+b^{2}-2 \sqrt{a^{2} b^{2}-c^{2}}}}}{2}, \\
& \beta=\frac{\sqrt{a^{2}+b^{2}+2 \sqrt{a^{2} b^{2}-c^{2}}}-\sqrt{a^{2}+b^{2}-2 \sqrt{a^{2} b^{2}-c^{2}}}}{2}
\end{aligned}
$$

be solutions of the system

$$
\left\{\begin{array}{l}
\alpha^{2}+\beta^{2}=a^{2}+b^{2} \\
\alpha^{2} \beta^{2}=a^{2} b^{2}-c^{2}
\end{array}\right.
$$

Hence (14) can be read as

$$
z_{k}^{\prime \prime \prime \prime}(t)-\left(\alpha^{2}+\beta^{2}\right) z_{k}^{\prime \prime}(t)+\left(\alpha^{2} \beta^{2}\right) z_{k}(t)=g(t) \leq c^{2}|f(t)|
$$

Therefore for each $k=1,2, \ldots$ we have

$$
z_{k}(t)=\left(Y_{4}(\cdot, \alpha, \beta) * g\right)(t) \leq c^{2}\left(Y_{4}(\cdot, \alpha, \beta) *|f|\right)(t)
$$

Passing to the limit with $k \rightarrow \infty$ we obtain the required estimate.
Corollary 4. The series $\sum_{n=1}^{\infty} c^{2 n}(\Phi(\cdot, A, B) * f)$ is for $|c|<\|A\|\|B\|$ strongly convergent in $V$.
3. A Filippov Lemma. Consider an IVP problem

$$
\begin{gather*}
\mathcal{D} y \in F(t, y)  \tag{15}\\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \tag{16}
\end{gather*}
$$

By a solution of with initial conditions we mean a function $y \in V$ satisfying (15). We shall pose the following assumptions on $F:[0,1] \times \mathbb{R}^{d} \rightsquigarrow c\left(\mathbb{R}^{d}\right)$, where $c\left(\mathbb{R}^{d}\right)$ stands for the family of all nonempty compact subsets of $\mathbb{R}^{d}$ :
Condition 1. For every $y \in \mathbb{R}^{d}$ the multifunction $F(\cdot, y)$ is Lebesgue measurable in $t$.
Condition 2. The multifunction $F(t, \cdot)$ is Lipschitz continuous in $y$ with a constant $l$, i.e. for every $y_{1}, y_{2} \in \mathbb{R}^{n}$ the inequality

$$
d_{H}\left(F\left(t, y_{1}\right), F\left(t, y_{2}\right)\right) \leq l\left|y_{1}-y_{2}\right|
$$

holds for a.a. $t \in[0,1]$, where $d_{H}(K, L)$ stands for the Hausdorff distance between sets $K, L \in c\left(\mathbb{R}^{d}\right)$.
Condition 3. The multivalued mapping $t \mapsto F(t, 0)$ is integrably bounded by a function $\gamma \in L^{1}[0,1]$, i.e.

$$
\sup \{|z|: z \in F(t, 0)\} \leq \gamma(t) \text { a.e. in }[0,1] .
$$

The main result of the paper is the following.
Theorem 5. Assume that $F:[0,1] \times \mathbb{R}^{d} \rightsquigarrow c\left(\mathbb{R}^{d}\right)$ satisfies Conditions 1,2 and 3 with $l<\|A\|^{2}\|B\|^{2}$. Let $y_{0} \in V$ be an arbitrary function with $y_{0}(0)=y_{0}^{\prime}(0)=y_{0}^{\prime \prime}(0)=$ $y_{0}^{\prime \prime \prime}(0)=0$ such that

$$
\operatorname{dist}\left(\mathcal{D} y_{0}(t), F\left(t, y_{0}(t)\right)\right) \leq p_{0}(t) \text { a.e. in }[0,1]
$$

where $p_{0} \in L^{1}[0,1]$. Then there exists a solution $y \in V$ of 15 such that

$$
\begin{equation*}
\left|\mathcal{D} y(t)-\mathcal{D} y_{0}(t)\right| \leq p_{0}(t)+l\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \text { a.e. in }[0,1] \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|y(t)-y_{0}(t)\right| \leq\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \text { a.e. in }[0,1], \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\frac{\sqrt{\|A\|^{2}+\|B\|^{2}+2 \sqrt{\|A\|^{2}\|B\|^{2}-l}}+\sqrt{\|A\|^{2}+\|B\|^{2}-2 \sqrt{\|A\|^{2}\|B\|^{2}-l}}}{2}  \tag{19}\\
& \beta=\frac{\sqrt{\|A\|^{2}+\|B\|^{2}+2 \sqrt{\|A\|^{2}\|B\|^{2}-l}}-\sqrt{\|A\|^{2}+\|B\|^{2}-2 \sqrt{\|A\|^{2}\|B\|^{2}-l}}}{2} .
\end{align*}
$$

Proof. Recall that from [7] it follows that for any $y \in V$ the multivalued mapping $t \mapsto F(t, y(t))$ is measurable with compact values and integrably bounded by $\gamma(t)+l|y(t)|$, i.e.

$$
\begin{equation*}
\sup \{|z|: z \in F(t, y(t))\} \leq \gamma(t)+l|y(t)| \text { a.e. in }[0,1] \tag{20}
\end{equation*}
$$

Take any $u \in L^{1}\left([0,1], \mathbb{R}^{d}\right)$ and let

$$
y=\mathcal{R} u=\mathcal{R}(A, B) u=\Phi * u
$$

where

$$
\Phi(t)=\left(A^{2}-B^{2}\right)^{-1}\left(A^{-1} \sinh (t A)-B^{-1} \sinh (t B)\right)
$$

be the unique solution $y \in V$ of

$$
\mathcal{D} y=u
$$

with homogeneous initial conditions. Let

$$
\mathcal{K}(u)=\left\{f \in L^{1}\left([0,1], \mathbb{R}^{d}\right): f(t) \in F(t,(\mathcal{R} u)(t)) \text { a.e. in }[0,1]\right\} .
$$

Since $\mathcal{R} u \in V \subset L^{1}\left([0,1], \mathbb{R}^{d}\right)$, by 20 each $\mathcal{K}(u)$ is nonempty. Moreover, for every $u, v \in L^{1}\left([0,1], \mathbb{R}^{d}\right)$ and any $f \in \mathcal{K}(u)$ there is a $g \in \mathcal{K}(v)$ such that

$$
\begin{align*}
|f(t)-g(t)| & =d_{H}(F(t,(\mathcal{R} u)(t)), F(t,(\mathcal{R} v)(t))) \\
& \leq l(|\mathcal{R} u-\mathcal{R} v|)(t) \leq l\left(\mathcal{R}_{0}(\|A\|,\|B\|)|u-v|\right)(t)  \tag{21}\\
& \leq l\left(\mathcal{R}_{0}(\|A\|,\|B\|) p_{0}\right)(t) \text { a.e. in }[0,1] .
\end{align*}
$$

In what follows we shall adopt the Filippov technique with necessary changes. Starting with $y_{0}=\mathcal{R} u_{0}$ we can choose such $u_{1} \in \mathcal{K}\left(u_{0}\right)$ that

$$
\left|u_{0}(t)-u_{1}(t)\right|=\left|\left(\mathcal{D} y_{1}\right)(t)-\left(\mathcal{D} y_{0}\right)(t)\right| \leq p_{0}(t) \text { a.e. in }[0,1]
$$

where $y_{1}=\mathcal{R} u_{1}$. Hence for all $t \in[0,1]$ we have

$$
\left|y_{0}(t)-y_{1}(t)\right|=\left|\left(\Phi *\left(u_{0}-u_{1}\right)\right)(t)\right| \leq\left(Y_{4}(\cdot,\|A\|,\|B\|) * p_{0}\right)(t) .
$$

Now the relation (21) yields

$$
d_{H}\left(\left(\mathcal{D} y_{1}\right)(t), F\left(t, y_{1}(t)\right)\right) \leq l\left(Y_{4}(\cdot,\|A\|,\|B\|) * p_{0}\right)(t) \text { a.e. in }[0,1] .
$$

We now may pick up $y_{2}=\mathcal{R} u_{2} \in V$ such that $u_{2}=\mathcal{D} y_{2} \in \mathcal{K}\left(u_{1}\right)$ and

$$
\left|\left(\mathcal{D} y_{2}\right)(t)-\left(\mathcal{D} y_{1}\right)(t)\right| \leq l\left(Y_{4}(\cdot,\|A\|,\|B\|) * p_{0}\right)(t) \text { a.e. in }[0,1]
$$

Therefore for all $t \in[0,1]$

$$
\left|y_{2}(t)-y_{1}(t)\right| \leq l\left(Y_{4}^{(* 2)}(\cdot,\|A\|,\|B\|) * p_{0}\right)(t)
$$

The latter together with 21) yields

$$
d_{H}\left(\left(\mathcal{D} y_{2}\right)(t), F\left(t, y_{2}(t)\right)\right) \leq l^{2}\left(Y_{4}^{(* 2)}(\cdot,\|A\|,\|B\|) * p_{0}\right) \text { a.e. in }[0,1] .
$$

Continuing this procedure by mathematical induction we can find for $n=1,2,3, \ldots$ a sequence $u_{n+1} \in \mathcal{K}\left(u_{n}\right)$ such that for $y_{n+1}=\mathcal{R} u_{n+1} \in V$

$$
\left|\mathcal{D} y_{n+1}(t)-\mathcal{D} y_{n}(t)\right| \leq l^{n}\left(Y_{4}^{(* n)}(\cdot,\|A\|,\|B\|) * p_{0}\right) \text { a.e. in }[0,1]
$$

Hence

$$
\left|y_{n+1}(t)-y_{n}(t)\right| \leq l^{n}\left(Y_{4}^{(*(n+1))}(\cdot,\|A\|,\|B\|) * p_{0}\right) \text { a.e. in }[0,1]
$$

and therefore by 21)

$$
d_{H}\left(u_{n+1}(t), F\left(t,\left(\mathcal{R}\left(u_{n+1}\right)\right)(t)\right)\right) \leq l^{n+1}\left(Y_{4}^{(*(n+1))}(\cdot,\|A\|,\|B\|) * p_{0}\right) \text { a.e. in }[0,1] .
$$

Let

$$
\varphi(t)=\sum_{n=1}^{\infty} l^{n}\left(Y_{4}^{(* n)}(\cdot,\|A\|,\|B\|) * p_{0}\right)
$$

By Lemma 3 we have an estimate

$$
\begin{equation*}
\varphi(t) \leq l\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \tag{22}
\end{equation*}
$$

where $\alpha$ and $\beta$ are given by formulas 19 . Thus $\varphi$ is continuous and hence integrable. Moreover, for $n=0,1,2, \ldots$ and $m=1,2, \ldots$ we have

$$
\begin{align*}
\left|\mathcal{D} y_{n+m}(t)-\mathcal{D} y_{n}(t)\right| & \leq \sum_{k=n}^{n+m-1} l^{k}\left(Y_{4}^{(* k)}(\cdot,\|A\|,\|B\|) * p_{0}\right) \\
& \leq \sum_{k=n}^{\infty} l^{k}\left(Y_{4}^{(* k)}(\cdot,\|A\|,\|B\|) * p_{0}\right) \leq p_{0}(t)+\varphi(t) \text { a.e. in }[0,1] . \tag{23}
\end{align*}
$$

Hence

$$
\begin{equation*}
\left|y_{n+m}(t)-y_{n}(t)\right| \leq \sum_{k=n}^{\infty} l^{k}\left(Y_{4}^{(*(k+1))}(\cdot,\|A\|,\|B\|) * p_{0}\right) \leq \frac{\varphi(t)}{l} \text { a.e. in }[0,1] \tag{24}
\end{equation*}
$$

Therefore the sequences $\left\{u_{n}\right\} \subset L^{1}\left([0,1], \mathbb{R}^{n}\right)$ and $\left\{y_{n}\right\}=\left\{\mathcal{R} u_{n}\right\} \subset V$ are convergent pointwisely and, by the Lebesgue Dominated Convergence Theorem, strongly. Let

$$
\lim \mathcal{D} y_{n}=\mathcal{D} y
$$

Thus

$$
\lim y_{n}=y
$$

For each $n=0,1,2, \ldots$

$$
\left(\mathcal{D} y_{n+1}\right)(t) \in F\left(t, y_{n}(t)\right) \text { a.e. in }[0,1]
$$

and each $F(t, \cdot)$ is Lipschitz continuous, hence $y$ is a solution of 15 . We shall check that it is the required one. Indeed, taking $n=0$ in (23), 24) and passing to the limit with $m \rightarrow \infty$ we obtain a.e. in $[0,1]$

$$
\left|\mathcal{D} y(t)-\mathcal{D} y_{0}(t)\right| \leq p_{0}(t)+\varphi(t)
$$

and

$$
\left|y(t)-y_{0}(t)\right| \leq \frac{\varphi(t)}{l}
$$

Hence, by $[22)$, we have a.e. in $[0,1]$ the estimates

$$
\begin{aligned}
\left|\mathcal{D} y(t)-\mathcal{D} y_{0}(t)\right| & \leq p_{0}(t)+l\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t) \text { a.e. in }[0,1](t) \\
\left|y(t)-y_{0}(t)\right| & \leq\left(Y_{4}(\cdot, \alpha, \beta) * p_{0}\right)(t)
\end{aligned}
$$

which ends the proof.
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