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#### Abstract

This paper consists of two parts. The first part is devoted to the study of continuous diagrams and their connections with the boolean convolution. In the second part we investigate the rectangular Young diagrams and respective discrete measures. We recall the definition of Kerov's $\alpha$-transformation of diagrams, define the $\alpha$-transformation of finitely supported discrete measures and generalize the notion of the $\alpha$-transformation.


1. Introduction. In the paper [K1] Kerov proved that there a exists $1-1$ correspondence between compactly supported probability measures on the real line and a generalization of Young diagrams, called continuous diagrams. He also studied Young graphs and considered the asymptotics of random growth of Young diagrams and related Markov process. In another paper [K3] Kerov defined a new transformation of Young diagrams, connected with a special dilation on $\mathbb{R}^{2}$. Because of the 1-1 correspondence between finitely supported discrete probability measures on the real line and rectangular Young diagrams, see [K1], we are able to define a corresponding transformation of such measures. We will call it the $\alpha$-transformation.

In Section 2 we recall the necessary notions of rectangular and continuous diagrams along with the definitions of transition and co-transition measures.

In Section 3 we deal with the boolean convolution. The main subject of this section is the study of a correspondence between the boolean convolution and Young diagrams. We define the co-transition measure for continuous diagrams and show that the boolean convolution of compactly supported probability measures coincides with addition of centers of diagrams and addition of co-transition measures.

[^0]In Section 4 we calculate the explicit formulae for the interlacing sequences associated with the $\alpha$-transformed rectangular diagram. Namely, we obtain the following formulae

$$
\begin{aligned}
& x_{k}(\alpha)=\alpha x_{k}+(1-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c \\
& y_{k}(\alpha)=\alpha y_{k}+(1-\alpha) \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

where $c=\sum_{k=1}^{n} x_{k}-\sum_{k=1}^{n-1} y_{k}$.
In Section 5 we extend the definition of the $\alpha$-transformation to discrete finitely supported measures and show that the $\alpha$-transformation commutes with dilation of measures.

In Section 6 we define a generalization of the $\alpha$-transformation, called the $\beta, \alpha$ transformation, and obtain similar results for that new transformation.
2. Interlacing sequences and Young diagrams. We will consider sequences $y_{1}, \ldots$ $\ldots, y_{n-1}$ and $x_{1}, x_{2}, \ldots, x_{n}$. Recall that two sequences are called interlacing if

$$
x_{1}<y_{1}<x_{2}<\ldots<y_{n-1}<x_{n}
$$

and the number

$$
c=\sum_{k=1}^{n} x_{k}-\sum_{k=1}^{n-1} y_{k}
$$

is called the center of interlacing sequences. With every pair of interlacing sequences we can uniquely associate a piecewise linear continuous function $\omega$, called a rectangular Young diagram.

Definition 1. A piecewise linear continuous function $\omega=\omega_{\left(x_{i}, y_{i}\right)}$ is called a rectangular diagram connected with the interlacing sequences $y_{1}, \ldots, y_{n-1}$ and $x_{1}, \ldots, x_{n}$ if

$$
\begin{aligned}
& \omega^{\prime}(u)= \begin{cases}+1 & \text { if } x_{k}<u<y_{k}, \quad k=1,2, \ldots, n \\
-1 & \text { if } y_{k}<u<x_{k+1}, \quad k=1,2, \ldots, n-1,\end{cases} \\
& \omega(u)=|u-c| \text { if } u<x_{1} \text { or } u>x_{n}
\end{aligned}
$$

The number

$$
A=\sum_{i<j}\left(y_{i}-x_{i}\right)\left(x_{j}-y_{j-1}\right)
$$

is called the area of the diagram connected with these sequences. We denote the set of such diagrams by $\mathcal{D}_{0}$.

Definition 1 implies that

$$
\begin{aligned}
& \omega\left(x_{k}\right)=\sum_{i=1}^{k-1}\left(y_{i}-x_{i}\right)+\sum_{i=k}^{n-1}\left(x_{i+1}-y_{i}\right) \\
& \omega\left(y_{k}\right)=\sum_{i=1}^{k}\left(y_{i}-x_{i}\right)+\sum_{i=k}^{n-1}\left(x_{i+1}-y_{i}\right)
\end{aligned}
$$

see [K1, K3] for proof. The above relations could be rewritten as

$$
\begin{align*}
& \omega\left(x_{k}\right)=c-x_{k}+2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)  \tag{1}\\
& \omega\left(y_{k}\right)=c-y_{k}+2 \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)
\end{align*}
$$

A true Young diagram $\Lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)$, which corresponds to some irreducible representation of the symmetric group $S_{q}$, with $q=\lambda_{1}+\ldots \lambda_{m}$, is uniquely determined by the following conditions:

1. $c=0$,
2. $x_{k} \in \mathbb{Z}$ and $y_{l} \in \mathbb{Z}$ for $k=1,2, \ldots, n$ and $l=1,2, \ldots, n-1$.

We also consider a discrete probability measure

$$
\mu=\sum \mu_{k} \delta_{x_{k}}, \quad \text { where } \quad \mu_{k}=\frac{\prod_{j}\left(x_{k}-y_{j}\right)}{\prod_{j \neq k}\left(x_{k}-x_{j}\right)},
$$

which is called the transition measure of the rectangular diagram $\omega_{\left(x_{i}, y_{i}\right)}$ connected with the interlacing sequences $y_{1}, \ldots, y_{n-1}$ and $x_{1}, \ldots, x_{n}$.

Let $G_{\mu}(z)$ be the Cauchy transform of the measure $\mu$,

$$
\begin{equation*}
G_{\mu}(z)=\sum \frac{\mu_{k}}{z-x_{k}}=\frac{\prod_{j}\left(z-y_{j}\right)}{\prod_{j}\left(z-x_{j}\right)} \tag{2}
\end{equation*}
$$

and $M_{\mu}(z)$ be the moment generating function of $\mu$,

$$
M_{\mu}(z)=\sum_{j=0}^{\infty} m_{\mu}(j) z^{j}, \quad \text { where } \quad m_{\mu}(j)=\sum x_{k}^{j} \mu_{k}
$$

Then we have

$$
\begin{equation*}
G_{\mu}(z)=\frac{1}{z} M_{\mu}\left(\frac{1}{z}\right) \tag{3}
\end{equation*}
$$

Another distribution associated with a pair of interlacing sequences, called the cotransition distribution, arises from the decomposition

$$
\begin{equation*}
\frac{1}{G_{\mu}(z)}=\frac{\left(z-x_{1}\right)\left(z-x_{2}\right) \ldots\left(z-x_{n}\right)}{\left(z-y_{1}\right) \ldots\left(z-y_{n-1}\right)}=z-c-\sum_{k=1}^{n-1} \frac{\nu_{k}}{z-y_{k}} \tag{4}
\end{equation*}
$$

where $c=c\left(\omega_{\mu}\right)$ is equal to the center of the diagram $\omega$ and $\sum \nu_{k}=A$ equals the area of this diagram [K1]. Moreover

$$
\nu_{k}=-\frac{\prod_{i}\left(y_{k}-x_{i}\right)}{\prod_{i \neq k}\left(y_{k}-y_{i}\right)}
$$

and

$$
x_{1}<y_{1}<x_{2}<\ldots<x_{n-1}<y_{n-1}<x_{n} \quad \Leftrightarrow \quad \nu_{1}, \ldots, \nu_{n-1}>0 .
$$

We are going to consider the following generalization of rectangular diagrams:

Definition 2. A continuous diagram is any function $\omega: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\left|\omega\left(u_{1}\right)-\omega\left(u_{2}\right)\right| \leq\left|u_{1}-u_{2}\right|
$$

and for some $c \in \mathbb{R}$ and sufficiently large $|u|$

$$
\omega(u)=|u-c| .
$$

The number $c$ is called the center of a diagram $\omega$, and the area $A$ of such a diagram is defined as

$$
A=\frac{1}{2} \int_{\mathbb{R}}(\omega(u)-|u-c|) d u
$$

We denote the set of such diagrams by $\mathcal{D}$.
To every diagram $\omega \in \mathcal{D}$ we associate a probability distribution $\mu=\mu_{\omega}$ which we call the transition distribution of $\omega$. The measure $\mu$ is defined by the identity [K1, K2, K3]

$$
\frac{1}{z} \exp \frac{1}{2} \int_{\mathbb{R}} \frac{d(\omega(x)-|x|)}{x-z}=\int_{\mathbb{R}} \frac{d \mu(x)}{z-x}=G_{\mu}(z)
$$

where $G_{\mu}(z)=\int_{\mathbb{R}} \frac{d \mu(x)}{z-x}$ is the Cauchy transform of the measure $\mu$.
Kerov proved the following theorem:
Theorem 1 ([K1]). For any diagram $\omega \in \mathcal{D}$ its transition measure exists and is unique and compactly supported. The measure $\mu_{\omega}$ is finitely supported if and only if the diagram $\omega$ is rectangular.

We will also use the following lemma, see [K2] for proof.
Lemma 2. Let $\mu$ be the transition measure associated with the diagram $\omega$. Let $c$ be the center of $\omega$ and $A$ its area. Then

$$
c=m_{\mu}(1), \quad A=m_{\mu}(2)-\left(m_{\mu}(1)\right)^{2} .
$$

This means that the center of diagram $\omega$ is equal to the mean of its transition measure $\mu$ and the area equals the variance of this measure.

Because the transition measure of continuous diagrams is a generalization of the transition measure of rectangular diagrams, see [K1], we are going to extend the notion of co-transition measure (4) to continuous diagrams. First we recall a lemma proved by Maassen ([Maa], see also [Ak]) which characterizes the reciprocals of the Cauchy transforms of measures with finite variance:

Lemma 3. A holomorphic function $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is the reciprocal of the Cauchy transform of a measure $\mu$ with finite second moment if and only if there exists a positive finite measure $\rho$ on $\mathbb{R}$ such that

$$
F(z)=z-\alpha_{0}-\int_{\mathbb{R}} \frac{d \rho(x)}{z-x}
$$

where $\alpha_{0} \in \mathbb{R}$ is the first moment of the measure $\mu$.
Using the above lemma, let us define the co-transition measure of continuous diagrams.

Definition 3. The co-transition measure $\nu$ of continuous diagram $\omega$ is defined by the requirement

$$
\begin{equation*}
\frac{1}{G_{\mu}(z)}=z-c-\int_{\mathbb{R}} \frac{d \nu(x)}{z-x} \tag{5}
\end{equation*}
$$

where $c$ is a center of $\omega, \mu$ is the transition measure of $\omega$ and $G_{\mu}(z)$ is its Cauchy transform. The co-transition measure of the diagram is positive but not necessarily a probability measure.
3. Boolean convolution. For compactly supported probability measures $\mu, \nu$ their boolean convolution $\mu \uplus \nu$ is defined by the requirement

$$
R_{\mu \uplus \nu}^{B}(z)=R_{\mu}^{B}(z)+R_{\nu}^{B}(z)
$$

where

$$
\begin{equation*}
\frac{1}{G_{\mu}(z)}=z-R_{\mu}^{B}\left(\frac{1}{z}\right) \tag{6}
\end{equation*}
$$

see [SW]. The function $R_{\mu}^{B}(z)$ is called the boolean cumulant transform and it can be written as

$$
R_{\mu}^{B}(z)=\sum_{n=1}^{\infty} R_{\mu}^{B}(n) z^{n-1}
$$

The coefficients $R_{\mu}^{B}(n)$ are called the boolean cumulants. On the level of Cauchy transforms the boolean convolution is equivalent to the formula

$$
\begin{align*}
\frac{1}{G_{\mu \uplus \nu}(z)} & =\frac{1}{G_{\mu}(z)}+\frac{1}{G_{\nu}(z)}-z  \tag{7}\\
G_{\mu \uplus \nu}(z) & =\frac{G_{\mu}(z) G_{\nu}(z)}{G_{\mu}(z)+G_{\nu}(z)-z G_{\mu}(z) G_{\nu}(z)}
\end{align*}
$$

Example 1. We are going to calculate the rectangular diagram $\omega$ corresponding to the symmetric two-point measure

$$
\mu=\frac{1}{2}\left(\delta_{-a}+\delta_{a}\right)
$$

We get the following diagram

$$
\omega_{\mu}(x)= \begin{cases}-x & \text { if } x \leq-a \\ x+2 a & \text { if }-a<x \leq 0 \\ -x+2 a & \text { if } 0<x \leq a \\ x & \text { if } a \leq x\end{cases}
$$

Let $\nu$ be also a symmetric two point measure $\nu=\frac{1}{2}\left(\delta_{-b}+\delta_{b}\right)$. Because

$$
G_{\mu}(z)=\frac{z}{(z+a)(z-a)}, \quad G_{\nu}(z)=\frac{z}{(z+b)(z-b)}
$$

for $\mu \uplus \nu$ we have

$$
G_{\mu \uplus \nu}(z)=\frac{1}{2}\left(\frac{1}{z-\sqrt{a^{2}+b^{2}}}+\frac{1}{z+\sqrt{a^{2}+b^{2}}}\right) .
$$

This means that for the boolean convolution $\mu \uplus \nu$ we get the following diagram

$$
\omega_{\mu \uplus \nu}(x)= \begin{cases}-x & \text { if } x \leq-\sqrt{a^{2}+b^{2}} \\ x+2 \sqrt{a^{2}+b^{2}} & \text { if }-\sqrt{a^{2}+b^{2}}<x \leq 0, \\ -x+2 \sqrt{a^{2}+b^{2}} & \text { if } 0<x \leq \sqrt{a^{2}+b^{2}}, \\ x & \text { if } \sqrt{a^{2}+b^{2}} \leq x .\end{cases}
$$



Fig. 1. Diagram corresponding to the $\frac{1}{2}\left(\delta_{-1}+\delta_{1}\right) \uplus \frac{1}{2}\left(\delta_{-2}+\delta_{2}\right)$
Let us also note that the first boolean cumulant $R_{\mu}^{B}(1)$ equals the first moment of the measure $\mu$ and the second cumulant $R_{\mu}^{B}(2)$ is equal to the variance of this measure. This means that from Lemma 2 we get the following corollaries:
Corollary 1. The diagram connected with the boolean convolution $\mu \uplus \nu$ of measures $\mu, \nu$ has center at the point which is equal to the sum of the centers of the diagrams related to the measures $\mu$ and $\nu$.

Corollary 2. The area of the diagram associated with the measure $\mu \uplus \nu$ is equal to the sum of the areas of the diagrams connected with the measures $\mu$ and $\nu$.

Let $\mu, \rho$ be compactly supported measures. By definition of the co-transition measure (5) we obtain

$$
R_{\mu}^{B}\left(\frac{1}{z}\right)=z-\left(z-m_{\mu}(1)-\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)}{z-x}\right)=m_{\mu}(1)+\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)}{z-x}
$$

or, in the discrete case

$$
R_{\mu}^{B}\left(\frac{1}{z}\right)=c+\sum_{k=1}^{n-1} \frac{\nu_{k}}{z-y_{k}} .
$$

This means that

$$
R_{\mu}^{B}(z)=m_{\mu}(1)+\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)}{\frac{1}{z}-x}
$$

Using the definition of the boolean convolution (6) we obtain

$$
\begin{aligned}
R_{\mu \uplus \rho}^{B}(z) & =R_{\mu}^{B}(z)+R_{\rho}^{B}(z)=m_{\mu}(1)+\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)}{\frac{1}{z}-x}+m_{\rho}(1)+\int_{\mathbb{R}} \frac{d \nu_{\rho}(x)}{\frac{1}{z}-x} \\
& =m_{\mu}(1)+m_{\rho}(1)+\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)+d \nu_{\rho}(x)}{\frac{1}{z}-x}=c_{\mu}+c_{\rho}+\int_{\mathbb{R}} \frac{d \nu_{\mu}(x)+d \nu_{\rho}(x)}{\frac{1}{z}-x} .
\end{aligned}
$$

In terms of the Cauchy transform the above formula is equivalent to

$$
\frac{1}{G_{\mu \uplus \rho}(z)}=z-\left(c_{\mu}+c_{\rho}\right)-\int_{\mathbb{R}} \frac{d\left(\nu_{\mu}(x)+\nu_{\rho}(x)\right)}{z-x} .
$$

Thus we have the following
Theorem 4. Let $\mu, \rho$ be compactly supported probability measures and let their diagrams have centers at $c_{\mu}, c_{\rho}$ and co-transition measures $\nu_{\mu}, \nu_{\rho}$. Then the diagram related to the measure $\mu \uplus \rho$ has its center at $c_{\mu}+c_{\rho}$ and it is uniquely determined by the co-transition measure $\nu_{\mu}+\nu_{\rho}$.
4. The $\alpha$-transformation of diagrams. In this section we will only consider the rectangular diagrams.

Definition 4. Let $\omega$ be a rectangular diagram connected with the interlacing sequences $y_{1}, y_{2}, \ldots, y_{n-1}$ and $x_{1}, x_{2}, \ldots, x_{n}$. The $\alpha$-transformation $\mathcal{T}_{\alpha}$ of the diagram $\omega$ is the diagram $\omega^{\alpha}$ which is equal to $\omega$ scaled by $\alpha$ along lines which are parallel to the line $y=-x$. The diagram $\omega^{\alpha}$ is connected with the sequences $y_{1}(\alpha), \ldots, y_{n-1}(\alpha)$ and $x_{1}(\alpha), \ldots, x_{n}(\alpha)$, its center is equal to the center of $\omega$ and its area equals $\alpha A$, where $A$ is the area of $\omega$.

Remark 1. That transformation for true Young diagrams was considered by Kerov in [K3]. He gave formulae for the dimension of $\Lambda^{\alpha}$, called the $\alpha$-hook formula, and showed connections with Jack polynomials and symmetric functions, see [Mac].

First we are going to reformulate the above definition more formally.
Lemma 5. Let $\omega$ be a rectangular diagram connected with the interlacing sequences $y_{1}, \ldots$, $y_{n-1}$ and $x_{1}, \ldots, x_{n}$ and center in $c$. Then for $(x, y)$ such that $y=\omega(x)$ we obtain

$$
\mathcal{T}_{\alpha}\binom{x}{y}=\frac{1}{2}\binom{(1+\alpha) x+(1-\alpha)(y+c)}{(1-\alpha)(x-c)+(1+\alpha) y}
$$

Proof. The $\alpha$-transformation can be obtained as the superposition of the rotation of $\omega$ about the center $c$ by the angle $-\frac{\pi}{4}$, the dilation $D_{\alpha}$ for $\alpha>0$ defined as follows

$$
D_{\alpha}(u, v)=(u, \alpha v), \quad(u, v) \in \mathbb{R}^{2}
$$

and the rotation on the center $c$ by the angle $\frac{\pi}{4}$. Hence we get

$$
\begin{aligned}
\mathcal{T}_{\alpha}\binom{x}{y} & =\frac{1}{2}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)\left(\binom{x}{y}+\binom{-c}{0}\right)+\binom{c}{0} \\
& =\frac{1}{2}\binom{1+\alpha}{1-\alpha}\binom{x-c}{y}+\binom{c}{0}=\frac{1}{2}\binom{(1+\alpha) x+(1-\alpha)(y+c)}{(1-\alpha)(x-c)+(1+\alpha) y} .
\end{aligned}
$$

REmark 2. Let $\omega$ be as in the previous lemma. To calculate the interlacing sequences $y_{1}(\alpha), \ldots, y_{n-1}(\alpha)$ and $x_{1}(\alpha), \ldots, x_{n}(\alpha)$ connected with $\omega^{\alpha}$ let us take $\binom{x}{y}=\binom{x_{k}}{\omega\left(x_{k}\right)}$. Then by Lemma 5 we obtain

$$
x_{k}(\alpha)=\frac{1}{2}\left((1+\alpha) x_{k}+(1-\alpha)\left(\omega\left(x_{k}\right)+c\right)\right)
$$

and for $\binom{x}{y}=\binom{y_{k}}{\omega\left(y_{k}\right)}$ we get

$$
y_{k}(\alpha)=\frac{1}{2}\left((1+\alpha) y_{k}+(1-\alpha)\left(\omega\left(y_{k}\right)+c\right)\right) .
$$

By the above remark we have a formula for calculating $y_{1}(\alpha), \ldots, y_{n-1}(\alpha)$ and $x_{1}(\alpha), \ldots, x_{n}(\alpha)$ which uses the coordinates $\left(x_{k}, \omega\left(x_{k}\right)\right),\left(y_{j}, \omega\left(y_{j}\right)\right)$. We would like to have also the rule of calculating $y_{1}(\alpha), \ldots, y_{n-1}(\alpha)$ and $x_{1}(\alpha), \ldots, x_{n}(\alpha)$ only in terms of $y_{1}, \ldots, y_{n-1}$ and $x_{1}, \ldots, x_{n}$. The following lemma gives the desired formulae:

LEMMA 6. Let $\omega$ be a rectangular diagram connected with the interlacing sequences $y_{1}, \ldots$, $y_{n-1}$ and $x_{1}, \ldots, x_{n}$ and center at $c$. Then

$$
x_{k}(\alpha)=\alpha x_{k}+(1-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c
$$

and

$$
y_{k}(\alpha)=\alpha y_{k}+(1-\alpha) \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c
$$

Proof. By Remark 2 we get

$$
x_{k}(\alpha)=\frac{1}{2}\left(x_{k}+\omega\left(x_{k}\right)+\alpha\left(x_{k}-\omega\left(x_{k}\right)\right)+(1-\alpha) c\right)
$$

and because of (1) we obtain

$$
\begin{aligned}
& x_{k}+\omega\left(x_{k}\right)=c+2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right) \\
& x_{k}-\omega\left(x_{k}\right)=2 x_{k}-c-2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)
\end{aligned}
$$

which implies

$$
\begin{aligned}
x_{k}(\alpha) & =\frac{1}{2}\left(c+2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+\alpha\left(2 x_{k}-c-2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)\right)+(1-\alpha) c\right) \\
& =\alpha x_{k}+(1-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

The calculation of $y_{k}(\alpha)$ is similar.
Lemma 7. For $\alpha>0$ the transformation $\mathcal{T}_{\alpha}$ is a multiplicative group:

$$
\mathcal{T}_{\alpha} \mathcal{T}_{\beta}=\mathcal{T}_{\alpha \beta}
$$

Proof. We have

$$
\begin{aligned}
\mathcal{T}_{\alpha} \mathcal{T}_{\beta}\binom{x}{y} & =\mathcal{T}_{\alpha}\left(\frac{1}{2}\binom{(1+\beta) x+(1-\beta)(y+c)}{(1-\beta)(x-c)+(1+\beta) y}\right) \\
& =\frac{1}{2}\binom{1+\alpha 1-\alpha}{1-\alpha 1+\alpha}\left(\frac{1}{2}\binom{(1+\beta) x+(1-\beta)(y+c)-2 c}{(1-\beta)(x-c)+(1+\beta) y}\right)+\binom{c}{0} \\
& =\frac{1}{2}\binom{(1+\alpha \beta) x+(1-\alpha \beta)(y+c)}{(1-\alpha \beta)(x-c)+(1+\alpha \beta)}=\mathcal{T}_{\alpha \beta}\binom{x}{y} .
\end{aligned}
$$

Hence we obtain
Corollary 3. For $\alpha>0, \mathcal{T}_{\alpha}$ and $\mathcal{T}_{1 / \alpha}$ are inverses of each other.
5. The $\alpha$-transformation of measures. In this section we will only consider finitely supported discrete probability measures.

By the theorem of Kerov, see Theorem 1, we can extend the notion of $\mathcal{T}_{\alpha}$-transformation to a transformation of discrete, finitely supported measures on $\mathbb{R}$.
Definition 5. Let $\mu$ be a finitely supported probability measure and let $\omega$ be the diagram such that the transition measure of $\omega$ is equal to $\mu$. By the $\alpha$-transformation of the measure $\mu$ we mean the transition measure $\mathcal{T}_{\alpha} \mu$ associated with the diagram $\omega^{\alpha}$.
Example 2. For a one point measure $\delta_{a}$ we have

$$
\mathcal{T}_{\alpha} \delta_{a}=\delta_{a}
$$

Example 3. We compute the $\alpha$-transformation of a probability measure which is supported in two points. Let

$$
\mu=p \delta_{a}+q \delta_{b}, \quad a<b, \quad p, q \geq 0, \quad p+q=1
$$

Then we have

$$
x_{1}=a, \quad y_{1}=q a+p b, \quad x_{2}=b, \quad c=p a+q b .
$$

Hence

$$
\begin{aligned}
& x_{1}(\alpha)=\alpha a+(1-\alpha) c \\
& y_{1}(\alpha)=q a+p b-(1-\alpha)(a-c) \\
& x_{2}(\alpha)=b
\end{aligned}
$$

and therefore

$$
\mathcal{T}_{\alpha} \mu=\mu_{1} \delta_{x_{1}(\alpha)}+\mu_{2} \delta_{x_{2}(\alpha)}
$$

where

$$
\mu_{1}=\frac{x_{1}(\alpha)-y_{1}(\alpha)}{x_{1}(\alpha)-x_{2}(\alpha)}, \quad \mu_{2}=\frac{x_{2}(\alpha)-y_{1}(\alpha)}{x_{2}(\alpha)-x_{1}(\alpha)}
$$

Thus we obtain

$$
\mathcal{T}_{\alpha} \mu=\frac{p(b-a)}{b-\alpha a-(1-\alpha) c} \delta_{\alpha a+(1-\alpha) c}+\frac{q(b-a)+(a-c)(1-\alpha)}{\alpha a+(1-\alpha) c-b} \delta_{b}
$$

In general, let $\mu$ be a discrete probability measure supported on $x_{1}, x_{2}, \ldots, x_{n}$, that is,

$$
\mu=\sum_{k=1}^{n} \mu_{k} \delta_{x_{k}} .
$$

ThEOREM 8. The $\alpha$-transformation of measure $\mu$ is a measure $\mu^{\alpha}$ such that its Cauchy transform is equal to

$$
G_{\mu_{\alpha}}(z)=\frac{\prod_{k=1}^{n-1}\left(z-y_{k}(\alpha)\right)}{\prod_{k=1}^{n}\left(z-x_{k}(\alpha)\right)}
$$

where $x_{k}$ belongs to the support of the measure $\mu$ and $y_{k}$ are zeros of the Cauchy transform of $\mu$ and

$$
\begin{aligned}
& x_{k}(\alpha)=\alpha x_{k}+(1-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c \\
& y_{k}(\alpha)=\alpha y_{k}+(1-\alpha) \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

for

$$
c=\sum_{k=1}^{n} x_{k}-\sum_{k=1}^{n-1} y_{k}
$$

Moreover, we can prove the following lemma connecting the $\alpha$-transformation and the dilation of measures.

Lemma 9. Dilation of measures commutes with the $\alpha$-transformation:

$$
D_{\lambda} \mathcal{T}_{\alpha} \mu=\mathcal{T}_{\alpha} D_{\lambda} \mu
$$

Proof. Let us denote the interlacing sequences associated with the measure $\mathcal{T}_{\alpha} D_{\lambda} \mu$ by $\hat{x}_{k}(\alpha)$ and $\hat{y}_{k}(\alpha)$ and sequences connected with the measure $D_{\lambda} \mathcal{T}_{\alpha} \mu$ by $\widehat{x_{k}(\alpha)}$ and $\widehat{y_{k}(\alpha)}$. Because

$$
D_{\lambda} \mu(A)=\mu\left(\lambda^{-1} A\right)
$$

for $\lambda>0$ we obtain

$$
G_{D_{\lambda} \mu}(z)=\int_{-\infty}^{\infty} \frac{1}{z-x} d\left(D_{\lambda} \mu\right)(x)=\sum_{k=1}^{n} \frac{\mu_{k}}{z-\lambda x_{k}}=\frac{1}{\lambda} G_{\mu}\left(\frac{z}{\lambda}\right)=\frac{1}{\lambda} \frac{Q\left(\frac{z}{\lambda}\right)}{P\left(\frac{z}{\lambda}\right)}
$$

This means that dilation changes the sequences $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n-1}$ into $\hat{x}_{1}, \ldots, \hat{x}_{n}$ and $\hat{y}_{1}, \ldots, \hat{y}_{n-1}$, where

$$
\begin{equation*}
\hat{x}_{k}=\lambda x_{k}, \quad \hat{y}_{k}=\lambda y_{k} \tag{8}
\end{equation*}
$$

and

$$
c_{D_{\lambda} \mu}=\lambda c_{\mu}
$$

Therefore after the $\alpha$-transformation we obtain

$$
\begin{aligned}
\hat{x}_{k}(\alpha) & =\alpha \lambda x_{k}+(1-\alpha) \lambda \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c_{D_{\lambda} \mu} \\
& =\alpha \lambda x_{k}+(1-\alpha) \lambda \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+\lambda(1-\alpha) c_{\mu}=\lambda x_{k} \\
\hat{y}_{k}(\alpha) & =\alpha \lambda y_{k}+(1-\alpha) \lambda \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c_{D_{\lambda} \mu} \\
& =\alpha \lambda y_{k}+(1-\alpha) \lambda \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+\lambda(1-\alpha) c_{\mu}=\lambda y_{k}
\end{aligned}
$$

and

$$
G_{\mathcal{T}_{\alpha} D_{\lambda} \mu}(z)=\frac{1}{\lambda} \frac{\prod_{k=1}^{n-1}\left(z-\widetilde{y}_{k}(\alpha)\right)}{\prod_{k=1}^{n}\left(z-\widetilde{x}_{k}(\alpha)\right)}
$$

On the other hand

$$
G_{D_{\lambda} \mathcal{T}_{\alpha} \mu}(z)=\frac{1}{\lambda} G_{\mathcal{T}_{\alpha} \mu}\left(\frac{z}{\lambda}\right)=\frac{1}{\lambda} \frac{\prod_{k=1}^{n-1}\left(\frac{z}{\lambda}-y_{k}(\alpha)\right)}{\prod_{k=1}^{n}\left(\frac{z}{\lambda}-x_{k}(\alpha)\right)}=\frac{\prod_{k=1}^{n-1}\left(z-\lambda y_{k}(\alpha)\right)}{\prod_{k=1}^{n}\left(z-\lambda y_{k}(\alpha)\right)}
$$

which means that

$$
\widehat{y_{k}(\alpha)}=\lambda y_{k}(\alpha), \quad \widehat{x_{k}(\alpha)}=\lambda x_{k}(\alpha)
$$

so dilations and $\alpha$-transformations commute.
6. Generalization of the $\alpha$-transformation. The $\alpha$-transformation of diagrams defined in Section 4 consists in scaling the diagram by $\alpha$ along lines which are parallel to the line $y=-x$. We generalize this transformation and introduce a new transformation, which consists in scaling the diagram by $\alpha$ along lines which are parallel to the line $y=-x$ and scaling by $\beta$ along lines which are parallel to the line $y=x$.
Definition 6. Let $\omega$ be a rectangular diagram connected with the interlacing sequences $y_{1}, \ldots, y_{n-1}$ and $x_{1}, \ldots, x_{n}$. The $\beta, \alpha$-transformation $\mathcal{T}_{\beta, \alpha}$ of the diagram $\omega$ is the diagram $\omega^{\beta, \alpha}$, which is equal to $\omega$ scaled by $\alpha$ along lines which are parallel to the line $y=-x$ and is scaled by $\beta$ along lines which are parallel to the line $y=x$. The sequences associated with the diagram $\omega^{\beta, \alpha}$ will be denoted by $\tilde{y}_{1}, \tilde{y}_{2}, \ldots, \tilde{y}_{n-1}$ and $\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}$. The center of the diagram $\omega^{\beta, \alpha}$ is equal to the center of $\omega$ and its area equals $\alpha \beta A$, where $A$ is the area of $\omega$.

It is possible to find the numbers $\tilde{y}_{1}, \tilde{y}_{2}, \ldots, \tilde{y}_{n-1}$ and $\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}$ explicitly. First we are going to prove the following
LEmma 10. Let $\omega$ be a rectangular diagram connected with the interlacing sequences $y_{1}, \ldots, y_{n-1}$ and $x_{1}, \ldots, x_{n}$ and center in $c$. Then for $(x, y)=(x, \omega(x))$ we have

$$
\mathcal{T}_{\beta, \alpha}\binom{x}{y}=\frac{1}{2}\binom{(\beta+\alpha)(x-c)+(\beta-\alpha) y+2 c}{(\beta-\alpha)(x-c)+(\beta+\alpha) y}
$$

Proof. The $\beta, \alpha$-transformation can be obtained as the superposition of the rotation of diagram $\omega$ about the center $c$ by the angle $-\frac{\pi}{4}$, the dilation $D_{\beta, \alpha}$, where for $\alpha, \beta>0$

$$
D_{\beta, \alpha}(u, v)=(\beta u, \alpha v), \quad(u, v) \in \mathbb{R}^{2}
$$

and the rotation about the center $c$ by the angle $\frac{\pi}{4}$. Hence we get

$$
\begin{aligned}
\mathcal{T}_{\beta, \alpha}\binom{x}{y} & =\frac{1}{2}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
\beta & 0 \\
0 & \alpha
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)\left(\binom{x}{y}+\binom{-c}{0}\right)+\binom{c}{0} \\
& =\frac{1}{2}\binom{\beta+\alpha \beta-\alpha}{\beta-\alpha \beta+\alpha}\binom{x-c}{y}+\binom{c}{0} \\
& =\frac{1}{2}\binom{(\beta+\alpha)(x-c)+(\beta-\alpha) y+2 c}{(\beta-\alpha)(x-c)+(\beta+\alpha) y} .
\end{aligned}
$$

Lemma 11. For the diagram $\omega$ which is connected with the interlacing sequences $y_{1}, \ldots$, $y_{n-1}$ and $x_{1}, x_{2}, \ldots, x_{n}$ and has center at $c$ we obtain

$$
\begin{aligned}
& \tilde{x}_{k}=\alpha x_{k}+(\beta-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c \\
& \tilde{y}_{k}=\alpha y_{k}+(\beta-\alpha) \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

Proof. By Remark 3 we get

$$
\tilde{x}_{k}=\frac{1}{2}\left(\beta\left(x_{k}+\omega\left(x_{k}\right)\right)+\alpha\left(x_{k}-\omega\left(x_{k}\right)\right)+(2-\alpha-\beta) c\right)
$$

and because of (1) we get

$$
\begin{aligned}
\tilde{x}_{k} & =\frac{1}{2}\left(\beta\left(c+2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)\right)+\alpha\left(2 x_{k}-c-2 \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)\right)+(2-\alpha-\beta) c\right) \\
& =\alpha x_{k}+(\beta-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

In a similar way we obtain the explicit formula for $\tilde{y}_{k}$.
Remark 3. Let $\omega$ be as in the previous lemma. For the specific choice of $\binom{x}{\omega(x)}$ by Lemma 10 we obtain

$$
\begin{aligned}
& \tilde{x}_{k}=\frac{1}{2}\left((\beta+\alpha)\left(x_{k}-c\right)+(\beta-\alpha) \omega\left(x_{k}\right)\right)+c \\
& \tilde{y}_{k}=\frac{1}{2}\left((\beta+\alpha)\left(y_{k}-c\right)+(\beta-\alpha) \omega\left(y_{k}\right)\right)+c
\end{aligned}
$$

Lemma 12. For $\beta, \alpha>0, \mathcal{T}_{\beta, \alpha}$ is a multiplicative group:

$$
\mathcal{T}_{\beta_{1}, \alpha_{1}}\left(\mathcal{T}_{\beta_{2}, \alpha_{2}}\right)=\mathcal{T}_{\beta_{1} \beta_{2}, \alpha_{1} \alpha_{2}}
$$

Proof. The calculations are similar to the $\alpha$-transformation case.
Corollary 4. For $\alpha, \beta>0, \mathcal{T}_{\beta, \alpha}$ and $\mathcal{T}_{1 / \beta, 1 / \alpha}$ are inverses of each other.
We can also define the $\mathcal{T}_{\beta, \alpha}$-transformation of discrete, finitely supported measures on $\mathbb{R}$.

Definition 7. Let $\mu$ be a finitely supported probability measure and let $\omega$ be the diagram such that the transition measure of $\omega$ is equal to $\mu$. By the $\beta$, $\alpha$-transformation of the measure $\mu$ we mean the transition measure $\mathcal{T}_{\beta, \alpha} \mu$ associated with the diagram $\omega^{\beta, \alpha}$.
Example 4. For a one point measure $\delta_{a}$ we have

$$
\mathcal{T}_{\beta, \alpha} \delta_{a}=\delta_{a}
$$

Example 5 . We compute the $\beta$, $\alpha$-transformation of a probability measure which is supported on two points. Let

$$
\mu=p \delta_{a}+q \delta_{b}, \quad a<b, \quad p, q \geq 0, \quad p+q=1
$$

Then we have

$$
x_{1}=a, \quad y_{1}=q a+p b, \quad x_{2}=b, \quad c=p a+q b .
$$

Hence

$$
\begin{aligned}
& \tilde{x}_{1}=\alpha a+(1-\alpha) c, \\
& \tilde{y}_{1}=\beta(q a+p b)+(\beta-\alpha) a+(1-\alpha) c, \\
& \tilde{x}_{2}=b,
\end{aligned}
$$

which means that

$$
\mathcal{T}_{\beta, \alpha} \mu=\mu_{1} \delta_{\tilde{x}_{1}}+\mu_{2} \delta_{\tilde{x}_{2}},
$$

where

$$
\mu_{1}=\frac{\tilde{x}_{1}-\tilde{y}_{1}}{\tilde{x}_{1}-\tilde{x}_{2}}, \quad \mu_{2} \quad=\frac{\tilde{x}_{2}-\tilde{y}_{1}}{\tilde{x}_{2}-\tilde{x}_{1}}
$$

and we obtain

$$
\mathcal{T}_{\beta, \alpha} \mu=\frac{2 \alpha a-\beta q a-\beta p b-a \beta}{b-\alpha a-(1-\alpha) c} \delta_{\alpha a+(1-\alpha) c}+\frac{b-\beta q a-\beta p b-a \beta+\alpha a+c \alpha-c}{b-\alpha a-(1-\alpha) c} \delta_{b}
$$

For a discrete probability $\mu$ measure supported on $x_{1}, \ldots, x_{n}$, namely $\mu=\sum_{k=1}^{n} \mu_{k} \delta_{x_{k}}$, we have

Theorem 13. The $\beta$, a-transformation of discrete measure $\mu$ is a measure $\mu_{\beta, \alpha}$ with the Cauchy transform equal to

$$
G_{\mu_{\beta, \alpha}}(z)=\frac{\prod_{k=1}^{n-1}\left(z-\tilde{y}_{k}\right)}{\prod_{k=1}^{n}\left(z-\tilde{x}_{k}\right)},
$$

where $x_{k}$ belongs to the support of the measure $\mu, y_{k}$ are zeros of the Cauchy transform of $\mu$ and

$$
\begin{aligned}
& \tilde{x}_{k}=\alpha x_{k}+(\beta-\alpha) \sum_{j=1}^{k-1}\left(y_{j}-x_{j}\right)+(1-\alpha) c \\
& \tilde{y}_{k}=\alpha y_{k}+(\beta-\alpha) \sum_{j=1}^{k}\left(y_{j}-x_{j}\right)+(1-\alpha) c
\end{aligned}
$$

for $c=\sum x_{k}-\sum y_{k}$.
Moreover we can prove a result similar to Lemma 9:

Lemma 14. Dilations of measures commute with $\mathcal{T}_{\beta, \alpha}$ :

$$
D_{\lambda} \mathcal{I}_{\beta, \alpha} \mu=\mathcal{T}_{\beta, \alpha} D_{\lambda} \mu
$$

Proof. Similar to the $\alpha$-transformation case.
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