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Abstract. The differential automorphism group, over F , Π1(F1) of the Picard–Vessiot closure

F1 of a differential field F is a proalgebraic group over the field CF of constants of F , which

is assumed to be algebraically closed of characteristic zero, and its category of CF modules

is equivalent to the category of differential modules over F . We show how this group and the

category equivalence behave under a differential extension E ⊃ F , where CE is also algebraically

closed.

1. Introduction. Let F = F0 be a differential field with C = CF field of constants, and
assume C is algebraically closed of characteristic zero. As general references for differential
fields and their Picard–Vessiot extensions we cite [6] and [1]. A Picard–Vessiot closure
of F is a differential field extension of F in which every Picard–Vessiot extension of F
embeds and which is itself a union of Picard–Vessiot extensions of F . Such extensions
exist [3, §3] and are unique up to isomorphism; we denote such an extension by F1

and refer to it as the Picard–Vessiot closure of F . For example, if F = C is the complex
numbers, then C1 = C(x, {eαx|α ∈ C−{0}}), where x′ = 1 and (eαx)′ = αeαx. To explain
the notation F1, we note that in general, F1 has proper Picard–Vessiot extensions: for
example, C1(log x), where (log x)′ = 1/x. This leads to a whole hierarchy of extensions
F0 ⊆ F1 ⊆ . . . where Fn+1 = (Fn)1 and then to a complete Picard–Vessiot closure
F∞ = ∪nFn [5]. Although we use the notation for the hierarchy, our focus in this paper,
however, is just the initial closure F1.

We let Π1(F ) be the group Autdiff
F (F1) of differential automorphisms of F1 over F ,

which is known to be a pro-affine algebraic group; briefly, a proalgebraic group [2]. There
is a Galois correspondence between all differential fields intermediate between F and F1

and the Zariski closed subgroups of Π1(F ). There is also a hierarchy (actually inverse
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system) of groups Πn(F ) = Autdiff
F (Fn), but these are not in general proalgebraic groups

[5]. Although all intermediate fields are fixed fields of subgroups, there is not as yet a
simple description of the corresponding subgroups [5].

The group Π1(F ) figures in a categorical equivalence property for F in the same
way as the Galois group of the separable closure figures in a categorical equivalence
property for ordinary fields; see [4]. Specifically, we define an F ·D module V to be finite
dimensional F vector space together with an additive group endomorphism DV such that
DV (av) = a′v+aDV (v). Morphisms of F ·D modules are F -linear maps that preserve the
corresponding endomorphisms. We let ModD(F ) denote the category of F ·D modules.
We define a Π1(F ) module X to be a finite dimensional C vector space on which Π1(F )
acts such that the associated function Π1(F ) → GL(X) is a morphism of proalgebraic
groups. Morphisms of Π1(F ) modules are C-linear maps which are Π1(F ) equivariant.
We let ModC(Π1(F )) denote the category of Π1(F ) modules. These two categories are
equivalent [4, Theorem 3.7]:

ModD(F )→ ModC(Π1(F )) by V 7→ HomF ·D(V, F1)

is an (anti)equivalence of tensored categories.
This paper explores the change in the groups, and the corresponding change in the

category equivalence, when the field F is extended. Assume E ⊃ F is a differential field
extension, with CE algebraically closed. A corresponding morphism Π1(E) → Π1(F ),
such as would be present with the Galois groups of separable closures of ordinary fields,
cannot exist: the domain is proalgebraic over CE and the range is proalgebraic over the
subfield CF . On the other hand, there is an obvious natural transformation ModD(F )→
ModD(E) given by V 7→ E ⊗F V . By the category equivalence, this implies a natural
transformation ModC(Π1(F ))→ ModCE

(Π1(E)). We will show that this latter is realized
on the level of the underlying groups, namely via the proalgebraic group Π over CE given
by base change of Π1(F ) to CE . We show, using Galois theory, that this group is a
quotient of Π1(E). Then we show that the natural transformation ModC(Π1(F )) →
ModCE

(Π1(E)) is given by the composition of ModC(Π1(F )) → ModCE
(Π) by X 7→

CE ⊗C X with ModCE
(Π)→ ModCE

(Π1(E)) coming from Π1(E)→ Π.

2. Base change and categorical equivalence. Our first result, which mimics a sim-
ilar fact for simple rings, shows that differential simplicity is preserved by certain base
changes.

Lemma 2.1. Let R be a simple differential F algebra and E ⊃ F a differential field
extension generated by constants (i.e., E = CE · F ). Assume that every constant of R is
in CF . (This is always the case if R is an affine F algebra.) Then R ⊗F E is a simple
differential E algebra.

Proof. Let S be the ring compositum CE ·F , so S = {
∑
cifi|ci ∈ CE , fi ∈ F}. Note that

E is the quotient field of S, so that nonzero ideals of R ⊗F E have nonzero intersection
with R⊗F S. Let I ⊇ R⊗F S be a nonzero ideal, and suppose

∑n
1 ai⊗ bi ∈ I with 1) all

bi ∈ CE and 2) n minimal. (Note that this implies that b1, . . . bn are linearly independent
over F , and that no ai is zero.)
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Let J = {α ∈ R|∃ai(α) ∈ R such that α⊗ b1 +
∑n

2 ai(α)⊗ bi ∈ I}.
We claim that J is an ideal of R: for if z = α ⊗ b1 +

∑n
2 ai(α) ⊗ bi ∈ I and w =

β ⊗ b1 +
∑n

2 ai(β) ⊗ bi ∈ I then z + w = (α + β) ⊗ b1 +
∑n

2 (ai(α) + ai(β)) ⊗ bi ∈ I so
that α+ β ∈ J . And if r ∈ R, then rz = rα⊗ b1 +

∑n
2 rai(α)⊗ bi ∈ I which implies that

rα ∈ J . Finally, since the bi are constants, and D(z) = D(α)⊗ b1 +
∑n

2 D(ai(α))⊗ bi is
in I, we have. D(α) ∈ J . Thus J is a differential ideal of R, nonzero since a1 ∈ J .

It follows that 1 ∈ J and hence that I contains a element u = 1⊗ b1 +
∑n

2 ci⊗ bi. The
linear independence of b1, . . . , bn over F implies that u 6= 0. Now D(u) =

∑n
2 D(ci)⊗bi is

also in I, and by minimality of n must be 0. Again, since the bi are linearly independent
over F , D(c2) = · · · = D(cn) = 0. By assumption, the ci are constants of F , and in
particular belong to F , so u = 1⊗x where x = b1 +

∑n
2 cibi. Thus any nonzero differential

ideal of R⊗F S contains a nonzero element of the form 1⊗x. Such elements are invertible
in R⊗F E, which implies that this latter is simple.

Because Picard–Vessiot closures are unions of Picard–Vessiot extensions, and these
latter are quotient fields of differentially simple rings, we can use the lemma to get
embeddings of Picard–Vessiot closures.

Corollary 2.2. Let E ⊇ F be a differential field extension with CE algebraically closed.
Then there is an embedding F1 → E1 compatible with the inclusion.

Proof. Let R be the subring of F1 consisting of all elements satisfying a monic linear
homogeneous differential equation over F . R is a simple differential ring all of whose
constants lie in F , being a direct limit of such [3]. First consider the field FCE . By
Lemma 2.1, R ⊗F FCE is a simple FCE algebra, as well as a direct limit of affine such,
and generated over FCE by solutions of differential equations. It follows that its quotient
field Q(R ⊗F FCE) is an infinite Picard–Vessiot extension of FCE , which contains the
quotient field F1 of R, and which in turn is contained in (FCE)1. Thus it suffices to
show that this latter embeds in E1; in other words, we may assume F ⊆ E is a no new
constants extension. Now let L be a monic linear homogeneous differential operator over
F and let VL be a full set of solutions of L = 0 in E1. VL is a finite dimensional C vector
space, and since its elements satisfy L = 0 the F space

∑
FDiVL is finite dimensional

over F . It is clear that F < VL > is a Picard–Vessiot extension of F for L inside E1.
The compositum of all these for all L is then a, hence by uniqueness the, Picard–Vessiot
closure of F , contained in E1.

Now using the corollary we can show how the categorical equivalence works with base
change.

Corollary 2.3. Let E ⊇ F be a differential field extension with CE algebraically closed.
Let V be an F ·D module. Then

CE ⊗C HomF ·D(V, F1) = HomE·D(E ⊗F V,E1).

Proof. By Corollary 2.2 we may assume F1 ⊆ E1. Then

HomE·D(E ⊗F V,E1) = HomF ·D(V,E1).

Consider any F · D homomorphism f : V → E1. Any element y of V satisfies some
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differential equation L over F , say of order n. We have f(y) in the solutions of L = 0
inside E1. The equation L = 0 has a solution space VL ⊂ F1 which has a basis x1, . . . , xn
linearly independent over the constants CF , and hence with nonzero Wronskian. This
Wronskian is nonzero as an element of E1, from which it follows that x1, . . . , xn are
linearly independent over CE as well. Thus L−1(0) ⊂ E1 is CEVL, and the multiplication
map CE ⊗C VL → CEVL is an isomorphism. Moreover, f(y) ∈ CEVL. Let L denote the
set of all such equations L = 0 which arise from the elements of V , and let VL denote
the sum of the VL for L ∈ L. Then f(V ) ⊂ CEVL. Moreover, the Wronskian argument
above implies that a C basis for VL is a CE basis for CEVL, so that the multiplication
map is an isomorphism. It follows that HomF ·D(V,E1) = HomF ·D(V,CE⊗C VL) and this
latter is CE ⊗C HomF ·D(V, VL). Now VL is also an F subspace of F1 (it is the Π1(F )
module generated by the sum of the images of V in F1) and as such finite dimensional
(HomF ·D(V, F1) has a finite C basis [4, Proposition 3.6]). Since CEVL = CE ⊗C VL, we
then have HomF ·D(V,CE ⊗C VL) = Ce ⊗C HomF ·D(V, VL) = CE ⊗C HomF ·D(V, F1),
which completes the proof.

The homomorphism spaces of Corollary 2.3 are values of category equivalences

ModD(F )→ ModCF
(Π1(F )) by W 7→ HomF ·D(W,F1)

ModD(E)→ ModCE
(Π1(E)) by V 7→ HomF ·D(V,E1).

[4, Theorem 3.7]. Corollary 2.3 shows that the base change functor W 7→ E ⊗F W from
ModD(F )→ ModD(E) carries the one equivalence to the other. To see this on the level
over modules over groups, we need look at the effect of base change on the groups.

Thus we now record the map on absolute differential Galois groups arising from the
inclusion F1 ⊆ E1. As Π1(E) is a proalgebraic group over CE and Π1(F ) a group over
CF , we have to deal with change of scalars. For that, we return to the notation used in
the proof of Corollary 2.2 and in particular to the infinite Picard–Vessiot intermediate
field Q(R⊗F FCE) between FCE and (FCE)1. Let Π denote the corresponding quotient
group of Π1(FCE).

Lemma 2.4.

Π = Π1(F )⊗CF
CE .

Proof. Let (·) denote algebraic closure. We continue to use the notation of the proof of
Corollary 2.2. By [1, Theorem 5.12] we have

F ⊗F R = F ⊗C C[Π1(F )]

and

FCE ⊗FCE
(R⊗F FCE) = FCE ⊗CE

CE [Π].

The left hand side of the second equation above simplifies, by “canceling” the tensors
over FCE , to FCE ⊗F R, then we insert a tensor over F to obtain FCE ⊗F (F ⊗F R)
which by the first equation above reduces to FCE ⊗C C[Π1(F )]; then we insert a tensor
over CE to obtain FCE ⊗CE

(CE ⊗C C[Π1(F )]).
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Returning to the second equation above, we conclude that

FCE ⊗CE
(CE ⊗C C[Π1(F )]) = FCE ⊗CE

CE [Π],

which implies the conclusion of the lemma.

The inclusion FCE ⊆ E induces a map of absolute Galois groups, which we now
record:

Corollary 2.5. Let F ⊇ E be a no new constants extension. Then the embedding
F1 → E1 of Picard–Vessiot closures induces a morphism Π1(E)→ Π1(F ).

Proof. The embedding comes from Corollary 2.2. We assume it is an inclusion, and con-
tinue to use the notation of that Corollary. Let σ ∈ Π1(E). For any monic homogeneous
linear differential operator L over F , σ(VL) = VL, where VL is the set of solutions of
L = 0 in E1. It follows that σ preserves F < VL > and hence the compositum of all such
over of all L, which we have identified as F1. Thus the restriction map σ 7→ σ|F1 is the
desired morphism.

Combining Lemma 2.4 with Corollary 2.5 we obtain a homomorphism regardless of
constant extensions:

Proposition 2.6. Let E ⊇ F be an extension of differential fields with CE algebraically
closed. Then there is an induced morphism

Π1(E)→ Π1(F )CE

of absolute Galois groups, where

CE [Π1(F )CE
] = CE ⊗C C[Π1(F )].

Proof. By Corollary 2.5 we have a morphism Π1(E) → Π1(FCE) coming from restric-
tion. We have a morphism Π1(FCE) → Π, also arising from restriction, and then the
description of Π in Lemma 2.4 concludes the proof.

The morphism of absolute Galois groups in Proposition 2.6 determines a functor
ModCF

(Π1(F ))→ ModCE
(Π1(E)): if V is a Π1(F )-module, then CE⊗C V is a Π1(F )CE

-
module, and then the morphism Π1(E) → Π1(F )CE

of CE groups means CE ⊗C V can
be considered as a module over Π1(E).

We combine this functor of group categories with the previously defined functor of
differential module categories and obtain the following commutative diagram:

Theorem 2.7. Let E ⊇ F be an extension of differential fields with CE algebraically
closed. Then there is a commutative diagram:

ModD(F ) UF−−−−→ ModCF
(Π1(F ))yΦ

yΨ

ModD(E) UE−−−−→ ModCE
(Π1(E))

where UF (V ) = HomF ·D(W,F1), UE(W ) = HomE·D(W,E1), Φ(V ) = E ⊗F V and
Ψ(X) = CE ⊗C X as a Π1(E) module.
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Proof. For an F ·D module V , we have Ψ(UF (V )) = CE ⊗ HomF ·D(V, F1) (as a Π1(E)
module) and UE(Φ(V ) = HomE·D(E ⊗F V,E1). Corollary 2.3 shows the spaces are iso-
morphic.
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