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#### Abstract

The paper examines the steady Navier-Stokes equations in a three-dimensional infinite pipe with mixed boundary conditions (Dirichlet and slip boundary conditions). The velocity of the fluid is assumed to be constant at infinity. The main results show the existence of weak solutions with no restriction on smallness of the flux vector and boundary conditions.


1. Introduction. In this paper we examine the Navier-Stokes system

$$
\begin{align*}
(v \cdot \nabla) v-\nu \Delta v+\nabla p=0 & \text { in } \Omega  \tag{1.1}\\
\nabla \cdot v=0 & \text { in } \Omega
\end{align*}
$$

with the boundary conditions

$$
\begin{align*}
& v \cdot \vec{n}=0 \\
& \vec{n} \cdot \mathbf{T}(v, p) \cdot \vec{\tau}_{1}=0 \\
& v \cdot{ }_{P}, O_{P}  \tag{1.2}\\
& v=0 \\
& v=0 \\
& \text { on } O_{P} \\
& v=v_{*} \\
& \text { on } O_{D} \backslash O_{D_{0}} \\
& O_{0}
\end{align*}
$$

and the following behaviour at infinity:

$$
\begin{array}{ll}
v \rightarrow v_{\infty, 1} & \text { as } x_{1} \rightarrow-\infty,  \tag{1.3}\\
v \rightarrow v_{\infty, 2} & \text { as } x_{1} \rightarrow+\infty,
\end{array}
$$

where the dot • denotes the standard scalar product in $\mathbb{R}^{3}, v=\left(v_{1}, v_{2}, v_{3}\right)$ is the velocity of the fluid, $p$ the pressure, $\nu$ the positive constant viscosity coefficient; $\vec{n}, \vec{\tau}_{1}$ and $\vec{\tau}_{2}$ are the outer normal and tangent vectors to the boundary $\partial \Omega$ and $v_{\infty, i}$ is a constant vector field at infinity, i.e. $v_{\infty, i}=\left(v_{\infty, i}, 0,0\right)$. Also

$$
\begin{equation*}
\mathbf{T}(v, p)=\nu \mathbf{D}(v)-p \mathbf{I} \mathbf{d} \tag{1.4}
\end{equation*}
$$

denotes the stress tensor, where $\mathbf{I d}$ is the identity matrix and $\mathbf{D}(v)=$ $\left\{v_{i, j}+v_{j, i}\right\}_{i, j=1,2,3}$.

[^0]The domain $\Omega$ may be represented as $\Omega=\Omega_{D} \cup \bigcup_{i=1}^{m} \Omega_{P_{i}}$, where $\Omega_{D} \subset$ $\mathbb{R}^{3}$ is a simply connected bounded domain and $\Omega_{P_{i}}(i=1, \ldots, m)$ are pipelike domains, which can be represented (maybe in different coordinates) as $\Omega_{P_{i}}=$ $P_{i} \times \mathbb{R}^{+}$, where $P_{k} \subset \mathbb{R}^{2}$ is a bounded domain with smooth boundary. We also assume that $\Omega_{P_{i}} \cap \Omega_{P_{j}}=\emptyset$ for $i \neq j$. Furthermore $O_{P}=\bigcup_{i=1}^{m} O_{P_{i}}$, where $O_{P_{i}}=\partial P_{i} \times \mathbb{R}^{+}, O_{D}=\partial \Omega_{D} \backslash \bigcup_{i=1}^{m} \partial \Omega_{P_{i}}$ and $O_{D_{0}}$ is the outlet/inlet for $\Omega_{D}$ where the velocity $v$ is prescribed by condition (1.2) $)_{5}$. In this paper we take $m=2$.

The boundary data should satisfy the following compatibility condition:

$$
\begin{equation*}
v_{\infty, 1}\left|P_{1}\right|=v_{\infty, 2}\left|P_{2}\right|+\int_{\partial \Omega} \vec{v} \cdot \vec{n} \tag{1.5}
\end{equation*}
$$
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In this paper we prove the existence of weak solutions to problem (1.1)(1.3). We achieve this without imposing restrictions on the magnitude of data. This problem is similar to the classical Leray problem with the Dirichlet boundary condition and Poiseuille flow at infinity. The slip boundary condition $\vec{n} \cdot \mathbf{T}(v, p) \cdot \vec{\tau}=0$ describes a model where there is no friction between the fluid and the surface of the pipe.

Slip boundary conditions are not as popular as Dirichlet conditions, however, they deserve to be given more interest. One may consider a generalization of constraints (1.2),

$$
\begin{equation*}
\vec{n} \cdot v=0, \quad \vec{n} \cdot \mathbf{T}(v, p) \cdot \vec{\tau}+f v \cdot \vec{\tau}=0 \quad \text { on } \partial \Omega_{P} \tag{1.6}
\end{equation*}
$$

where $f$ is the friction coefficient. Equations (1.6) describe a model where there is a friction between the fluid and the boundary. If $f=\infty$ one gets from (1.6) the zero Dirichlet condition, and for $f=0$ the slip boundary condition, where the friction between the fluid and the boundary is negligible.

The last case is related to modelling the flow of a perfect fluid ([12]). The general form of (1.6) is often applied to describe the motion of polymers, blood, or the liquid crystal flow (see [7]). Mixed boundary conditions may be considered as an approximation of the flow, where the velocity of the fluid in the tangent direction $\tau_{2}$ is negligible, i.e. we have perfect slip boundary conditions with large fluxes (blood is an example).

From the mathematical point of view our problem can be treated as a form of Leray's problem, where the no-slip condition is taken into account. The existence of solutions is still an open question. The main difficulty is hidden in the Dirichlet integral $\int_{\Omega} \nabla v: \nabla v$ which can be infinite. Using slip boundary conditions we prove that this integral is finite for any data.

A similar result, i.e. without restrictions on the magnitude of the data, is obtained in the paper of Ladyzhenskaya and Solonnikov [6], but the Leray problem is modified (there is no condition on the velocity at infinity) and the existence of solutions is shown in the distribution sense, i.e. locally in space.

In this paper we obtain

$$
\begin{equation*}
v-v_{\infty, i} \in H^{1}(\Omega) \tag{1.7}
\end{equation*}
$$

which allows us to control the behaviour of the fluid at infinity. In the twodimensional case and for perfect slip boundary conditions the reader may find a similar existence result in [8], but for a three-dimensional pipe and Dirichlet boundary condition there is no such result. Here, we mix slip boundary and Dirichlet conditions to get the existence of solutions satisfying (1.7). Once it has been shown, one can obtain higher regularity and also the asymptotic structure of the vector field $v$ using standard methods (see [9]).

Methods used to prove the existence of solutions to problem (1.1)-(1.3) are similar to those suggested by Leray and Hopf, i.e. a proper vector field $a$, which is meant to be a flux carrier, is constructed. For this vector field $a$ the following conditions are fulfilled:

$$
\begin{align*}
\nabla \cdot a=0 & \text { in } \Omega  \tag{1.8}\\
a \cdot \vec{n}=0 & \text { on } O_{P}  \tag{1.9}\\
a \cdot \vec{\tau}_{2}=0 & \text { on } O_{P}  \tag{1.10}\\
a=0 & \text { on } O_{D}  \tag{1.11}\\
a=v^{*} & \text { on } O_{D_{0}}  \tag{1.12}\\
a \rightarrow v_{\infty, i} & \text { as }|x| \rightarrow \infty \tag{1.13}
\end{align*}
$$

This allows us to rewrite the vector field $v$ as

$$
\begin{equation*}
v=u+a \tag{1.14}
\end{equation*}
$$

and search for a vector field $u \in H^{1}(\Omega)$ which satisfies the following system:

$$
\begin{align*}
(u \cdot \nabla) u-\nu \Delta u+\nabla p & =\nu \Delta a-(u \cdot \nabla) a-(a \cdot \nabla) u-(a \cdot \nabla) u  \tag{1.15}\\
\nabla \cdot u & =0 \quad \text { in } \Omega \\
u \cdot \vec{n} & =0 \quad \text { on } O_{P} \\
\vec{n} \cdot \mathbf{T}(u, p) \cdot \vec{\tau}_{1} & =-\vec{n} \cdot \mathbf{D}(a) \cdot \overrightarrow{\tau_{1}} \quad \text { on } O_{P}  \tag{1.16}\\
u \cdot \vec{\tau}_{2} & =0 \quad \text { on } O_{P} \\
u & =0 \quad \text { on } O_{D}
\end{align*}
$$

Thus it is natural to consider the following space $V$ :
Definition 1.1. Set

$$
\begin{align*}
V:=\left\{f \in H^{1}\left(\Omega, \mathbb{R}^{3}\right): \nabla \cdot f=0, f_{\mid O_{D}}=0\right.  \tag{1.17}\\
\left.\qquad f_{\mid O_{P}} \cdot \vec{n}=0, f_{\mid O_{P}} \cdot \vec{\tau}_{2}=0\right\}
\end{align*}
$$

Now we reduce our main problem to finding $u \in H^{1}(\Omega)$ which satisfies conditions (1.15) and (1.16).

Let us introduce a weak formulation for problem (1.15)-(1.16). Multiplying (1.15) by the test function $\Phi \in V$ and performing simple calculations leads us to the following definition:

Definition 1.2. By a weak solution to problem (1.15)-(1.16) we mean a vector field $u \in V$ which satisfies

$$
\begin{align*}
\nu \int_{\Omega} \mathbf{D}(u) & : \nabla \Phi+\int_{\Omega}[(u \cdot \nabla) u+(u \cdot \nabla) a+(a \cdot \nabla) u] \cdot \Phi  \tag{1.18}\\
& =-\nu \int_{\Omega} \nabla a: \nabla \Phi-\int_{\Omega}(a \cdot \nabla) a \cdot \Phi-\nu \int_{\partial \Omega_{P}} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(\Phi \cdot \vec{\tau}_{1}\right)
\end{align*}
$$

for all $\Phi \in V$.
The existence of $u$ is shown by using the standard Galerkin method. The main difficulty is the construction of the vector field $a$-it should fulfill suitable conditions (see Theorem 1.4). We hope that the construction carried out in this paper will be useful for other problems.

Finally, we formulate the main theorem:
Theorem 1.3. Assume that $\partial \Omega$ is smooth. Then for any data satisfying the compatibility condition (1.5) there exists at least one weak solution $v \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$ to problem (1.15)-(1.16) in the sense of Definition 1.2. Moreover, $v-v_{\infty, i} \in H^{1}\left(\Omega_{P_{i}}\right)$ and

$$
\begin{equation*}
\left\|v-v_{\infty, i}\right\|_{H^{1}\left(\Omega_{P_{i}}\right)} \leq c\left(v_{\infty, 1}, v_{\infty, 2}, v^{*}, \Omega\right) \tag{1.19}
\end{equation*}
$$

in particular

$$
\begin{equation*}
\int_{\Omega}|\nabla v|^{2} \leq c\left(v_{\infty, 1}, v_{\infty, 2}, v^{*}, \Omega\right) \tag{1.20}
\end{equation*}
$$

The main information delivered by Theorem 1.3 is finiteness of the Dirichlet integral for arbitrarily large fluxes. This is accomplished, as mentioned before, by transferring all the flux information onto the proper smooth vector field $a$. Then to construct a vector field $u$ with finite Dirichlet integral one can use the standard Galerkin method, i.e. show the existence of a solution $u_{k}$ in finite-dimensional spaces, choose a proper subsequence $u_{n_{k}}$ and pass to the limit.

Moreover, finiteness of the Dirichlet integral allows us to improve the regularity of solutions using standard techniques (see [8]).

In the definition of a weak solution, a vector field $a$ is used, and to prove Theorem 1.3 we require it to fulfill some conditions which are stated in the following theorem:

Theorem 1.4. For every $\varepsilon>0$ there exists a vector field a satisfying conditions (1.8)-(1.13) and the following estimate:

$$
\begin{equation*}
\left|\int_{\Omega}(u \cdot \nabla) a \cdot u\right| \leq \varepsilon\|u\|_{H^{1}(\Omega)}^{2} \tag{1.21}
\end{equation*}
$$

for every function $u \in V$. Moreover, the following inequalities hold:

$$
\begin{align*}
&\|\nabla a\|_{L^{2}(\partial \Omega)}+\|(a \cdot \nabla) a\|_{L^{2}(\Omega)}+\|\nabla a\|_{L^{2}(\Omega)}  \tag{1.22}\\
& \leq c\left(v_{\infty, 1}, v_{\infty, 2}, \varepsilon, P_{1}, P_{2}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\left\|a-v_{\infty, i}\right\|_{L^{2}\left(\Omega_{P_{i}}\right)} \leq c\left(v_{\infty, 1}, v_{\infty, 2}, \varepsilon, P_{1}, P_{2}\right) \tag{1.23}
\end{equation*}
$$

The vector field $a$ will be constructed in four basic steps:

1. for the bounded region $\Omega_{D}$ we will use the standard Leray-Hopf construction (the resulting vector field will be denoted by $a_{D}$ );
2. for the unbounded region $\Omega_{P}$ we will adapt the Leray-Hopf construction to slip boundary conditions (vector field $a_{P}$ );
3 . in the bounded intersection of $\Omega_{P}$ and $\Omega_{D}$ of width $L$ we will join $a_{D}$ and $a_{P}$ in such a way that the resulting field $a_{P \rightarrow D}$ will be divergence free and condition (1.21) will be satisfied;
3. in the unbounded region $\Omega_{P}$ we modify the previously constructed vector field $a_{P \rightarrow D}$ to be constant at infinity, i.e. $v_{\infty, i} e_{1}$, where $e_{1}$ is the basis vector from the standard orthogonal basis of $\mathbb{R}^{3}$.
Our paper is organized as follows: in the next section we give some preliminary lemmas (in Section 2.1) and prove Theorem 1.3 (in Section 2.2) assuming the validity of Theorem 1.4. In Section 3 we prove Theorem 1.4 by constructing the vector field $a$ : in the domain $\Omega_{D}$ in Section 3.1, in $\Omega_{P}$ in Section 3.2, joining $a_{P}$ and $a_{D}$ in Section 3.3, and making the vector field constant at infinity in Section 3.4.
4. Proof of Theorem 1.3. This section contains the proof of Theorem 1.3. First we give some preliminaries.
2.1. Preliminary lemmas. In this section we show some auxiliary results, which will be necessary for the Galerkin method. The first one can be found in [11].

Lemma 2.1. Let $X$ be a finite-dimensional Hilbert space, let $P: X \rightarrow X$ be a continuous mapping satisfying

$$
\begin{equation*}
(P(\xi), \xi)>0 \quad \text { for all }\|\xi\|=k>0 \tag{2.1}
\end{equation*}
$$

where $k$ is some constant, and $(\cdot, \cdot)$ is the standard inner product in $X$. Then there exists $\xi \in X$ with $\|\xi\| \leq k$ for which

$$
\begin{equation*}
P(\xi)=0 \tag{2.2}
\end{equation*}
$$

The second lemma is the Korn inequality, which the reader may find in [10], however in our case we prove it as an equality:

Lemma 2.2. For every $u \in V$ we have

$$
\begin{equation*}
\int_{\Omega}(\mathbf{D}(u))^{2}=2 \int_{\Omega}|\nabla u|^{2} . \tag{2.3}
\end{equation*}
$$

Proof. Without loss of generality, we assume that $u \in V \cap C^{2}(\Omega)$. Then

$$
\int_{\Omega}(\mathbf{D}(u))^{2}=\int_{\Omega} \sum_{i, j=1}^{3}\left(u_{i, j}+u_{j, i}\right)^{2}=2 \int_{\Omega}|\nabla u|^{2}+\int_{\Omega} 2 \sum_{i, j=1}^{3} u_{i, j} u_{j, i}
$$

Let us take a closer look at the last term:

$$
\begin{align*}
\int_{\Omega}^{\sum_{i, j=1}^{3} u_{i, j} u_{j, i}} & =-\int_{\Omega} \sum_{i, j=1}^{3} u_{i, j i} u_{j}+\int_{\partial \Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j} n_{i}  \tag{2.4}\\
& =\int_{\Omega}(\nabla \cdot u)^{2}-\int_{\partial \Omega} \sum_{i=1}^{3} u_{i, i}(u \cdot \vec{n})+\int_{\partial \Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j} n_{i}
\end{align*}
$$

Now, if we recall that $\nabla \cdot u=0$ in $\Omega$ and $u \cdot \vec{n}=0$ on $\partial \Omega$ we get

$$
\begin{equation*}
\int_{\Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j, i}=\int_{\partial \Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j} n_{i} \tag{2.5}
\end{equation*}
$$

Since $u \cdot \vec{n}=0$ on $\partial \Omega$, we have $u_{\mid \partial \Omega} \in T(\partial \Omega)$ (where $T(\partial \Omega)$ is the tangent space), and so

$$
\begin{equation*}
0=(u \cdot \nabla)(u \cdot \vec{n})=\sum_{i, j=1}^{3} u_{j} u_{i, j} n_{i}+\sum_{i, j=1}^{3} u_{j} u_{i} n_{i, j} \tag{2.6}
\end{equation*}
$$

thus

$$
\begin{equation*}
\int_{\Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j, i}=-\int_{\partial \Omega} \sum_{i, j=1}^{3} u_{i} u_{j} n_{i, j} \tag{2.7}
\end{equation*}
$$

On $\partial \Omega \cap \bar{\Omega}_{D}$ we have $u=0$, and on $O_{P}=\partial \Omega \cap \bar{\Omega}_{P}$ we have $u_{2}=u_{3}=0$, so we can rewrite the above equality in the following way:

$$
\begin{equation*}
\int_{\Omega} \sum_{i, j=1}^{3} u_{i, j} u_{j, i}=-\int_{O_{P}} u_{1} u_{1} n_{1,1} ; \tag{2.8}
\end{equation*}
$$

but this equals zero, because the geometry of $O_{P}$ is independent of $x_{1}$.
Lemma 2.3. There exists a constant $c=c(\Omega)$ such that for every $u \in V$ the following inequality holds:

$$
\begin{equation*}
c\|\nabla u\|_{L^{2}(\Omega)} \geq\|u\|_{H^{1}(\Omega)} . \tag{2.9}
\end{equation*}
$$

Proof. It is sufficient to notice that $u_{2}=u_{3}=0$ and the integral $\int_{P_{1}\left(x_{1}\right)} u \cdot \vec{\tau}_{1} d x_{2} d x_{3}$ equals zero where $P_{1}\left(x_{1}\right)$ is the $x_{1}$-section of $P_{1}$. This allows us to use Poincaré inequalities, the one with the zero boundary condition and the one with the mean value.

Below are two useful lemmas which can be found in [5]:
Lemma 2.4. Let $\Omega \subset \mathbb{R}^{2}$ be a simply connected domain with boundary of class $C^{2+\alpha}$. For a given vector field $v^{*} \in C^{1+\alpha}(\partial \Omega)$ and function $g \in C^{\alpha}(\Omega)$ satisfying the compatibility condition

$$
\begin{equation*}
\int_{\partial \Omega} v^{*} \cdot \vec{n}=\int_{\Omega} g \tag{2.10}
\end{equation*}
$$

there exists a vector field $w \in C^{1+\alpha}(\partial \Omega)$ which satisfies

$$
\begin{array}{rlrl}
\nabla \cdot w & =g & & \text { in } \Omega, \\
w & =v^{*} & \text { on } \partial \Omega . \tag{2.12}
\end{array}
$$

Lemma 2.5. Let $\Omega \subset \mathbb{R}^{3}$ be a locally Lipschitz domain. For a given vector field $v^{*}$ which satisfies the compatibility condition

$$
\begin{equation*}
\int_{\partial \Omega} v^{*} \cdot \vec{n}=0, \tag{2.13}
\end{equation*}
$$

there exists a vector field $w$ which satisfies

$$
\begin{align*}
\nabla \cdot w & =0  \tag{2.14}\\
w & \text { in } \Omega,  \tag{2.15}\\
w & \text { on } \partial \Omega .
\end{align*}
$$

Lemma 2.6. Let $\Omega$ be a bounded, locally Lipschitz domain. There exists a constant $c=c(\Omega)$ such that for every function $u \in H_{0}^{1}(\Omega)$ the following inequality holds:

$$
\begin{equation*}
\left\|\frac{u}{\delta}\right\|_{L^{2}(\Omega)} \leq c\|u\|_{H_{0}^{1}(\Omega)} \tag{2.16}
\end{equation*}
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Omega)$.

Proof. Without loss of generality we show the inequality in the case where $\Omega=(0,2 c), \delta(x)=x$ and $u \in C_{0}^{\infty}(0,2 c)$. We have

$$
\begin{equation*}
\frac{u^{2}(x)}{x^{2}}=-\frac{d}{d x}\left[\frac{1}{x} u^{2}(x)\right]+\frac{1}{x} \frac{d}{d x} u^{2}(x) \tag{2.17}
\end{equation*}
$$

Integrating (2.17) over the interval $(0, c)$, we get

$$
\begin{align*}
\int_{0}^{c} \frac{u^{2}(x)}{x^{2}} d x & =\int_{0}^{c}-\frac{d}{d x}\left[\frac{1}{x} u^{2}(x)\right] d x+\int_{0}^{c} \frac{1}{x} \frac{d}{d x} u^{2}(x) d x  \tag{2.18}\\
& =-\left.\frac{1}{x} u^{2}(x)\right|_{0} ^{c}+\int_{0}^{c} \frac{1}{x} \frac{d}{d x} u^{2}(x) d x \\
& =-\frac{1}{c} u^{2}(c)+\int_{0}^{c} \frac{1}{x} 2 u(x) u^{\prime}(x) d x \\
& \leq\left(4 \int_{0}^{c} \frac{1}{x^{2}} u^{2}(x) d x\right)^{1 / 2}\left(\int_{0}^{c} u^{\prime 2}(x) d x\right)^{1 / 2}
\end{align*}
$$

After dividing both sides of the above inequality by $\left(\int \frac{1}{x^{2}} u^{2}(x) d x\right)^{1 / 2}$ we get the conclusion of the lemma.
2.2. Existence of a weak solution. In this section we prove the existence of a weak solution. We use the standard Galerkin method. Let $w_{1}, w_{2}, \ldots$ be an orthonormal basis of the space $V$. We consider the approximation spaces $V^{N}=\operatorname{span}\left\{w_{1}, \ldots, w_{N}\right\}$. Solutions $u^{N} \in V^{N}$ will be looked for in the following form:

$$
\begin{equation*}
u^{N}=\sum_{i=1}^{N} c_{i}^{N} w_{i} \tag{2.19}
\end{equation*}
$$

Inserting $u^{N}$ into equation (1.18), and taking $w_{k}$ as test functions, we get

$$
\begin{align*}
& \nu \int_{\Omega} \mathbf{D}\left(u^{N}\right): \nabla w_{k}+\int_{\Omega}\left[\left(u^{N} \cdot \nabla\right) u^{N}+\left(u^{N} \cdot \nabla\right) a+(a \cdot \nabla) u^{N}\right] \cdot w_{k}  \tag{2.20}\\
& \quad=-\nu \int_{\Omega} \nabla a: \nabla w_{k}-\int_{\Omega}(a \cdot \nabla) a \cdot w_{k}-\nu \int_{\partial \Omega_{P}} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(w_{k} \cdot \vec{\tau}_{1}\right)
\end{align*}
$$

which has to be valid for every $k=1, \ldots, N$. Now we observe that (2.20) is, in fact, an equation for the unknown coefficients $c_{i}^{N}$. We show that this equation has a solution. In order to prove it we use Lemma 2.1. Let us introduce the following mapping $P$ :

$$
\begin{align*}
P\left(u^{N}\right)= & \sum_{k=1}^{N}\left(\nu \int_{\Omega}\left(\mathbf{D}\left(u^{N}\right)+\mathbf{D}(a)\right): \nabla w_{k}\right.  \tag{2.21}\\
& +\int_{\Omega}\left(\left(u^{N} \cdot \nabla\right) u^{N}+\left(u^{N} \cdot \nabla\right) a+(a \cdot \nabla) u^{N}+(a \cdot \nabla) a\right) \cdot w_{k} \\
& \left.+\int_{\partial \Omega} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(w_{k} \cdot \vec{\tau}_{1}\right)\right) w_{k}
\end{align*}
$$

It is easily seen that the mapping $P: V^{N} \rightarrow V^{N}$ is continuous.
Now we will examine $\left(P\left(u^{N}\right), u^{N}\right)_{V^{N}}$, where $(\cdot, \cdot)_{V^{N}}$ is the inner product in $V^{N}$ (derived from $\left.H^{1}(\Omega)\right)$. It is not hard to notice that the above equation is equivalent to

$$
\begin{align*}
\left(P\left(u^{N}\right), u^{N}\right)_{V^{N}}= & \nu \int_{\Omega}\left(\mathbf{D}\left(u^{N}\right)+\mathbf{D}(a)\right): \nabla u^{N}  \tag{2.22}\\
& +\int_{\Omega}\left(\left(u^{N} \cdot \nabla\right)\left(u^{N}+a\right)+(a \cdot \nabla)\left(u^{N}+a\right)\right) \cdot u^{N} \\
& +\int_{\partial \Omega} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(u^{N} \cdot \vec{\tau}_{1}\right)
\end{align*}
$$

Let us estimate the right hand side of (2.22). We have

$$
\begin{equation*}
\nu \int_{\Omega} \mathbf{D}\left(u^{N}\right): \nabla u^{N}=\frac{\nu}{2} \int_{\Omega}\left(\mathbf{D}\left(u^{N}\right)\right)^{2} \tag{2.23}
\end{equation*}
$$

and using Lemma 2.2 we conclude that

$$
\begin{equation*}
\nu \int_{\Omega} \mathbf{D}\left(u^{N}\right): \nabla u^{N} \geq \nu\left\|u^{N}\right\|_{H^{1}(\Omega)}^{2} \tag{2.24}
\end{equation*}
$$

The Schwarz inequality gives

$$
\begin{aligned}
& \left|\nu \int_{\Omega} \mathbf{D}(a): \nabla u^{N}\right| \leq C_{1}\|\nabla a\|_{L^{2}(\Omega)}\left\|u^{N}\right\|_{H^{1}(\Omega)}, \\
& \left|\int_{\Omega}(a \cdot \nabla) a \cdot u^{N}\right| \leq C_{2}\|(a \cdot \nabla) a\|_{L^{2}(\Omega)}\left\|u^{N}\right\|_{H^{1}(\Omega)} ;
\end{aligned}
$$

in the first of these inequalities we used Lemma 2.3, namely

$$
\begin{equation*}
\|\nabla u\|_{L^{2}(\Omega)} \geq c\|u\|_{H^{1}(\Omega)} \tag{2.25}
\end{equation*}
$$

for every $u \in V$.
From the basic properties of the functional $\int_{\Omega} u \cdot \nabla v \cdot w$ we also have

$$
\begin{equation*}
\int_{\Omega}\left(u^{N} \cdot \nabla\right) u^{N} \cdot u^{N}=0 \quad \text { and } \quad \int_{\Omega}(a \cdot \nabla) u^{N} \cdot u^{N}=0 . \tag{2.26}
\end{equation*}
$$

We choose the constant $\eta=\nu / 2$ and apply Theorem 1.4 to get

$$
\begin{equation*}
\left|\int_{\Omega}\left(u^{N} \cdot \nabla\right) a \cdot u^{N}\right| \leq \frac{\nu}{2}\left\|u^{N}\right\|_{H^{1}(\Omega)}^{2} \tag{2.27}
\end{equation*}
$$

There is also another part to estimate:

$$
\begin{align*}
\left|\int_{\partial \Omega} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(u^{N} \cdot \vec{\tau}_{1}\right)\right| & \leq C_{3}\|\nabla a\|_{L^{2}(\partial \Omega)}\left\|u^{N}\right\|_{L^{2}(\partial \Omega)}  \tag{2.28}\\
& \leq C_{4}\|\nabla a\|_{L^{2}(\partial \Omega)}\left\|u^{N}\right\|_{H^{1}(\Omega)}
\end{align*}
$$

where we used the trace theorem.
Summing up the above estimates we get

$$
\begin{align*}
\left(P\left(u^{N}\right), u^{N}\right)_{V^{N}} \geq\left\|u^{N}\right\|_{H^{1}(\Omega)} & \cdot\left(\frac{\nu}{2}\left\|u^{N}\right\|_{H^{1}(\Omega)}-C\left(\|\nabla a\|_{L^{2}(\Omega)}\right.\right.  \tag{2.29}\\
& \left.\left.+\|(a \cdot \nabla) a\|_{L^{2}(\Omega)}+\|\nabla a\|_{L^{2}(\partial \Omega)}\right)\right)
\end{align*}
$$

Now, if only some constant $K$ satisfies the inequality

$$
\begin{equation*}
\frac{\nu}{2} K-C\left(\|\nabla a\|_{L^{2}(\Omega)}+\|(a \cdot \nabla) a\|_{L^{2}(\Omega)}+\|\nabla a\|_{L^{2}(\partial \Omega)}\right)>0 \tag{2.30}
\end{equation*}
$$

then also

$$
\begin{equation*}
\left(P\left(u^{N}\right), u^{N}\right)_{V^{N}}>0 \quad \text { for every }\left\|u^{N}\right\|_{V^{N}}=K \tag{2.31}
\end{equation*}
$$

and, from Lemma 2.1, there exists $u_{*}^{N} \in V^{N}$ for which $P\left(u_{*}^{N}\right)=0$. Furthermore, the existence of this element and the definition of $P: V^{N} \rightarrow V^{N}$ (see (2.21)) imply the existence of the coefficients $c_{i}^{N}$ in (2.20), and $u_{*}^{N}=$ $\sum_{k=1}^{N} c_{k}^{N} w_{k}$. Additionally, we get an estimate for $\left\|u_{*}^{N}\right\|_{H^{1}(\Omega)}$ independent of $N$ :

$$
\begin{equation*}
\left\|u_{*}^{N}\right\|_{H^{1}(\Omega)} \leq K \tag{2.32}
\end{equation*}
$$

The sequence $\left\{u_{*}^{i}\right\}_{i=1}^{\infty}$ is bounded in the Hilbert space $V$, so there exists a subsequence $\left\{u_{*}^{i_{k}}\right\}_{k=1}^{\infty}$ weakly convergent to, say, $u_{*} \in V$ :

$$
\begin{equation*}
u_{*}^{i_{k}} \rightharpoonup u_{*} \quad \text { weakly in } V \text { as } k \rightarrow \infty \tag{2.33}
\end{equation*}
$$

However, we need strong convergence. We cannot use the Rellich theorem, because the region $\Omega$ is unbounded. Let us consider the bounded regions

$$
\begin{equation*}
\Omega_{k}=\Omega \cap\left\{x \in \mathbb{R}^{3}:\left|x_{1}\right| \leq k\right\} \quad \text { for } k=1,2, \ldots \tag{2.34}
\end{equation*}
$$

From the sequence $\left\{u_{*}^{i_{k}}\right\}$ we choose a subsequence (still denoted by $u_{*}^{i_{k}}$ ) strongly convergent in $L^{4}\left(\Omega_{1}\right)$ to $u_{*}$; this subsequence has a further subsequence strongly convergent in $L^{4}\left(\Omega_{2}\right)$, and so forth. By a diagonal procedure we choose a subsequence $u_{*}^{i_{k}}$ strongly convergent in $L^{4}$ to $u_{*}$ in every region $\Omega_{k}$. Let us denote this sequence by $\left\{u^{k}\right\}$. From strong convergence in $\Omega_{k}$ we deduce the existence of a function $f: \mathbb{N} \rightarrow \mathbb{N}$ for which

$$
\begin{equation*}
\left\|u^{f(k)}-u_{*}\right\|_{L^{4}\left(\Omega_{k}\right)} \leq 1 / k \tag{2.35}
\end{equation*}
$$

Our aim is to deal with the nonlinear term in the weak formulation of our problem. We claim that

$$
\begin{equation*}
\int_{\Omega}\left(u^{f(k)} \cdot \nabla\right) u^{f(k)} \cdot \Phi \rightarrow \int_{\Omega}\left(u_{*} \cdot \nabla\right) u_{*} \cdot \Phi \tag{2.36}
\end{equation*}
$$

for every test function $\Phi \in V$. Let us calculate:

$$
\int_{\Omega}\left(u^{f(k)} \cdot \nabla\right) u^{f(k)} \cdot \Phi=\int_{\Omega}\left(\left(u^{f(k)}-u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi+\int_{\Omega}\left(u_{*} \cdot \nabla\right) u^{f(k)} \cdot \Phi .
$$

In $\int_{\Omega}\left(u_{*} \cdot \nabla\right) u^{f(k)} \cdot \Phi$ we can justify the passage to the limit directly from the definition of weak convergence. For the other integral we have

$$
\begin{equation*}
\left|\int_{\Omega}\left(\left(u^{f(k)}-u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi\right| \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{2.37}
\end{equation*}
$$

Indeed, using the Schwarz inequality and triangle inequality we get

$$
\begin{aligned}
\mid \int_{\Omega}\left(\left(u^{f(k)}-\right.\right. & \left.\left.u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi \mid \\
& \leq\left|\int_{\Omega_{k}}\left(\left(u^{f(k)}-u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi\right|+\left|\int_{\Omega_{k}^{\prime}}\left(\left(u^{f(k)}-u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi\right| \\
& \leq C\left\|u^{f(k)}-u_{*}\right\|_{L^{4}\left(\Omega_{k}\right)} K\|\Phi\|_{L^{4}\left(\Omega_{k}\right)}+C K^{2}\|\Phi\|_{L^{4}\left(\Omega_{k}^{\prime}\right)},
\end{aligned}
$$

where $K$ is a constant estimating the norms $\left\|u^{k}\right\|_{H^{1}(\Omega)}$ (see (2.32)), and $\Omega_{k}^{\prime}=\Omega \backslash \Omega_{k}$ is the complementary region to $\Omega_{k}$. Recalling (2.35), we can write

$$
\left|\int_{\Omega}\left(\left(u^{f(k)}-u_{*}\right) \cdot \nabla\right) u^{f(k)} \cdot \Phi\right| \leq C K\|\Phi\|_{H^{1}(\Omega)} / k+C K^{2}\|\Phi\|_{H^{1}\left(\Omega_{k}^{\prime}\right)}
$$

We have

$$
\begin{equation*}
\|\Phi\|_{H^{1}\left(\Omega_{k}^{\prime}\right)} \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{2.38}
\end{equation*}
$$

and so

$$
\begin{equation*}
\int_{\Omega}\left(u^{f(k)} \cdot \nabla\right) u^{f(k)} \cdot \Phi \rightarrow \int_{\Omega}\left(u_{*} \cdot \nabla\right) u_{*} \cdot \Phi \quad \text { as } k \rightarrow \infty \tag{2.39}
\end{equation*}
$$

Let us also look at the term

$$
\begin{equation*}
\int_{\Omega} \mathbf{D}\left(u^{f(k)}\right): \nabla \Phi \tag{2.40}
\end{equation*}
$$

From the definition of weak convergence we find that as $k \rightarrow \infty$,

$$
\begin{equation*}
\int_{\Omega} \mathbf{D}\left(u^{f(k)}\right): \nabla \Phi \rightarrow \int_{\Omega} \mathbf{D}\left(u_{*}\right): \nabla \Phi \tag{2.41}
\end{equation*}
$$

The calculations justifying the passage to the limit in the other terms are simpler than for the nonlinear term.

We proved that there exists a function $u_{*} \in V$ which satisfies

$$
\begin{align*}
& \nu \int_{\Omega} \mathbf{D}\left(u_{*}\right): \nabla \Phi+\int_{\Omega}\left[\left(u_{*} \cdot \nabla\right) u_{*}+\left(u_{*} \cdot \nabla\right) a+(a \cdot \nabla) u_{*}\right] \cdot \Phi  \tag{2.42}\\
& \quad=-\nu \int_{\Omega} \nabla a: \nabla \Phi-\int_{\Omega}(a \cdot \nabla) a \cdot \Phi-\nu \int_{\partial \Omega_{P}} \vec{n} \cdot \mathbf{D}(a) \cdot \vec{\tau}_{1}\left(\Phi \cdot \vec{\tau}_{1}\right)
\end{align*}
$$

for every test function $\Phi \in V$.
Additionally, we have an estimate on the norm of $u_{*}$ :

$$
\begin{equation*}
\left\|u_{*}\right\|_{H^{1}(\Omega)} \leq K \tag{2.43}
\end{equation*}
$$

where the constant $K$ depends only on $a, \Omega$ and the conditions imposed on the solution.

Consequently, we have

$$
\begin{align*}
\left\|v-v_{\infty, i}\right\|_{H^{1}\left(\Omega_{P_{i}}\right)} & =\left\|u+a-v_{\infty, i}\right\|_{H^{1}\left(\Omega_{P_{i}}\right)}  \tag{2.44}\\
& \leq\|u\|_{H^{1}\left(\Omega_{P_{i}}\right)}+\left\|a-v_{\infty, i}\right\|_{H^{1}\left(\Omega_{P_{i}}\right)} \leq C
\end{align*}
$$

where the constant $C$ is as in the assertion of Theorem 1.3.
3. Proof of Theorem 1.4. As mentioned in the introduction, our construction will be divided into four steps, each described in a separate subsection.
3.1. A vector field in $\Omega_{D}$. In this section we will prove the following theorem:

Theorem 3.1. For every $\varepsilon_{D}>0$ and for every vector field $v^{*}$ given on $\partial \Omega$ and satisfying the compatibility condition (1.5) there exists a vector field $a_{D}$ which satisfies the following conditions:

$$
\begin{aligned}
\nabla \cdot a_{D} & =0 \quad \text { in } \Omega_{D} \\
a_{D} & =v^{*} \quad \text { on } \partial \Omega_{D}
\end{aligned}
$$

and

$$
\begin{equation*}
\int_{\Omega_{D}}\left|u \cdot \nabla a_{D} \cdot u\right| \leq \varepsilon_{D}\|u\|_{H_{0}^{1}\left(\Omega_{D}\right)}^{2} \tag{3.1}
\end{equation*}
$$

for every $u \in H_{0}^{1}\left(\Omega_{D}\right)$.
A method first introduced by Leray and then clarified by Hopf is adapted here. We will need a function $\varphi_{\varepsilon}(t)$ described as follows:

Definition 3.2. Let $\varphi_{\varepsilon}: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be defined by

$$
\varphi_{\varepsilon}(t)= \begin{cases}1 & \text { for } t<\gamma^{2}(\varepsilon)  \tag{3.2}\\ \varepsilon \ln (\gamma(\varepsilon) / t) & \text { for } \gamma^{2}(\varepsilon) \leq t<\gamma(\varepsilon) \\ 0 & \text { for } t \geq \gamma^{2}(\varepsilon)\end{cases}
$$

where $\gamma(\varepsilon)=\exp (-1 / \varepsilon)$.

Using $\varphi_{\varepsilon}$ we can define a function $\Phi_{\varepsilon}$ :
DEFinition 3.3. Let $\Phi_{\varepsilon}: \Omega \rightarrow \mathbb{R}$ be defined as follows:

$$
\begin{equation*}
\Phi_{\varepsilon}(x)=\left(m * \varphi_{\varepsilon}\right)(\delta(x)) \tag{3.3}
\end{equation*}
$$

where $\delta(x)=\operatorname{dist}\left(x, \partial \Omega_{D}\right), m$ is a standard mollifier with support in the interval $\left(-\gamma^{2} / 2, \gamma^{2} / 2\right)$, and $\varphi_{\varepsilon}$ is the function from Definition 3.2.

The following properties of $\Phi_{\varepsilon}$ will be used:
FACT 3.4.
(1) $\Phi_{\varepsilon} \in C^{\infty}\left(\Omega_{D}\right)$,
(2) $\Phi_{\varepsilon} \leq 1$ for every $x \in \Omega_{D}$,
(3) $\Phi_{\varepsilon}=1$ for $x \in \Omega_{D}$ such that $\delta(x) \leq \gamma^{2}(\varepsilon) / 2$,
(4) $\Phi_{\varepsilon}=0$ for $x \in \Omega_{D}$ such that $\delta(x) \geq 2 \gamma(\varepsilon)$,
(5) $\left|\nabla \Phi_{\varepsilon}\right| \leq \varepsilon / \delta(x)$.

Now let $a_{D}^{\prime}$ be the vector field from Lemma 2.5 with the vector field $v^{*}$ given on the boundary. Since $\Omega_{D}$ is simply connected, the vector field $a_{D}^{\prime}$ can be represented as

$$
\begin{equation*}
a_{D}^{\prime}=\nabla \times A \tag{3.4}
\end{equation*}
$$

for some vector field $A$ which also satisfies

$$
\begin{equation*}
\|A\|_{H^{2}\left(\Omega_{D}\right)} \leq c\left\|v^{*}\right\|_{H^{1 / 2}(\partial \Omega)} \tag{3.5}
\end{equation*}
$$

Consider the vector field $a_{D}(\varepsilon)$ defined as follows:

$$
\begin{equation*}
a_{D}(\varepsilon)=\nabla \times\left(\Phi_{\varepsilon} A\right) \tag{3.6}
\end{equation*}
$$

Using the properties of $\Phi_{\varepsilon}$ we have $a_{D \mid \partial \Omega}=v^{*}$, and also $\nabla \cdot a_{D}=0$. Furthermore

$$
\begin{equation*}
\left|a_{D}\right|=\left|\nabla \times\left(\Phi_{\varepsilon} A\right)\right| \leq 2\left(\left|\nabla \Phi_{\varepsilon}\right||A|+\left|\Phi_{\varepsilon} \nabla \times A\right|\right) \tag{3.7}
\end{equation*}
$$

From the Schwarz inequality and the properties of the form $\int_{\Omega} v \cdot \nabla u \cdot w$ we compute:

$$
\left|\int_{\Omega} u \cdot \nabla a_{D} \cdot u\right|=\left|\int_{\Omega} u \cdot \nabla u \cdot a_{D}\right| \leq\left.\left.\|u\|_{H^{1}(\Omega)}\left|\int_{\Omega}\right| u\right|^{2}\left|a_{D}\right|^{2}\right|^{1 / 2}
$$

Next, we have

$$
\begin{aligned}
\left.\left.\left|\int_{\Omega}\right| u\right|^{2}\left|a_{D}\right|^{2}\right|^{1 / 2} & \leq\left.\left.\left|\int_{\Omega}\right| u\right|^{2}\left|2\left(\left|\nabla \Phi_{\varepsilon}\right||A|+\left|\Phi_{\varepsilon} \nabla \times A\right|\right)\right|^{2}\right|^{1 / 2} \\
& \leq\left. c(A)\left|\int_{\Omega} \varepsilon\right| \frac{u}{\delta}\right|^{2}+\left.\left(\int_{\Omega}|u|^{4}\right)^{1 / 2}\left(\int_{\Omega_{\varepsilon}}|\nabla \times A|^{4}\right)^{1 / 2}\right|^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq c(A) \varepsilon\|u\|_{H_{0}^{1}(\Omega)}+c(A)\|u\|_{L^{4}(\Omega)}\left(\int_{\Omega_{\varepsilon}}|\nabla \times A|^{4}\right)^{1 / 2} \\
& \leq\|u\|_{H_{0}^{1}(\Omega)} \sigma(\varepsilon)
\end{aligned}
$$

where $\sigma(\varepsilon)$ is a continuous real function with $\sigma(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, and

$$
\begin{equation*}
\Omega_{\varepsilon}=\left\{x \in \Omega_{D}: \delta(x)<2 \gamma(\varepsilon)\right\} \tag{3.8}
\end{equation*}
$$

Our claim then follows after taking $\varepsilon$ small enough.
3.2. A vector field in $\Omega_{P}$. In this subsection we will prove the following theorem:

ThEOREM 3.5. Given $\varepsilon_{P}$, in $\Sigma:=P_{1} \times \mathbb{R}$ there exists a vector field $a_{P}$ which satisfies the following conditions:

$$
\begin{aligned}
\nabla \cdot a_{P} & =0 \quad \text { in } \Sigma, \\
a_{P} \cdot \vec{n} & =0 \quad \text { on } \partial \Sigma, \\
a_{P} \cdot \vec{\tau}_{2} & =0 \quad \text { on } \partial \Sigma, \\
\int_{I\left(x_{1}\right)} a_{P} \cdot \vec{n} & =v_{\infty, 1}\left|P_{1}\right| .
\end{aligned}
$$

Moreover

$$
\operatorname{supp} a_{P} \subset \Sigma_{\varepsilon_{P}}=\left\{x \in \Sigma: \operatorname{dist}(x, \partial \Sigma) \leq \varepsilon_{P}\right\}
$$

and

$$
\begin{equation*}
\left|\int_{\Sigma} u \cdot \nabla a_{P} \cdot u\right| \leq \varepsilon_{P}\|u\|_{H^{1}(\Sigma)}^{2} \tag{3.9}
\end{equation*}
$$

for every $u \in H^{1}(\Sigma)$ for which

$$
\begin{equation*}
\nabla \cdot u=0 \quad \text { in } \Sigma, \quad u \cdot \vec{\tau}_{2}=0 \quad \text { on } \partial \Sigma, \quad u \cdot \vec{n}=0 \quad \text { on } \partial \Sigma \tag{3.10}
\end{equation*}
$$

First, let us introduce the following definition:
Definition 3.6. Let $\Psi_{\varepsilon}: \Sigma \rightarrow \mathbb{R}$ be defined as follows:

$$
\begin{equation*}
\Psi_{\varepsilon}(x)=\left(m * \varphi_{\varepsilon}^{\prime}\right)(\delta(x)) \tag{3.11}
\end{equation*}
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Sigma)$ and $m$ is the standard mollifier with support in $\left(-\gamma^{2}(\varepsilon) / 2, \gamma^{2}(\varepsilon)\right)$.

It is obvious from the definition that
(1) $\Psi_{\varepsilon} \in C^{\infty}(\Sigma)$,
(2) $\Psi_{\varepsilon}(x)=0$ for $x \in \Omega$ such that $\delta(x) \geq 2 \gamma(\varepsilon)$ or $\delta(x) \leq \gamma^{2}(\varepsilon)$.

Now, denoting by $I\left(x_{1}\right)=P_{1}\left(x_{1}\right)$ the $x_{1}$-section of the region $P_{1}$ at some point $x_{1}$ and defining

$$
\begin{equation*}
K_{\varepsilon}=\int_{I\left(x_{1}\right)} \Psi_{\varepsilon}(x) d x_{2} d x_{3} \tag{3.12}
\end{equation*}
$$

we find that
(1) $K_{\varepsilon}$ is independent of $x_{1}$,
(2) $K_{\varepsilon}>c$, where $c$ is a constant independent of $\varepsilon$.

We can now define the vector field $a_{P}$ :
Definition 3.7. Set

$$
\begin{equation*}
a_{P}(x)=\left(\frac{\left|P_{1}\right| v_{\infty, 1}}{K_{\varepsilon}} \Psi_{\varepsilon}(x), 0,0\right) \tag{3.13}
\end{equation*}
$$

Before we start the proof of Theorem 3.5 we should remark that the compatibility condition at infinity is satisfied:

$$
\begin{equation*}
\int_{I\left(x_{1}\right)} a_{P} \cdot \vec{n}=v_{\infty, 1}\left|P_{1}\right| \tag{3.14}
\end{equation*}
$$

and also

$$
\begin{equation*}
\nabla \cdot a_{P}=0 \tag{3.15}
\end{equation*}
$$

Proof of Theorem 3.5. First, we notice that for $u$ satisfying

$$
\begin{equation*}
u \cdot \vec{\tau}_{2}=0, \quad u \cdot \vec{n}=0 \quad \text { on } \partial \Sigma \tag{3.16}
\end{equation*}
$$

one has

$$
\begin{equation*}
u_{2}, u_{3} \in H_{0}^{1}(\Sigma) \tag{3.17}
\end{equation*}
$$

Denote the $i$ th coordinate of the vector field $a_{P}$ by $a_{P}^{(i)}$. We calculate
(3.18) $\int_{\Sigma} u \cdot \nabla a_{P} \cdot u=\int_{\Sigma} u \cdot \nabla a_{P} \cdot u=\int_{\Sigma} u_{2} \frac{\partial a_{P}^{(1)}}{\partial x_{2}} u_{1}+\int_{\Sigma} u_{3} \frac{\partial a_{P}^{(1)}}{\partial x_{3}} u_{1}$

$$
\begin{aligned}
= & -\int_{\Sigma} u_{2,2} a_{P}^{(1)} u_{1}-\int_{\Sigma} u_{2} a_{P}^{(1)} u_{1,2}+\int_{\partial \Sigma} u_{2} a_{P}^{(1)} u_{1} \\
& -\int_{\Sigma} u_{3,3} a_{P}^{(1)} u_{1}-\int_{\Sigma} u_{3} a_{P}^{(1)} u_{1,3}+\int_{\partial \Sigma} u_{3} a_{P}^{(1)} u_{1} \\
= & -\int_{\Sigma} u_{2} a_{P}^{(1)} u_{1,2}-\int_{\Sigma} u_{3} a_{P}^{(1)} u_{1,3} .
\end{aligned}
$$

Now, we get

$$
\begin{equation*}
\left|\int_{\Sigma} u \cdot \nabla a_{P} \cdot u\right| \leq\left|\int_{\Sigma} u_{2} a_{P}^{(1)} u_{1,2}\right|+\left|\int_{\Sigma} u_{3} a_{P}^{(1)} u_{1,3}\right| . \tag{3.19}
\end{equation*}
$$

Recalling that $\left|P_{1}\right| v_{\infty, 1} / K_{\varepsilon} \leq M\left(v_{\infty},\left|P_{1}\right|\right)$ for a constant $M$ independent of $\varepsilon$ and using the properties of $\Psi_{\varepsilon}(x)$, we estimate the first integral on the right hand side of (3.19):

$$
\begin{equation*}
\left|\int_{\Sigma} u_{2} a_{P}^{(1)} u_{1,2}\right| \leq K \varepsilon\left|\int_{\Sigma} \frac{u_{2}}{\delta} u_{1,2}\right| \leq K \varepsilon\left(\int_{\Sigma}\left(\frac{u_{2}}{\delta}\right)^{2}\right)^{1 / 2}\left(\int_{\Sigma} u_{1,2}^{2}\right)^{1 / 2} \tag{3.20}
\end{equation*}
$$

From (3.17) and Lemma 2.6 we get

$$
\left|\int_{\Sigma} u_{2} a_{P}^{(1)} u_{1,2}\right| \leq K \varepsilon\|u\|_{H^{1}(\Sigma)}^{2}
$$

In a similar way we estimate the second integral in (3.19). Choosing $\varepsilon$ small enough we get the claim of our theorem.
3.3. Joining the vector fields $a_{P}$ and $a_{D}$. In this section we will show how to join the previously constructed fields $a_{P}$ and $a_{D}$ in such a way that the resulting vector field $a_{P \rightarrow D}$ is divergence free and preserves proper estimates.

Theorem 3.8. For every constant $\varepsilon_{P D}>0$ and the vector field $v^{*}$ from Theorem 3.1 there exists a vector field $a_{P \rightarrow D}$ defined in $\Omega$ which satisfies the following conditions:

$$
\begin{aligned}
& \nabla \cdot a_{P \rightarrow D}=0 \\
& a_{P \rightarrow D}=v^{*} \\
& \text { in } \Omega \\
& a_{P \rightarrow D} \cdot \vec{n}=0 \\
& a_{D}, \\
& a_{P \rightarrow D} \cdot \vec{\tau}_{2}=0 \\
& \\
& \text { on } O_{P}, \\
& O_{P},
\end{aligned}
$$

and the estimate

$$
\begin{equation*}
\left|\int_{\Omega} u \cdot \nabla a_{P \rightarrow D} \cdot u\right| \leq \varepsilon_{P D}\|u\|_{H^{1}(\Omega)}^{2} \tag{3.21}
\end{equation*}
$$

Let us assume, without loss of generality, that our construction is carried out in the domain $P_{1} \times(0, L)$ (see Fig. 1.1 in the introduction).

Our aim is to construct a vector field which smoothly joins the vector fields $a_{D}$ and $a_{P}$. In this construction a function $\pi$ described below will be helpful.

Definition 3.9. Let $\theta<L / 2$ be a constant and $\pi:(0, L) \rightarrow \mathbb{R}$ be a smooth function satisfying the following conditions:

$$
\begin{equation*}
\left|\pi^{\prime}\right|<2 /(L-2 \theta), \quad \pi_{\mid(0, \theta)} \equiv 1, \quad \pi_{\mid(L-\theta, L)} \equiv 0 \tag{3.22}
\end{equation*}
$$

Then we also have

$$
\begin{equation*}
\pi_{\mid(0, \theta)}^{\prime} \equiv 0, \quad \pi_{\mid(L-\theta, L)}^{\prime} \equiv 0 \tag{3.23}
\end{equation*}
$$

Let us take a closer look at the vector field $w$ defined as follows:

$$
\begin{equation*}
w\left(x_{1}, x_{2}, x_{3}\right):=\pi\left(x_{1}\right) a_{P}\left(x_{1}, x_{2}, x_{3}\right)+\left(1-\pi\left(x_{1}\right)\right) a_{D}\left(x_{1}, x_{2}, x_{3}\right) \tag{3.24}
\end{equation*}
$$

It satisfies

$$
\begin{align*}
w & =0 \quad \text { on } O_{D} \cap O_{P}  \tag{3.25}\\
\nabla \cdot w & =\pi \nabla \cdot a_{P}+(1-\pi) \nabla \cdot a_{D}+\pi^{\prime}\left(a_{P}^{(1)}-a_{D}^{(1)}\right)  \tag{3.26}\\
& =\pi^{\prime}\left(a_{P}^{(1)}-a_{D}^{(1)}\right)
\end{align*}
$$

and we need to correct it to make it divergence free in the domain $\Sigma:=$ $\Omega_{D} \cap \Omega_{P}=P_{1} \times(0, L)$. In the following we use the notation

$$
\begin{equation*}
g:=a_{P}^{(1)}-a_{D}^{(1)} \tag{3.27}
\end{equation*}
$$

Lemma 3.10. There exists $\bar{w}$ such that

$$
\nabla \cdot \bar{w}=g \quad \text { in } \Sigma
$$

and

$$
\begin{aligned}
\left|\int_{\Sigma} u \cdot \nabla \pi^{\prime} \bar{w} \cdot u\right| & \leq c\left(\Sigma, \varepsilon_{D}, \varepsilon_{P}\right)\|u\|_{H^{1}(\Sigma)}^{2} \\
\nabla \cdot \pi^{\prime} \bar{w} & =\pi^{\prime} g \quad \text { in } \Sigma
\end{aligned}
$$

where $\varepsilon_{D}$ and $\varepsilon_{P}$ are the constants from Theorems 3.1 and 3.5. Additionally

$$
\begin{equation*}
c\left(\Sigma, \varepsilon_{D}, \varepsilon_{P}\right) \rightarrow 0 \quad \text { as } \varepsilon_{D}, \varepsilon_{P} \rightarrow 0 \tag{3.28}
\end{equation*}
$$

To prove this lemma we will need the following:
Lemma 3.11. There exists a covering of the boundary $\partial P_{1}$ with open rectangles whose sides are parallel to the axes of the basic coordinate system and with open rectangles whose sides form a $\pi / 4$ angle with these basic axes, such that two corners of these rectangles are inside $P_{1}$, and the other two are outside $P_{1}$, determining a direction-from the inside to the outside of the domain. Furthermore, in each rectangle the distance function $\delta\left(x, \partial P_{1}\right)$ is decreasing in the direction determined above.

REMARK 3.12. For an illustration of the above situation see the following pictures:


Fig. 3.1
Proof of Lemma 3.10. The rectangles from Lemma 3.11 cover not only the boundary $\partial P_{1}$, but also some of its neighbourhood. Let us assume that $\operatorname{supp} g$ is a subset of this neighbourhood. This assumption can be made, by the properties of the fields $a_{P}$ and $a_{D}$ (see the construction).

From this covering we choose a finite subcovering. Let $\eta_{k}$ be a smooth partition of unity and $g_{k}:=\eta_{k} g$.

We will carry out the construction of the field $\bar{w}$ in each rectangle separately; then we will add all $\bar{w}_{k}$ 's to get a vector field

$$
\begin{equation*}
\bar{w}=\sum_{k} \bar{w}_{k} . \tag{3.29}
\end{equation*}
$$

The following properties will hold:

$$
\begin{align*}
& \int_{\Omega}(u \cdot \nabla) \bar{w} \cdot u=\sum_{k} \int_{\Omega}(u \cdot \nabla) \bar{w}_{k} \cdot u,  \tag{3.30}\\
& \nabla \cdot \bar{w}=\sum_{k} \nabla \cdot \bar{w}_{k}=\sum_{k} g_{k}=g . \tag{3.31}
\end{align*}
$$

Without loss of generality we assume that the construction for each $\bar{w}_{k}$ is done in coordinates where the origin is as in one of the pictures below:



Fig. 3.2
In the first case the vector field $\bar{w}_{k}$ is described in the following way:

$$
\begin{align*}
\bar{w}_{k}^{(1)}(x) & =0  \tag{3.32}\\
\bar{w}_{k}^{(2)}(x) & =\int_{0}^{x_{3}} g_{k}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t  \tag{3.33}\\
\bar{w}_{k}^{(3)}(x) & =\int_{0}^{x_{3}} g_{k}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t \tag{3.34}
\end{align*}
$$

This field has its support included in the rectangle. As the support of the function $g$ gets closer to the boundary, the support of $w_{k}$ also gets closer to the boundary.

Lemma 3.13.
(1) $\bar{w}_{k} \in C^{\infty}(\Omega)$,
(2) $\nabla \cdot \bar{w}_{k}=g_{k}$.

Now we get the estimates from the claim of Lemma 3.10.
Let $P_{k}$ be the $k$ th rectangle multiplied by the interval $(0, L)$, and $P_{k}^{\prime}$ be the $k$ th rectangle multiplied by $(\theta, L-\theta)$, where $\theta>0$ is the constant from Definition 3.9. Let us calculate:

$$
\begin{align*}
& \int_{P_{k}}|u|^{2}\left|\pi^{\prime} w_{k}\right|^{2} d x=\int_{P_{k}}|u|^{2}\left|\int_{0}^{x_{3}} \pi^{\prime} g_{k}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x  \tag{3.35}\\
&=\int_{P_{k}}|u|^{2}\left|\int_{0}^{x_{3}} \eta_{k} \pi^{\prime}\left(x_{1}\right)\left(a_{P}^{(1)}-a_{D}^{(2)}\right)\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x \\
& \leq \int_{P_{k}} \pi^{\prime}|u|^{2}\left|\int_{0}^{x_{3}}\left(a_{P}^{(1)}-a_{D}^{(2)}\right)\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x \\
& \leq \int_{P_{k}} \pi^{\prime}|u|^{2}\left|\int_{0}^{x_{3}}\left(\left|a_{P}^{(1)}\right|+\left|a_{D}^{(2)}\right|\right)\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x \\
& \leq c\left(\pi^{\prime}\right) \int_{P_{k}^{\prime}}|u|^{2}\left|\int_{0}^{x_{3}} p_{1}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x \\
& \quad \leq c\left(\pi^{\prime}\right) \int_{P_{k}^{\prime}}|u|^{2}\left|\int_{0}^{x_{3}} p_{2}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t\right|^{2} d x
\end{align*}
$$

where

$$
\begin{align*}
& p_{1}=|\varepsilon / \delta|+2\left(\left|\nabla \Phi_{\varepsilon}\right||A|+\left|\Phi_{\varepsilon} \nabla \times A\right|\right),  \tag{3.36}\\
& p_{2}=|\varepsilon / \delta|+2\left(|\varepsilon / \delta||A|+\left|\Phi_{\varepsilon} \nabla \times A\right|\right) \tag{3.37}
\end{align*}
$$

From the properties of our rectangles we get

$$
\begin{equation*}
\int_{0}^{x_{3}} \frac{1}{\delta\left(x_{1}, x_{2}-x_{3}+t, t\right)} d t \leq x_{3} \frac{1}{\delta\left(x_{1}, x_{2}, x_{3}\right)} \tag{3.38}
\end{equation*}
$$

We also have

$$
\begin{align*}
\int_{P_{k}^{\prime}}|u|^{2}\left|\pi^{\prime} w_{k}\right| d x \leq & c(L, A, K)\left(\int_{P_{k}^{\prime}}|u|^{2}|\varepsilon / \delta|^{2} d x\right.  \tag{3.39}\\
& \left.+\int_{P_{k}^{\prime}}|u|^{2} \int_{0}^{x_{3}}\left|\Phi_{\varepsilon} \nabla \times A\right|^{2}\left(x_{1}, x_{2}-x_{3}+t, t\right) d t d x\right)
\end{align*}
$$

We estimate the second integral on the right hand side of (3.39) in a similar way to that in the Dirichlet case. Namely, for $\varepsilon$ small enough (depending on $\eta$ )

$$
\begin{equation*}
\int_{P_{k}^{\prime}}|u|^{2} \int_{0}^{x_{3}}\left|\Phi_{\varepsilon} \nabla \times A\right|\left(x_{1}, x_{2}-x_{3}+t, t\right) d t d x \leq \eta\|u\|_{H^{1}(\Omega)}^{2} \tag{3.40}
\end{equation*}
$$

An estimate for the former integral is achieved in a similar way to the previous one. We balance the term $1 / \delta(x)$ with the function $u$, but the
function $u$ may not be zero near $P_{1} \times\{0\} \cup P_{1} \times\{L\}$. However, in our case we are away from the singularities near $P_{1} \times\{0\} \cup P_{1} \times\{L\}$ (thanks to $\theta$ ).

Setting $\varepsilon$ small enough we get the required estimate.
The case with the rectangle sides not parallel to the axes is almost identical to that described above. We will just give the definition for $\bar{w}_{k}$ :

$$
\begin{align*}
\bar{w}_{k}^{(1)}(x) & =0  \tag{3.41}\\
\bar{w}_{k}^{(2)}(x) & =\int_{0}^{x_{2}} g_{k}\left(x_{1}, t, x_{3}\right) d t  \tag{3.42}\\
\bar{w}_{k}^{(3)}(x) & =0 \tag{3.43}
\end{align*}
$$

In that way we get a vector field

$$
\begin{equation*}
\bar{w}=\sum_{k} \bar{w}_{k} \tag{3.44}
\end{equation*}
$$

which satisfies the assertion of Lemma 3.10 (the number of rectangles is finite).

Now we have a divergence free vector field

$$
\begin{equation*}
w=\pi a_{P}+(1-\pi) a_{D}-\pi^{\prime} \bar{w} \tag{3.45}
\end{equation*}
$$

Unfortunately, it may not be zero on the boundary, so we need to correct it in a suitable way. Let us formulate this in the following lemma:

Lemma 3.14. For

$$
\begin{equation*}
w=\pi a_{P}+(1-\pi) a_{D}-\pi^{\prime} \bar{w} \tag{3.46}
\end{equation*}
$$

there exists a vector field $\bar{v}$ which satisfies

$$
\begin{aligned}
\nabla \cdot \bar{v} & =0 \\
& \text { in } \Sigma \\
\bar{v} & =w \\
& \text { on } O_{D} \cap O_{P}
\end{aligned}
$$

Moreover, for every function $u \in H^{1}(\Sigma)$ with its trace on $\partial \Sigma \backslash\left(P_{1} \times\{0\} \cup\right.$ $\left.P_{1} \times\{L\}\right)$ equal to zero, the estimate

$$
\begin{equation*}
\left|\int_{\Sigma} u \cdot \nabla \bar{v} \cdot u\right| \leq c(\varepsilon)\|u\|_{H^{1}(\Sigma)}^{2} \tag{3.47}
\end{equation*}
$$

holds, where $c(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Proof. Let $v\left(x_{1}\right)$ be the two-dimensional vector field from Lemma 2.4 for the boundary conditions $v^{*}=\bar{w}\left(x_{1}\right)$ and the function $g \equiv 0$. Then $\bar{v}\left(x_{1}\right)=\left(0, v\left(x_{1}\right)\right)$ is a well defined divergence free vector field. We also have

$$
\begin{equation*}
\nabla \cdot\left(\pi^{\prime} \bar{v}\right)=0 \tag{3.48}
\end{equation*}
$$

The vector field $\bar{v}$ can be written as

$$
\begin{equation*}
\bar{v}=\nabla \times W \tag{3.49}
\end{equation*}
$$

for some vector field $W$.

REMARK 3.15. Of course the compatibility condition (2.10) for $v$ is satisfied.

Let

$$
\begin{equation*}
\bar{v}_{\varepsilon}:=\pi^{\prime}\left(\nabla \times \psi_{\varepsilon} W\right) \tag{3.50}
\end{equation*}
$$

Let us recall that $\operatorname{supp} \pi^{\prime} \subset(\theta, L-\theta)$. As in the previous sections (see Lemmas 3.1 and 3.5), singularities are removed by $u$ or $\pi^{\prime}$.

Finally, the vector field

$$
\begin{equation*}
a_{P \rightarrow D}=\pi a_{P}+(1-\pi) a_{D}-\pi^{\prime} \bar{w}-\bar{v}_{\varepsilon} \tag{3.51}
\end{equation*}
$$

for $\varepsilon_{P}$ and $\varepsilon_{D}$ small enough, satisfies the following conditions:

$$
\begin{align*}
\nabla \cdot a_{P \rightarrow D} & =0 \quad \text { in } \Omega \\
a_{P \rightarrow D} & =0 \quad \text { on } \partial \Omega  \tag{3.52}\\
\left|\int_{\Omega} u \cdot \nabla a_{P \rightarrow D} \cdot u\right| & \leq \varepsilon_{P D}\|u\|_{H^{1}(\Omega)}^{2}
\end{align*}
$$

Thus, Theorem 3.8 has been proved.
3.4. Transition to a constant vector field. Now we would like to make the vector field $a$ constant at infinity. This is the last step in the construction of the vector field $a$ from Theorem 1.4.

The construction is stated in the following lemma:
Lemma 3.16. For every constant $D$ and vector fields $a_{P}, a_{\infty, 1}$ (defined in $P_{1} \times \mathbb{R}$ ) there exists a smooth vector field $a_{P \rightarrow \infty}$ which satisfies the following conditions:

$$
\begin{aligned}
\nabla \cdot a_{P \rightarrow \infty} & =0 & & \text { in } P_{1} \times \mathbb{R} \\
a_{P \rightarrow \infty} & =0 & & \text { on } \partial \Sigma \\
a_{P \rightarrow \infty} & =a_{P} & & \text { for } x_{1} \geq D \\
a_{P \rightarrow \infty} & =a_{\infty, 1} & & \text { for } x_{1} \leq 0
\end{aligned}
$$

Proof. Let us take a closer look at the vector field $a_{\pi}=\pi a_{P}+(1-\pi) a_{\infty, 1}$. Its divergence equals

$$
\begin{equation*}
\nabla \cdot a_{\pi}=\pi^{\prime}\left(v_{\infty, 1}-c \Psi_{\varepsilon}\right) \tag{3.53}
\end{equation*}
$$

for a constant $c$ and a function $\pi^{\prime}:(0, D) \rightarrow(0,1)$ satisfying

$$
\begin{equation*}
\pi^{\prime}(0)=\pi^{\prime}(1)=0, \quad\left|\pi^{\prime}\right| \leq 2 / D \tag{3.54}
\end{equation*}
$$

Let

$$
\begin{equation*}
g=v_{\infty, 1}-c \Psi_{\varepsilon} \tag{3.55}
\end{equation*}
$$

We will try to find a vector field $\bar{w}$ satisfying

$$
\begin{equation*}
\nabla \cdot \bar{w}=-g \quad \text { in } \Sigma \tag{3.56}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\pi^{\prime} \nabla \cdot \bar{w}=\pi^{\prime} \nabla \cdot(0, w)=\nabla \cdot\left(\pi^{\prime}(0, w)\right)=\nabla \cdot\left(\pi^{\prime} \bar{w}\right) \tag{3.57}
\end{equation*}
$$

Notice that the function $g$ does not depend on $x_{1}$, and neither does $\bar{w}$. Let $\bar{v}$ be a vector field satisfying

$$
\begin{align*}
\nabla \cdot \bar{v} & =0 & & \text { in } \Sigma  \tag{3.58}\\
\bar{v} & =-\bar{w} & & \text { on } \partial \Sigma \backslash(I(0) \cup I(D)) \tag{3.59}
\end{align*}
$$

The compatibility condition is satisfied:

$$
\begin{equation*}
\int_{\partial \Omega\left(x_{1}\right)} \bar{v} \cdot \vec{n}=0 . \tag{3.60}
\end{equation*}
$$

Now, let $a_{P \rightarrow \infty}$ be defined by

$$
\begin{equation*}
a_{P \rightarrow \infty}=a_{\pi}+\pi^{\prime} \bar{w}+\pi^{\prime} \bar{v} \tag{3.61}
\end{equation*}
$$

This field satisfies

$$
\begin{aligned}
\nabla \cdot a_{P \rightarrow \infty} & =0 & & \text { in } P_{1} \times \mathbb{R} \\
a_{P \rightarrow \infty} & =0 & & \text { on } \partial \Sigma \\
a_{P \rightarrow \infty} & =a_{P} & & \text { for } x_{1} \geq D \\
a_{P \rightarrow \infty} & =a_{\infty, 1} & & \text { for } x_{1} \leq 0
\end{aligned}
$$

Lemma 3.17. Given $\eta>0$, there exists $D$ (the constant from Lemma 3.16) such that the vector field $a_{P \rightarrow \infty}$ defined above satisfies

$$
\begin{equation*}
\left|\int_{\Omega} u \cdot \nabla a_{P \rightarrow \infty} \cdot u\right| \leq 5 \eta\|u\|_{H^{1}(\Omega)}^{2} \tag{3.62}
\end{equation*}
$$

for every function $u \in H^{1}(\Sigma) \cap V$.
Proof. Using (3.61) we have

$$
\begin{align*}
\left|\int_{\Omega} u \cdot \nabla a_{P \rightarrow \infty} \cdot u\right| \leq & \left|\int_{\Omega} u \cdot \nabla a_{\pi} \cdot u\right|+\left|\int_{\Omega} u \cdot \nabla \pi^{\prime} \bar{w} \cdot u\right|  \tag{3.63}\\
& +\left|\int_{\Omega} u \cdot \nabla \pi^{\prime} \bar{v} \cdot u\right|
\end{align*}
$$

We estimate the first integral:

$$
\begin{align*}
\left|\int_{\Omega} u \cdot \nabla a_{\pi} \cdot u\right|= & \left|\int_{\Sigma} u \cdot \nabla\left(\pi a_{P}+(1-\pi) a_{\infty, 1}\right) u\right|  \tag{3.64}\\
= & \mid \int_{\Sigma} u_{1} \pi^{\prime}\left(a_{P}-a_{\infty, 1}\right) u_{1}+\int_{\Sigma} \pi u \cdot \nabla a_{P} \cdot u \\
& +\int_{\Sigma}(1-\pi) u \cdot \nabla a_{2} \cdot u \mid
\end{align*}
$$

$$
\begin{aligned}
& \leq(2 / D)\left\|a_{P}-a_{\infty, 1}\right\|_{C(\Sigma)} \int_{\Sigma}|u|^{2}+\left|\int_{\Sigma} u \cdot \nabla a_{P} \cdot u\right|+\left|\int_{\Sigma} u \cdot \nabla a_{2} \cdot u\right| \\
& \leq(2 / D)\left\|a_{P}-a_{\infty, 1}\right\|_{C(\Sigma)}\|u\|_{H^{1}(\Sigma)}^{2}+2 \eta\|u\|_{H^{1}(\Sigma)}^{2}
\end{aligned}
$$

The vector fields $a_{P}$ and $a_{\infty, 1}$ are smooth with a finite $\sup _{\Sigma}$ norm, so, taking $D$ large enough, we get

$$
\begin{equation*}
\left|\int_{\Omega} u \cdot \nabla a_{\pi} \cdot u\right| \leq 3 \eta\|u\|_{H^{1}(\Sigma)}^{2} \tag{3.65}
\end{equation*}
$$

We can estimate the next integral by

$$
\begin{align*}
\left|\int_{\Sigma} u \cdot \nabla \pi^{\prime} \bar{w} \cdot u\right| & =\left|\int_{\Sigma} u \cdot \nabla u \cdot \pi^{\prime} \bar{w}\right| \leq c\|\nabla u\|_{L^{2}(\Sigma)}\left(\int_{\Sigma}|u|^{2}\left|\pi^{\prime} \bar{w}\right|^{2}\right)^{1 / 2}  \tag{3.66}\\
& \leq c\|\nabla u\|_{L^{2}(\Sigma)}(2 / D)\|\bar{w}\|_{C(\Sigma)}\left(\int_{\Sigma}|u|^{2}\right)^{1 / 2} \\
& \leq(2 c / D)\|\bar{w}\|_{C(\Sigma)}\|u\|_{H^{1}(\Sigma)}^{2}
\end{align*}
$$

The vector field $\bar{w}$ is smooth and has a finite norm $\|\bar{w}\|_{C(\Sigma)}$, so, taking $D$ large enough, we obtain the desired estimate

$$
\begin{equation*}
\left|\int_{\Sigma} u \cdot \nabla \pi^{\prime} \bar{w} \cdot u\right| \leq \eta\|u\|_{H^{1}(\Sigma)}^{2} \tag{3.67}
\end{equation*}
$$

In a similar way we get

$$
\begin{equation*}
\left|\int_{\Sigma} u \cdot \nabla \pi^{\prime} \bar{v} \cdot u\right| \leq \eta\|u\|_{H^{1}(\Sigma)}^{2} \tag{3.68}
\end{equation*}
$$

Summing inequalities (3.65)-(3.68), we obtain (3.62).
To finish the proof of Theorem 1.4 we notice that all parts of the vector field $a$ have been constructed. They are gathered in the following definition of the vector field $a$ :

$$
a(x):= \begin{cases}a_{D}(x) & \text { for } x \in \Omega_{D} \backslash \Omega_{P}  \tag{3.69}\\ a_{P \rightarrow D, i}(x) & \text { for } x \in \Omega_{D P_{i}} \\ a_{P \rightarrow \infty, i}(x) & \text { for } x \in \Omega_{P_{i}}\end{cases}
$$

Estimates (1.21) and (1.22) also hold if proper constants, occurring in the construction, were chosen small enough. Thus, the proof of Theorem 1.4 is finished.
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