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ON THE CRITICAL NEUMANN PROBLEM

WITH LOWER ORDER PERTURBATIONS

BY

JAN CHABROWSKI (Brisbane) and BERNHARD RUF (Milano)

Abstract. We investigate the solvability of the Neumann problem (1.1) involving a
critical Sobolev exponent and lower order perturbations in bounded domains. Solutions
are obtained by min max methods based on a topological linking. A nonlinear perturbation
of a lower order is allowed to interfere with the spectrum of the operator −∆ with the
Neumann boundary conditions.

1. Introduction. Let Ω ⊂ R
N be a bounded domain with a smooth

boundary ∂Ω. In this paper we investigate the nonlinear Neumann problem

(1.1)





−∆u = |u|2
∗−2u + g(x, u) in Ω,

∂

∂ν
u(x) = 0 on ∂Ω,

where 2∗ = 2N/(N − 2), N ≥ 3, is a critical Sobolev exponent.

It is assumed that the nonlinearity g(x, u) satisfies the following three
basic assumptions:

(g1) g : Ω × R
N → R is a Carathéodory function and for every M > 0,

sup{|g(x, s)|; x ∈ Ω, |s| ≤ M} < ∞,

(g2) there exist constants a1, a2 > 0 and σ ∈ (0, 2) such that

1

2
g(x, s)s − G(x, s) ≥ −a1 − a2|s|

σ

for all (x, s) ∈ Ω × R, where G(x, t) =
Tt
0 g(x, s) ds,

(g3) lim
|s|→∞

g(x, s)

|s|2∗−1
= 0 uniformly in x a.e. in Ω.

Further assumptions will be given in the next sections.

The Neumann problem in bounded domains with g(x, u) = 0 has an
extensive literature [1]–[3], [5], [16], [19]–[24].
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To motivate our approach we briefly recall the main results for the Neu-
mann problem in the bounded domain Ω,

(1.2)

{
−∆u + λu = |u|2

∗−2u in Ω,
∂u

∂ν
= 0 on ∂Ω, u > 0 on Ω.

First existence results for problem (1.2) are due to Adimurthi–Man-
cini [1], Adimurthi–Yadava [6] and X. J. Wang [19]. Solutions to problem
(1.2) were obtained as the minimizers of the variational problem

mλ = inf
u∈H1(Ω)−{0}

T
Ω(|∇u|2 + λu2) dx

(
T
Ω |u|2∗dx)2/2∗

(1.3)

= inf
u∈H1(Ω),

T
Ω |u|2∗dx=1

\
Ω

(|∇u|2 + λu2) dx.

The existence of a minimizer for mλ is closely related to the best Sobolev
constant S. We recall that

S = inf
u∈D1,2(RN )−{0}

T
RN |∇u|2 dx

(
T
RN |u|2∗dx)2/2∗

,

where D1,2(RN ) is the Sobolev space defined by

D1,2(RN ) = {u; ∇u ∈ L2(RN ), u ∈ L2∗(RN )}.

The best Sobolev constant is achieved by

U(x) =
cN

(N(N − 2) + |x|2)(N−2)/2
,

where cN > 0 is a constant depending on N . The function U , called an
instanton, satisfies the equation

−∆U = U2∗−1 in R
N .

We have
T
RN |∇U |2 dx =

T
RN U2∗dx = SN/2. For future use we introduce

the notation

Uε,y(x) = ε−(N−2)/2U

(
x − y

ε

)
, y ∈ R

N , ε > 0.

If y = 0 we write Uε = Uε,0.
The main step in establishing the existence of a minimizer for mλ is to

show that

(1.4) mλ <
S

22/N
.

This can be established by testing mλ with Uε,y, where y ∈ ∂Ω is a point
where ∂Ω has the mean curvature H(y) > 0. Solutions of the minimization
problem (1.3) are called the least energy solutions. These results were ex-
tended to the critical Neumann problems involving indefinite weights in the
papers [8] and [9].
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In [10] the above existence result has been extended to (1.1) with
g(x, u) = λu and with λ lying between two consecutive eigenvalues of the
operator −∆ with the Neumann boundary conditions. The purpose of this
paper is to obtain the existence of solutions with a more general pertur-
bation g(x, u). In our approach we use a modified topological linking from
the paper [12]. In the proofs of our existence results the use of the instan-
ton plays an essential role. In particular, we use some asymptotic properties
of Uε,y with y ∈ ∂Ω in terms of the mean curvature of ∂Ω at y. The in-
fluence of the mean curvature on the existence of a solution disappears in
the case of the problem involving an indefinite weight in a situation where
its global maximum is larger than its maximum on the boundary ∂Ω. It
is worth mentioning that the resonance case for the dimensions N = 3, 4
requires a condition which controls the growth of the perturbation g in
the vicinity of at least one boundary point with a positive mean curva-
ture.

The paper is organized as follows. In Section 2 we find the energy level
below which the Palais–Smale condition holds for the variational functional
associated with problem (1.1). In Sections 3 and 4 we consider nonresonance
and resonance cases. Section 5 is devoted to the critical Neumann problem
with an indefinite weight.

Throughout this paper we denote strong convergence by “→” and weak
convergence by “⇀”. The norms in the Lebesgue spaces Lp(Ω) are denoted
by ‖·‖p. By H1(Ω) we denote a standard Sobolev space on Ω equipped with
the norm

‖u‖2 =
\
Ω

(|∇u|2 + u2) dx.

2. Palais–Smale condition. We set

Jλ(u) =
1

2

\
Ω

|∇u|2 dx −
\
Ω

G(x, u) dx −
1

2∗

\
Ω

|u|2
∗

dx,

where G(x, u) =
Tu
0 g(x, s) ds. It is easy to check that Jλ is a C1-functional on

H1(Ω). Solutions of problem (1.1) are sought as critical points of Jλ through
the topological linking. The important step in this approach is to find the
energy level of the functional Jλ below which the Palais–Smale condition
holds.

We recall that the functional Jλ satisfies the Palais–Smale condition at

level c ((PS)c condition for short) if each sequence {un} ⊂ H1(Ω) such
that (∗) Jλ(un) → c and (∗∗) J ′

λ(un) → 0 in H−1(Ω) is relatively compact
in H1(Ω). Any sequence {un} ⊂ H1(Ω) satisfying (∗) and (∗∗) is called a
Palais–Smale sequence for Jλ at level c (a (PS)c sequence for short).
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Proposition 2.1. Suppose (g1)–(g3) hold. Let {un} ⊂ H1(Ω) be a

(PS)c sequence for Jλ. Then, up to a subsequence, un ⇀ u in H1(Ω) and

J ′
λ(u) = 0. The weak limit u is nonzero if g(x, 0) 6= 0 or g(x, 0) = 0 and

c ∈ (0, SN/2/2N).

Proof. First, we show that {un} is bounded in H1(Ω). For large n we
have

c + 1 + ‖un‖ ≥ J(un) −
1

2
〈J ′(un), un〉

=
1

N

\
Ω

|un|
2∗dx +

\
Ω

[
1

2
g(x, un)un − G(x, un)

]
dx.

It follows from (g2) that

(2.1) c + 1 + ‖un‖ ≥
1

N

\
Ω

|un|
2∗dx − a1|Ω| − a2

\
Ω

|un|
σ dx.

In what follows we always denote by C a positive constant independent
of n which may change from one inequality to another. Using the Young
inequality we obtain \

Ω

|un|
σ dx ≤ κ

\
Ω

|un|
2∗dx + C

for every κ > 0, where C > 0 is a constant depending on κ and |Ω|. Inserting
this inequality with κ = 1/2Na2 into (2.1) we obtain

(2.2)
\
Ω

|un|
2∗dx ≤ C(‖un‖ + 1).

We now use the equality

(2.3) Jλ(un) −
1

2∗
〈J ′

λ(un), un〉

=
1

N

\
Ω

|∇un|
2 dx +

\
Ω

[
1

2∗
g(x, un)un − G(x, un)

]
dx.

This combined with (g1) and (g3) gives the estimate\
Ω

|∇un|
2dx ≤ C

(\
Ω

|un|
2∗dx + ‖un‖ + 1

)
.

Then it follows from (2.2) that

(2.4)
\
Ω

|∇un|
2 dx ≤ C(‖un‖ + 1).

We now consider the decomposition H1(Ω) = R⊕V , where V = {v ∈H1(Ω);T
Ω v dx = 0}. We equip H1(Ω) with the equivalent norm

‖u‖V =
(\

Ω

|∇v|2 dx + t2
)1/2
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for u = t + v, v ∈ V , t ∈ R. Using this decomposition we can write un =
vn + tn, vn ∈ V , tn ∈ R. We claim that {tn} is bounded. Arguing by
contradiction we may assume tn → ∞. The case tn → −∞ is similar. We
put wn = vn/tn. It then follows from (2.4) that\

Ω

|∇wn|
2 dx ≤ C

[
t−2
n + t−1

n

(\
Ω

(|∇wn|
2 dx + 1)

)1/2]
.

This yields
T
Ω |∇wn|

2 dx → 0 and hence wn → 0 in Lp(Ω) for every

2 ≤ p ≤ 2∗. (Here we used the fact that the space V equipped with the

norm (
T
Ω |∇v|2 dx)1/2 is continuously embedded into Lp(Ω) for 2 ≤ p ≤ 2∗.)

We now observe that

t−2∗

n

[
Jλ(un) −

1

2
〈J ′

λ(un), un〉

]

=
1

N

\
Ω

|wn + 1|2
∗

dx + t−2∗

n

(
1

2

\
Ω

g(x, un)un dx −
\
Ω

G(x, un) dx

)
.

Using (g3) and letting n → ∞ in this equality we get N−1
T
Ω dx = 0. This

is a contradiction.
Since {tn} is bounded, we deduce from (2.4) that {|∇vn|} is bounded

in L2(Ω). Consequently, {un} is bounded in H1(Ω). We may assume that
un ⇀ 0 in H1(Ω). Since g is subcritical it is clear that J ′

λ(u) = 0. If we have
g(x, 0) 6= 0, then u 6= 0. So it remains to consider the case g(x, 0) = 0 on Ω.
Arguing by contradiction assume u ≡ 0 on Ω. Hence\

Ω

|∇un|
2 dx =

\
Ω

|un|
2∗dx + o(1)

and also \
Ω

|∇un|
2 dx → Nc and

\
Ω

|un|
2∗ dx → Nc.

We now apply the following inequality: there exists a constant A(Ω) > 0
such that

S

22/N

(\
Ω

|u|2
∗

dx
)2/2∗

≤
\
Ω

|∇u|2 dx + A(Ω)
(\

Ω

|u|2N/(N−1) dx
)(N−1)/N

for every u ∈ H1(Ω) (see [25]). We use this inequality with u = un. Since
2N/(N − 1) < 2∗, letting n → ∞ we deduce that S(Nc)2/2∗/22/N ≤ Nc.
This yields SN/2/2N ≤ c, which is a contradiction.

3. Existence theorem for the nonresonance case near 0. We de-
note by 0 = λ1 < λ2 < · · · the sequence of the eigenvalues for −∆ with
Neumann boundary conditions. The first eigenvalue is simple and has con-
stant eigenfunctions.
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We assume that there exist k ∈ N, δ > 0, σ > 0 and µ ∈ (λk, λk+1) such
that

(g4)
1
2(λk + σ)s2 ≤ G(x, s) ≤ 1

2µs2 for a.e. x ∈ Ω and all |s| ≤ δ,

(g5) G(x, s) ≥ 1
2(λk + σ)s2 − 1

2∗ |s|
2∗ for a.e. x ∈ Ω and all s ∈ R.

For simplicity we assume 0 ∈ ∂Ω. For every m ∈ N we define the function
ζm : Ω → R by

ζm(x) =





0 if x ∈ Ω ∩ B(0, 1/m),

m|x| − 1 if x ∈ Am = Ω ∩ (B(0, 2/m) − B(0, 1/m)),

1 if x ∈ Ω − B(0, 2/m).

Let {ei} be the orthonormal sequence of eigenfunctions for −∆ with Neu-
mann boundary conditions. We put em

i = ζmei, i = 1, 2, . . . , and define the
spaces H−, H−

m and H+ by

H−= span{ei; i = 1, . . . , k}, H−
m = span{em

i ; i = 1, . . . , k}, H+ = (H−)⊥,

so that H1(Ω) = H− ⊕ H+.

Lemma 3.1, below, is a modification of Lemma 2 from [12].

Lemma 3.1. We have em
i → ei in H1(Ω) as m → ∞ and

max
u∈H−

m,
T
Ω u2 dx=1

‖∇u‖2
2 ≤ λk + ckm

2−N ,

where ck > 0 are constants independent of m.

Proof. Following the proof of Lemma 2 from [12] we have\
Ω

|∇(em
i − ei)|

2 dx ≤ C[‖ei‖
2
∞m2−N + ‖∇ei‖∞‖ei‖∞m1−N + ‖∇ei‖

2
∞m−N ]

and similarly\
Ω

|em
i − ei|

2 dx =
\
Ω

(ζm − 1)2e2
i dx ≤ C‖ei‖

2
∞m−N .

These two estimates give the first part of our assertion. We now use the nota-
tion ∂B = {u ∈ H1(Ω);

T
Ω u2 dx = 1}. If v ∈ H−∩∂B, then v =

∑k
j=1 αjej

with
∑k

j=1 α2
j = 1. If v ∈ H− ∩ ∂B, then vm = ζmv =

∑k
j=1 αjζmej =

∑k
j=1 αje

m
j . Hence vm ∈ H−

m. Let w ∈ H−
m ∩ ∂B. Then w =

∑
j βm

j em
j and

‖w‖2
2 =

\
Ω

∑

j,k

βm
j βm

k em
j em

k dx

=
\
Ω

βm
j βm

k ejek dx +
\
Ω

∑

j,k

βm
j βm

k (em
j em

k − em
j ek + em

j ek − ejek) dx.
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Using the Hölder inequality and the estimates from the first part of the
proof we derive

1 + O(m−N) = ‖w‖2
2 =

\
Ω

∑

j

(βm
j )2e2

j dx =
∑

j

(βm
j )2.

We put

γm
j =

βm
j

(
∑

j(β
m
j )2)1/2

.

Then we have

‖w‖2 =
∥∥∥

∑

j

βm
j em

j

∥∥∥
2

=
∥∥∥

∑

j

βm
j ej

∥∥∥
2
+ O(m−N+2)

= (1 + O(m−N ))
∥∥∥

∑

j

γm
j ej

∥∥∥
2
+ O(m−N+2)

≤ λk(1 + O(m−N)) + O(m−N+2)

and the second assertion follows.

In order to apply the Rabinowitz linking theorem [18] we use a family
of modified instantons. Let η ∈ C∞

c (B(0, 1/m)) be such that η(x) = 1 in

B(0, 1/2m), 0 ≤ η ≤ 1 in B(0, 1/m) and ‖∇η‖∞ ≤ 4m. We put U ε(x) =

η(x)Uε(x). We need the following properties of U ε:

(3.1)

T
Ω |∇Uε|

2 dx

(
T
Ω U2∗

ε dx)2/2∗
≤





2−2/NS−ANH(0)ε log(1/ε)+O(ε) if N = 3,

2−2/NS−ANH(0)ε+O(ε2 log(1/ε)) if N = 4,

2−2/NS−ANH(0)ε+O(ε2) if N ≥ 5,

where H(0) denotes the mean curvature of ∂Ω at 0 and AN > 0 is a constant
depending on N . We will also need asymptotic expansions of integrals of U ε.
These expansions are taken from [19]. We recall that 0 ∈ ∂Ω. The boundary
∂Ω near 0 can be represented by

xN = h(x′) =
1

2

N−1∑

i=1

α2
i x

2
i + o(|x′|2) = g(x′) + o(|x′|2) for x′ ∈ D(0, δ)

for some δ > 0, where D(0, δ) = B(0, δ)∩ (xN = 0) and αi are the principal
curvatures of ∂Ω at 0. For N ≥ 4 we have

K1(ε) =
\
Ω

|∇Uε|
2 dx =

1

2
K1 − I(ε) + o(ε),(3.2)

K2(ε) =
\
Ω

U2∗

ε dx =
1

2
K2 − Π(ε) + o(ε),(3.3)
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where

K1 = (N − 2)2
\

RN

|x|2

(1 + |x|2)N
dx, K2 =

\
RN

dx

(1 + |x|2)N
,

lim
ε→0

ε−1I(ε) = (N − 2)2
\

RN−1

|y′|2g(y′)

(1 + |y′|2)N
dy′,

lim
ε→0

ε−1Π(ε) =
\

RN−1

g(y′)

(1 + |y′|2)N
dy′.

For N = 3 we have

(3.4) K1(ε) ≤
1

2
K1 − C◦ε|log ε| + o(ε)

for some constant C◦ > 0 and

(3.5) K2(ε) ≥
1

2
K2 − O(ε).

We now define
Qε

m = (B(0, R) ∩ H−
m) ⊕ [0, R]{Uε}.

Theorem 3.2. Let N ≥ 3. Suppose that G(x, s) ≥ 0 for (x, s) ∈ Ω × R

and that (g1), . . . , (g5) hold. Then problem (1.1) has a solution.

Proof. Step 1. We show that there exist constants α > 0 and ̺ > 0
such that

J(u) ≥ α for every u ∈ ∂B(0, ̺) ∩ H+.

This follows from assumptions (g3) and (g4). Indeed, we have

J(u) ≥
1

2

\
Ω

|∇u|2 dx −
µ

2

\
Ω

u2 dx − A
\
Ω

|u|2
∗

dx

for some constant A > 0. We choose ε > 0 so that µ + ε < λk+1. From the
above inequality we derive

J(u) ≥
1

2

\
Ω

|∇u|2 dx +
ε

2

\
Ω

u2 dx −
µ + ε

2

\
Ω

u2 dx − A
\
Ω

|u|2
∗

dx

≥
1

2

\
Ω

|∇u|2 dx +
ε

2

\
Ω

u2 dx −
µ + ε

2λk+1

\
Ω

|∇u|2 dx − A
\
Ω

|u|2
∗

dx

=

(
1

2
−

µ + ε

2λk+1

) \
Ω

|∇u|2 dx +
ε

2

\
Ω

u2 dx − A
\
Ω

|u|2
∗

dx.

Letting

C1 = min

(
1

2
−

µ + ε

2λk+1
,
ε

2

)

and using the Sobolev inequality we derive the estimate

J(u) ≥ c1‖u‖
2 − A‖u‖2∗
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for some constant A > 0. The claim follows by taking ̺ > 0 sufficiently
small.

Step 2. There exists R > ̺ such that

(3.6) max
v∈∂Qε

m

J(v) ≤ ωm with ωm → 0 as m → ∞.

It follows from (g5) that for u ∈ H−
m we have

J(v) ≤
1

2

\
Ω

|∇v|2 dx −
1

2
(λk + σ)

\
Ω

v2 dx

≤
1

2

\
Ω

|∇v|2 dx + ε
\
Ω

v2 dx−

(
1

2
+

σ

4λk

) \
Ω

|∇v|2 dx−

(
ε+

σ

4

) \
Ω

v2 dx.

Then, if v ∈ ∂B(0, R) ∩ H−
m, we have J(v) → −∞ as R → ∞. The above

inequality also shows that limm→∞ maxv∈H−

m
J(v) = 0. Since G(x, u) ≥ 0

we have

J(rU ε) ≤
r2

2

\
Ω

|∇Uε|
2 dx −

r2∗

2∗

\
Ω

U2∗

ε dx.

Hence by (3.2) and (3.3) ((3.4) and (3.5) if N = 3) we get J(rU ε) < 0
for r = R sufficiently large. We now observe that if u ∈ H−

m ⊕ R{U ε},
then u = w + RU ε and suppw ∩ suppU ε = ∅. Consequently, J(u) ≤ ωm

for u ∈ H−
m ⊕ R{U ε}. Since max0<r<R J(rU ε) < ∞ we see that if u ∈

(∂B(0, R) ∩ H−
m) ⊕ [0, R]{Uε}, then J(u) ≤ 0 for R sufficiently large. This

justifies our claim.

Step 3. We put

Γ = {h ∈ C(Qε
m, H1(Ω)); h(v) = v for every v ∈ ∂Qε

m}

and

c = inf
h∈Γ

max
v∈Qε

m

J(h(v)).

This energy level of J generates the (PS)c sequence. To complete the proof
we must show that

(3.7) c <
1

2N
SN/2.

Since id ∈ Γ , we have c ≤ maxv∈Qε
m

J(v). Therefore it is sufficient to show
that

(3.8) sup
v∈Qε

m

J(v) <
1

2N
SN/2

for ε > 0 sufficiently small. We argue by contradiction. Assume

(3.9) sup
v∈Qε

m

J(v) ≥
1

2N
SN/2
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for every ε > 0. Since the set {v ∈ Qε
m; J(v) ≥ 0} is compact for every

ε > 0, there exist wε ∈ H−
m and tε ≥ 0 such that

(3.10) J(vε) = max
v∈Qε

m

J(v) ≥
1

2N
SN/2, vε = wε + tεU ε.

This means that

(3.11)
1

2

\
Ω

|∇vε|
2 dx −

\
Ω

G(x, vε) dx −
1

2∗

\
Ω

|vε|
2∗dx ≥

1

2N
SN/2.

It follows from Lemma 3.1 and (g5) that

J(wε) ≤
λk + ckm

2−N

2

\
Ω

w2
ε dx −

\
Ω

G(x, wε) dx −
1

2∗

\
Ω

|wε|
2∗dx

≤
ckm

2−N − σ

2

\
Ω

w2
ε dx.

We now choose m so large that

ckm
2−N ≤ σ.

With this choice of m we get J(wε) < 0. Consequently, since G ≥ 0, we
derive from (3.1) that

J(vε) = J(wε) + J(tεU ε) ≤ J(tεU ε)

≤ max
t≥0

J(tU ε) =
1

N

( T
Ω |∇Uε|

2 dx

(
T
Ω U2∗

ε dx)(N−2)/N

)N/2

<
1

2N
SN/2

for ε > 0 small enough. This contradicts inequality (3.11) and so the proof
is complete.

4. Resonance near the origin. In the case of the resonance near the
origin we replace assumptions (g4) and (g5) by

(g6) there exist constants δ > 0 and µ ∈ (λk, λk+1) such that

1

2
λks

2 ≤ G(x, s) ≤
1

2
µs2

for a.e. x ∈ Ω and every |s| ≤ δ,
(g7) there exists σ ∈ (0, 1/2∗) such that

G(x, s) ≥
1

2
λks

2 −

(
1

2∗
− σ

)
|s|2

∗

for a.e. x ∈ Ω and every s ∈ R.

We need asymptotic estimates for ‖∇Uε‖
2
2 and ‖U ε‖

2∗
2∗ emphasizing the de-

pendence on m.
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Lemma 4.1. For N ≥ 5 we have

K1(ε) =
\
Ω

|∇(ηUε)|
2 dx ≤

K1

2
− I(ε) + o(ε) + CεN−2mN ,(4.1)

K2(ε) =
\
Ω

|ηUε|
2∗dx =

K2

2
− Π(ε) + o(ε) + εNm2N .(4.2)

Proof. To show (4.1) we write

K1(ε) =
\
Ω

|∇ηUε + η∇Uε|
2 dx(4.3)

≤
\
Ω

η2|∇Uε|
2 dx +

\
Ω

(η2 + |∇η|2)U2
ε dx +

\
Ω

|∇η|2|∇Uε|
2 dx.

We now estimate terms on the right-hand side of this inequality. It follows
from (3.2) (see also [19]) that\

Ω

η2|∇Uε|
2 dx ≤

\
Ω

|∇Uε|
2 dx =

K1

2
− I(ε) + o(ε)

and

(4.4)
\
Ω

η2U2
ε dx ≤

\
Ω

U2
ε dx = O(ε2).

We also have\
Ω

|∇η|2|∇Uε|
2 dx ≤ Cm2

\
Ω∩(1/2m≤|x|≤1/m)

|x|2εN−2

(ε2 + |x|2)N
dx(4.5)

≤ Cm2εN−2

1/m\
1/2m

r1−N dr = CεN−2mN

and

(4.6)
\
Ω

|∇η|2U2
ε dx =

\
Ω∩(1/2m≤|x|≤1/m)

m2εN−2

(ε2 + |x|2)N−2
dx ≤ CεN−2mN−2.

Combining (4.3)–(4.6) we get (4.1). In a similar way we derive (4.2).

Theorem 4.2. Let N ≥ 5. Suppose (g1), (g2), (g3), (g6) and (g7) hold.

Then problem (1.1) admits a solution.

Proof. We argue as in the proof of Theorem 3.2. The main point is to
establish inequality (3.7). Arguing by contradiction we assume (3.9). We now
stress the dependence on m which comes from the definition of η. Therefore
for large m and all ε > 0 there exist vm

ε ∈ Qε
m, vm

ε = wm
ε + tmε Um

ε , such that

1

2

\
Ω

|∇vm
ε |2 dx −

\
Ω

G(x, vm
ε ) dx −

1

2∗

\
Ω

|vm
ε |2

∗

dx ≥
1

2N
SN/2.
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As in [12] we show that {tmε } and {wm
ε } satisfy tmε ≥ C1 and ‖wm

ε ‖ ≤ C2

for some constants C1 > 0 and C2 > 0 independent of ε and m provided
ε = m−(N+2). With this choice of ε we have εN−2m2N → 0 as m → ∞ (see
Lemma 4.1). Also, with this choice we have

εN−2m2N

m−(N+2)
= m−N2+3N+6 → 0 as m → ∞

and

m(−N2+2N)/2

m−(N+2)
= m(−N2+4N+4)/2 → 0 as m → ∞

if N ≥ 5. From Lemma 3.1 and assumption (g7) (see also the proof of
Lemma 8 in [12]) we derive the estimate

J(wm
ε ) ≤ Cm−N(N−2)/2 for large m.

We now observe that the quantities εN−2m2N and m(−N2+2N)/2 behave
as o(ε) and can be incorporated into the o(ε) appearing in the asymptotic
estimates for K1(ε) and K2(ε) (see (3.2) and (3.3)). Hence

J(vm
ε ) = J(wm

ε )+J(tmε Um
ε )≤Cm(−N2+2N)/2 +

(tmε )2

2
K1(ε)−

(tmε )2
∗

2∗
K2(ε)

≤ max
t≥0

(
t2

2
K1(ε) −

t2
∗

2∗
K2(ε)

)
<

SN/2

2N

for sufficiently small ε. This contradiction completes the proof.

To extend Theorem 4.2 to the cases N = 3, 4 we additionally assume
that

(A) if N = 3, then

lim
s→∞

G(x, s)

s17/3
= ∞

uniformly in x ∈ B(0, ̺◦) ∩ Ω, and if N = 4, then

lim
s→∞

G(x, s)

s11/3
= ∞

uniformly in x ∈ B(0, ̺◦) ∩ Ω, for some ̺◦ > 0.

Notice that if N = 3, then 17/3 < 2∗|N=3 = 6, and if N = 4, then
11/3 < 2∗|N=4 = 4. Therefore under this assumption G has a subcritical
growth at infinity.

Theorem 4.3. Let N = 3, 4 and suppose that the assumptions of Theo-

rem 4.2 hold. If , additionally , assumption (A) is satisfied , then problem (1.1)
has a solution.
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Proof. Case N = 3. In this case, using the argument from the proof of
Lemma 4.1, we have

K1(ε) ≤
1

2
K1 −C◦ε|log ε|+ o(ε) + Cεm3, K2(ε) ≥

1

2
K2 −O(ε) + ε3m6.

We choose ε = m−8. Then εm3 → 0 and ε3m6 → 0 as m → ∞ and we
can show that tmε ≥ C > 0. We now modify the argument from [12] (see
Lemmas 5 and 6 there). Assume that ε ≤ ̺◦. Let h be the function giving
a local representation of ∂Ω around 0. By taking ε smaller if necessary we
derive from assumption (A) that

(ε2 − |x′|2)1/2 − h(x′) ≥ Cε

for x′ ∈ D(0, ε/2), where C > 0 is a constant independent of ε. We then
have\
Ω

G(x, tmε Un
ε ) dx

≥
\

D(0,ε/2)

dx′

(ε2−|x′|2)1/2\
h(x′)

(
ε1/2

(ε2 + |x|2)1/2

)17/3

φ

(
c

ε1/2

(ε2 + |x|2)1/2

)
dx3

≥ C
\

D(0,ε/2)

ε(ε−1/2)17/3φ(cε−1/2) dx′ = C

ε/2\
0

ε(ε−1/2)17/3r dr φ(cε−1/2)

= Cε1/6φ(cε−1/2),

where D(0, ε/2) = B(0, ε/2)∩ (x3 = 0) and φ is an increasing function such
that φ(s) → ∞ as s → ∞. Letting ε = m−8 we get\

Ω

G(x, tmε Um
ε ) dx ≥ Cm−4/3φ(cm4).

We put

K̃1(ε) =
1

2
K1 − C◦ε|log ε| + o(ε), K̃2(ε) =

1

2
K2 − O(ε)

and

A(ε) = max
t≥0

(
t2

2
K̃1(ε) −

t2
∗

2∗
K̃2(ε)

)
.

If ε = m−8, then A(ε) < S3/2/6 for large m. As in [12] we can show that

J(wm
ε ) ≤ Cm−3/2 for large m.

Hence

J(vm
ε ) = J(wm

ε ) + J(tmε Um
ε ) ≤ Cm−3/2 + Cm−5

− Cm−4/3φ(cm4) + A(m−1/8)

= A(m−1/8) + m−4/3(Cm−3/2+4/3 + Cm−5+4/3 − Cφ(cm4)).
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Since φ(cm4) → ∞, the last expression becomes negative for large m. Hence

J(vm
ε ) < S3/2/6 for large m and we have arrived at a contradiction.

Case N = 4. In this case we have

K1(ε) =
1

2
K1− I(ε)+o(ε)+ cε2m4, K2(ε) =

1

2
K2−Π(ε)+o(ε)+ ε4m8.

We commence with the estimate\
Ω

G(x, tmε Um
ε ) dx

≥ C
\

D(0,ε/2)

dx′

(ε2−|x′|2)1/2\
h(x′)

(
ε

(ε2 + |x|2)

)11/3

φ

(
c

ε

(ε2 + |x|2)

)
dx4

≥ C
\

D(0,ε/2)

ε(ε−1)11/3φ(cε−1) dx′ = Cε1/3φ(cε−1).

We choose ε = m−6. Then ε2m4 → 0 and ε4m8 → 0 as m → ∞. Let

K̃1(ε) =
1

2
K1 − I(ε) + o(ε), K̃2(ε) =

1

2
K2 − Π(ε) + o(ε)

and put

A(ε) = max
t≥0

(
t2

2
K̃1(ε) −

t4

4
K̃2(ε)

)
.

If ε = m−6, then A(ε) < S2/8 for m large. We also have

J(wm
ε ) ≤ Cm−4 for m large.

Thus

J(wm
ε + tmε Um

ε ) ≤ A(m−4) + Cm−4 − Cm−2φ(cm6)

= A(m−6) + Cm−2(m−2 − φ(cm6)) < S2/8,

which is impossible.

5. Extension to a problem with weight. In this section we will
examine the effect of a weight in the critical nonlinearity on the existence
of a solution. We consider the problem

(5.1)





−∆u = Q(x)|u|2
∗−2u + g(x, u) in Ω,

∂u

∂ν
= 0 on ∂Ω.

We assume that Q(x) is continuous and positive on Ω. Solutions to prob-
lem (5.1) will be obtained as critical points of the functional

I(u) =
1

2

\
Ω

|∇u|2 dx −
1

2∗

\
Ω

Q(x)|u|2
∗

dx −
\
Ω

G(x, u) dx.
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Obviously, I is a C1-functional on H1(Ω). Let Qm = maxx∈∂Ω Q(x) and
QM = maxx∈Ω Q(x).

Proposition 5.1. Suppose that (g1)–(g3) hold. Let {um} ⊂ H1(Ω) be

a (PS)c sequence for I. Then, up to a subsequence, um ⇀ u in H1(Ω) and

I ′(u) = 0. The weak limit u is nonzero if g(x, 0) 6= 0 or g(x, 0) = 0 and

c ∈ (0, s∞) with

s∞ = min

(
SN/2

2NQ
(N−2)/2
m

,
SN/2

NQ
(N−2)/2
M

)
.

Proof. As in Proposition 2.1 we show that {um} is bounded in H1(Ω).
Hence, up to a subsequence, um ⇀ u in H1(Ω). Consider the case g(x, 0) = 0
and c ∈ (0, s∞). Arguing by contradiction assume u = 0. By P.-L. Lions’
concentration-compactness principle [15] there exist at most countable col-
lections of points {xj} ⊂ Ω, j ∈ J , and positive numbers {µj}, {νj}, j ∈ J ,
such that

|um|2
∗

⇀ dν =
∑

j∈J

νjδxj , |∇u|2 dx ⇀ dµ =
∑

j∈J

µjδxj

in the sense of measures. Moreover,

S

22/N
ν

2/2∗

i ≤ µi if xi ∈ ∂Ω and Sν
2/2∗

i ≤ µi if xi ∈ Ω.

We also have µi = Q(xi)νi. We write

c + o(1) = I(um) −
1

2
〈I ′(um), um〉(5.2)

=
1

N

\
Ω

Q(x)|um|2
∗

dx +
\
Ω

(
1

2
g(x, um)um − G(x, um)

)
dx.

Since g is subcritical, letting m → ∞ in (5.2), we get

c =
1

N

∑

j∈J

Q(xj)νj.

If xi ∈ ∂Ω and νi > 0, then νi ≥ SN/2/2Q(xi)
N/2. If xi ∈ Ω and νi > 0,

then νi ≥ SN/2/Q(xi)
N/2. Assuming that one of the νi’s is not 0 we derive

that

c ≥





1

2N

SN/2

Q(xi)(N−2)/2
≥

1

2N

SN/2

Q
(N−2)/2
m

if xi ∈ ∂Ω,

1

N

SN/2

Q(xi)(N−2)/2
≥

1

N

SN/2

Q
(N−2)/2
M

if xi ∈ Ω.

In both cases we have a contradiction. Hence νi = µi = 0 for all i ∈ J . This
means that um → 0 in H1(Ω). This yields I(um) → 0, which is again a
contradiction.
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Case QM > 22/(N−2)Qm. In this case we have

s∞ =
SN/2

NQ
(N−2)/2
M

.

First we consider the nonresonance case. Without loss of generality we may
assume that 0 ∈ Ω and Q(0) = QM. We replace assumption (g5) by

(g′5) there exist constants σ > 0 and 0 < α ≤ Q∗ = minx∈Ω Q(x) such
that

G(x, s) ≥
1

2
(λk + σ)s2 −

α

2∗
|s|2

∗

for all (x, s) ∈ Ω × R.

Theorem 5.2. Let QM > 22/(N−2)Qm. Suppose that assumptions

(g1)–(g4) and (g′5) hold. Moreover assume that

(5.3) |Q(x) − Q(0)| =





O(|x|(1−α)(N−2)) for some α ∈ (0, N−4
2(N−2))

if N ≥ 5,

O(|x|2) if N = 4,

O(|x|) if N = 3.

If N = 3, additionally assume that

lim
s→∞

G(x, s)

s4
= ∞

uniformly in B(0, ̺◦) ⊂ Ω for some ̺◦ > 0. Then problem (5.1) has a

solution.

Proof. It is clear that the assumptions of the linking theorem [18] are
satisfied. We choose m so large that

(5.4) ckm
2−N < σ.

We must show that

(5.5) sup
v∈Qε

m

I(v) <
SN/2

NQ
(N−2)/2
M

.

Arguing by contradiction assume that for every ε > 0 we have

sup
v∈Qε

m

I(v) ≥
SN/2

NQ
(N−2)/2
M

.

As the set {v ∈ Qε
m ; I(v) ≥ 0} is compact, the above supremum is attained.

Therefore for every ε > 0 there exist wε ∈ H−
m and tε > 0 such that

I(vε) = max
v∈Qε

m

I(v) ≥
SN/2

NQ
(N−2)/2
M

, vε = wε + tεU ε,
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that is,

(5.6)
1

2

\
Ω

|∇vε|
2 dx −

\
Ω

G(x, vε) dx −
1

2∗

\
Ω

Q(x)|vε|
2∗dx ≥

SN/2

NQ
(N−2)/2
M

.

Since {tε} and {wε} are bounded we may assume that tε → t◦ ≥ 0 and
wε → w◦ ∈ H−

m. By (5.4), (g′5) and Lemma 3.1, we have I(wε) ≤ 0. We now

show that t◦ = Q
−(N−2)/4
M . Since G is subcritical we have

lim
ε→0

\
Ω

G(x, tεU ε) dx = 0.

Since ‖∇Uε‖
2
2 = SN/2 + O(εN−2) and ‖U ε‖

2∗
2∗ = SN/2 + O(εN ), and since

limε→0

T
Ω Q(x)|Uε|

2∗dx = SN/2QM, we get

I(tεU ε) ≤ SN/2

(
t2◦
2
−

QMt2
∗

◦

2∗

)
+ o(1) = SN/2Φ(t◦) + o(1).

We now observe that Φ(t) attains its maximum at t = Q
−(N−2)/4
M and Φ(t) =

N−1Q
−(N−2)/2
M . So if t◦ 6= t we get a contradiction. We only consider the

case N ≥ 5. To proceed further we need an analogue of Lemma 4 from [12].
We claim that

t2ε
2

\
Ω

|∇Uε|
2 dx −

t2
∗

ε

2∗

\
Ω

Q(x)|Uε|
2∗dx ≤

SN/2

NQ
(N−2)/2
M

+ O(εl),

where l = (1 − α)(N − 2). The following inequalities are easy to verify:

t2ε
2
‖∇Uε‖

2
2 ≤

SN/2

2Q
(N−2)/2
M

+
t2ε − Q

−(N−2)/2
M

2
SN/2 + O(εN−2)

and

t2
∗

ε

2∗

\
Ω

Q(x)|Uε|
2∗dx

≥
QMSN/2t2

∗

ε

2∗
+

t2
∗

ε

2∗

\
Ω

(Q(x) − Q(0))|Uε|
2∗dx + O(εN )

=
QMSN/2

2∗
Q

−N/2
M +

QMSN/2

2∗
(t2

∗

ε − Q
−N/2
M ) + O(εN ) + O(εl).

Hence

t2ε
2

\
Ω

|∇Uε|
2 dx −

t2
∗

ε

2∗

\
Ω

Q|Uε|
2∗ dx

≤
SN/2

NQ
(N−2)/2
M

+ SN/2 t2ε − Q
−(N−2)/2
M

2
−

QMSN/2

2∗
(t2

∗

ε − Q
−N/2
M ) + O(εl).
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Since

max
x≥0

[
x2 − Q

−(N−2)/2
M

2
−

QM

2∗
(x2∗ − Q

−N/2
M )

]
= 0,

the claim follows. To estimate
T
Ω G(x, tεU ε) dx we use Lemma 5 from [12]

(formula (24)). We then have

I(vε) = I(wε) + I(tεU ε)

≤
SN/2

NQ
(N−2)/2
M

+ O(ε(1−α)(N−2)) − cεN−2ε−(N−4)/2

=
SN/2

NQ
(N−2)/2
M

+ ε(1−α)(N−2)(C − cεα(N−2)−(N−4)/2) <
SN/2

NQ
(N−2)/2
M

for ε > 0 small enough and we have arrived at a contradiction.

Remark 5.3. The flatness condition (5.3) can be replaced by the con-
dition |Q(x) − Q(0)| = O(|x|) (locally Lipschitz around 0) if we add the
assumption

lim
s→∞

G(x, s)

s2(N−1)/(N−2)
= ∞

uniformly in x ∈ B(0, ̺◦) (if N = 3, we get assumption (8) from [12]).

Indeed, we only need to observe that Lemmas 5 and 6 from [12] give\
Ω

G(x, tεU ε) dx ≥ C

ε\
0

(
ε

N−2
2

(ε2 + r2)
N−2

2

) 2(N−1)
N−2

τ

(
c

ε
N−2

2

(ε2 + r2)
N−2

2

)
rN−1 dr

≥ C(ε−
N−2

2 )
2(N−1)

N−2 τ(cε−
N−2

2 )rN |ε0 = Cε−(N−1)εNτ(cε−
N−2

2 )

= Cετ(cε−
N−2

2 ),

with τ(s) → ∞ as s → ∞.

We now turn our attention to the resonance case. Assumption (g7) is
replaced by

(g′7) there exists α ∈ (0, Q∗) such that

G(x, s) ≥
λks

2

2
−

α

2∗
|s|2

∗

for a.e. x ∈ Ω and every s ∈ R.

Theorem 5.4. Let QM > 22/(N−2)Qm and let Q(x◦) = QM with x◦ ∈ Ω
and

(5.7) |Q(x) − Q(x◦)| = O(|x − x◦|
l)

for x close to x◦ and l > N(N − 2)/(N + 2). Furthermore, assume that
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(g1)–(g3), (g6) and (g′7) hold and that

(5.8) lim
s→∞

G(x, s)

s8N/(N2−2)
= ∞ uniformly in x ∈ B(0, ̺◦) ⊂ Ω

for some ̺◦ > 0. Then problem (5.1) has a solution.

Proof. For simplicity we assume that x◦ = 0. We proceed as in Theo-
rem 5.2. By Lemma 6 in [12] we have

‖∇Um
ε ‖2

2 = SN/2 + O((εm)N−2), ‖Um
ε ‖2∗

2∗ = SN/2 + O((εm)N).

Repeating the argument from the proof of Theorem 5.2 we show that tε =

Q
−(N−2)/4
M . We now notice that assumption (5.7) yields\

Ω

Q(x)(Um
ε )2

∗

dx =
\
Ω

QM(Um
ε )2

∗

dx +
\
Ω

(Q(x) − QM)(Um
ε )2

∗

dx

= QMSN/2 + O(εl) + O((εm)N).
Hence

t2
∗

ε

2∗

\
Ω

Q(x)(Um
ε )2

∗

dx

=
QMSN/2

2∗
Q

−N/2
M + QM

SN/2

2∗
(t2

∗

ε −Q
−N/2
M ) + O((εm)N) + O(εl).

Similarly we have

t2ε
2

\
Ω

|∇Uε|
2 dx =

SN/2

2Q
(N−2)/2
M

+ SN/2 t2ε − Q
−(N−2)/2
M

2
+ O((εm)N−2).

The last two relations yield

(5.9)
t2ε
2

\
Ω

|∇Uε|
2 dx −

t2
∗

ε

2∗

\
Ω

Q(Um
ε )2

∗

dx

≤
SN/2

NQ
(N−2)/2
M

+ SN/2 t2ε − Q
−(N−2)/2
M

2

−
QMSN/2

2∗
(t2

∗

ε − Q
−N/2
M ) + O(εl) + O((εm)N−2).

We now observe that the function

f(x) = x2 − Q
−(N−2)/2
M −

QM(N − 2)

N
(x2∗ − Q

−N/2
M )

has maxx≥0 f(x) = 0. Therefore we derive from (5.9) that

(5.10)
t2ε
2

\
Ω

|∇Um
ε |2 dx −

t2
∗

ε

2∗

\
Ω

Q(Um
ε )2

∗

dx

≤
SN/2

NQ
(N−2)/2
M

+ O(εl) + O((εm)N−2).
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Assumption (g′7) allows us to establish the analogue of Lemma 8 from [12],
that is, the estimate

(5.11) I(wm
ε ) ≤ Cm−N(N−2)/2

for large m. It is easy to show that assumption (5.8) implies the estimate
(see Lemma 6 in [12])

(5.12)
\
Ω

G(x,Um
ε ) dx ≥ εN(N−2)/(N+2)φ(ε−1),

where φ(ε−1) → ∞ as ε → 0. Combining (5.9)–(5.12) we have

I(vm
ε ) = I(wm

ε ) + I(tmε Um
ε )

≤ ckm
−N(N−2)/2 +

SN/2

NQ
(N−2)/2
M

+ O(εl)

+ O((εm)N−2) − cεN(N−2)/(N+2)φ(ε−1).

We now put ε = m−(N+2)/2. With this choice of ε the above relation becomes

I(vm
ε ) ≤ ckm

−N(N−2)/2 +
SN/2

NQ
(N−2)/2
M

+ O(ε−l(N+2)/2)

+ O(m−(N2−4)/2+N−2) − cm−N(N−2)/2φ(cm(N+2)/2)

=
SN/2

NQ
(N−2)/2
M

+ m−N(N−2)/2[ck + O(m−l(N+2)/2+N(N−2)/2)

+ O(m(−N2+2N)/2+N(N−2)/2) − cφ(m(N+2)/2)].

Since −l(N + 2)/2 + N(N − 2)/2 < 0, we see that

I(vεm) <
1

N

SN/2

Q
(N−2)/2
M

for large m. This contradiction completes the proof.

Case QM ≤ 22/(N−2)Qm. In this case we have

s∞ =
SN/2

2NQ
(N−2)/2
m

.

We now formulate two theorems dealing with nonresonance and resonance
cases.

Theorem 5.5. Let QM ≤ 22/(N−2)Qm and Q(x◦) = Qm with x◦ ∈ ∂Ω
and H(x◦) > 0. Suppose that (g1)–(g4) and (g′5) hold and that

(5.13) |Q(x) − Q(x◦)| = o(|x − x◦|)

for x close to x◦. Then problem (5.1) has a solution.
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Theorem 5.6. Let N ≥ 5, QM ≤ 22/(N−2)Qm and Qm = Q(x◦) with

x◦ ∈ ∂Ω and H(x◦) > 0. Suppose that assumptions (g1)–(g3), (g6) and (g′7)
hold. Moreover assume that (5.13) is satisfied. Then problem (5.1) admits a

solution.

The proofs of these two theorems are similar to those of Theorems 3.2, 4.2
and are omitted.
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