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ON THE DISTRIBUTION OF THE PARTIAL SUM
OF EULER’S TOTIENT FUNCTION IN RESIDUE CLASSES

BY

YOUNESS LAMZOURI, M. TIP PHAOVIBUL and
ALEXANDRU ZAHARESCU (Urbana, IL)

Abstract. We investigate the distribution of Φ(n) = 1+
Pn

i=1 ϕ(i) (which counts the
number of Farey fractions of order n) in residue classes. While numerical computations
suggest that Φ(n) is equidistributed modulo q if q is odd, and is equidistributed modulo
the odd residue classes modulo q when q is even, we prove that the set of integers n such
that Φ(n) lies in these residue classes has a positive lower density when q = 3, 4. We also
provide a simple proof, based on the Selberg–Delange method, of a result of T. Dence and
C. Pomerance on the distribution of ϕ(n) modulo 3.

1. Introduction. Let ϕ denote Euler’s totient function, which counts
the number of positive integers less than n that are coprime to n. Define

Φ(n) := 1 +
n∑
i=1

ϕ(i).

Then Φ(n) is the number of Farey fractions of order n, which also corre-
sponds to the number of lattice points (x, y) with 0 ≤ x ≤ y ≤ n that are
visible from the origin. C. Pomerance gave an outline in [8] (see exercise
20 page 145) of the proof that there are infinitely many values of Φ(n) in
every residue class modulo 3. His idea is to exploit the fact that the Dirich-
let series L(s) :=

∑∞
n=1 χ3(ϕ(n))/ns has a pole at s = 1, where χ3 is the

unique non-principal character modulo 3. This gives a motivation to study
the distribution of Φ(n) modulo 3, and more generally one can ask for an
asymptotic formula for the number of positive integers n ≤ x such that
Φ(n) ≡ k mod q. In this paper, we investigate this question in the cases
q = 3 and q = 4. Note that Φ(n) is odd for all n ≥ 2. We define

Ak := {n ≥ 1 : Φ(n) ≡ k mod 3}, Bj := {n ≥ 1 : Φ(n) ≡ j mod 4}.
Moreover, if A ⊆ N, we denote by |A(x)| the number of positive integers
j ≤ x with j ∈ A.
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Table 1 Table 2

x |A0(x)| |A1(x)| |A2(x)|
103 298 337 365

104 3400 3290 3310

105 33260 33283 33457

106 332701 333142 334157

107 3333156 3334029 3332815

108 33332106 33325232 33342662

x |B1(x)| |B3(x)|
103 475 524

104 5162 4837

105 49703 50296

106 497269 502730

107 4988042 5011957

108 49990438 50009561

Tables 1 and 2 suggest that Φ(n) is equidistributed among the three
residue classes modulo 3, and among the classes 1 and 3 modulo 4. One can
also remark that the convergence seems to be very fast, and that the error
term tends to be approximately of the size of the square root of the main
term. To further investigate the distribution of Φ(n) in residue classes, we
have performed numerical computations for all moduli 3 ≤ q ≤ 100 (for x
up to 107) and noticed that a similar phenomenon occurs. Indeed these nu-
merical investigations may suggest that for all q ≥ 3, Φ(n) is equidistributed
among the residue classes in C(q) where

C(q) :=
{ {a mod q} if q is odd,
{a mod q : (a, 2) = 1} if q is even.

We define

Eq(x) := max
j∈C(q)

∣∣∣∣{n ≤ x : Φ(n) ≡ j mod q}
x

− 1
|C(q)|

∣∣∣∣.
Table 3 below contains values of Eq(x) for 3 ≤ q ≤ 10, and x up to 108.

Table 3

x E3(x) E4(x) E5(x) E6(x)

102 .033333 .090000 .060000 .033333

103 .035000 .025000 .031000 .035333

104 .006667 .016300 .004600 .006667

105 .001237 .002970 .002180 .001237

106 .000823 .002731 .000601 .000632

107 .000007 .001195 .000169 .000069

108 .000093 .000096 .000061 .000093

x E7(x) E8(x) E9(x) E10(x)

102 .057142 .090000 .058889 .060000

103 .015857 .034000 .019888 .031000

104 .004842 .011500 .006911 .004600

105 .001277 .004260 .002689 .002180

106 .000670 .001887 .000843 .000601

107 .000220 .000931 .000145 .000170

108 .000084 .000181 .000084 .000061

In 1909, E. Landau [5] proved that the number of integers n≤x having all
prime divisors in r residue classes modulo q (with r<φ(q)) is asymptotic to

(1.1) C(r, q)
x

log1−r/φ(q) x
as x→∞,
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where C(r, q) is a positive constant. Since the condition q - ϕ(n) implies
that n has no prime divisors in the residue class 1 mod q, it follows from
Landau’s result that ϕ(n) is divisible by q for almost all integers n. This
shows that Φ(n) stays constant modulo q for a large proportion of the time,
then it changes precisely at those integers n such that q - ϕ(n). If (q, 6) = 1,
W. Narkiewicz [7] showed that ϕ(n) is equidistributed among the residue
classes relatively prime to q. However, as we shall see later, the distribution
of ϕ(n) in residue classes modulo 3 and 4 has a different behavior. Indeed we
shall prove that ϕ(n) has more values that are congruent to 1 mod 3 than to
2 mod 3, and 4 - ϕ(n) implies that ϕ(n) ≡ 2 mod 4 for all n ≥ 3. Exploiting
these irregularities and using sieve theory, we show that the sets Ak and Bj
have positive lower densities for k = 0, 1, 2 and j = 1, 3. We should also
note that our idea would not work in general, since such irregularities do
not exist when the modulus q is coprime to 6, by the result of Narkiewicz.

Theorem 1. For j = 1, 3 we have

lim inf
x→∞

|Bj(x)|
x

≥ δ1,

where δ1 = 9/896 > 1/100.

Remark 1. The poor value of δ1 is not only due to the use of sieve
theory, but also to the difficulty of understanding the gaps between con-
secutive primes. Indeed, for n ≥ 5, Lemma 2.1 below shows that Φ(n) 6≡
Φ(n− 1) mod 4 if and only if n = pk or n = 2pk, where p is a prime congru-
ent to 3 modulo 4.

In the case where q = 3 we prove

Theorem 2. For k = 0, 1, 2 we have

lim inf
x→∞

|Ak(x)|
x

≥ δ2

for some δ2 > 0.

Remark 2. An explicit computation allows one to take

δ2 ≈ 0.0003159363.

The proof of Theorem 2 relies on understanding the distribution of ϕ(n)
in the residue classes 1 and 2 modulo 3. For i = 1, 2 let

Ni(x) := {n ≤ x : ϕ(n) ≡ i mod 3}.
In [2], T. Dence and C. Pomerance proved an asymptotic formula for |Ni(x)|
using a combinatorial argument along with Landau’s result (1.1) and Wir-
sing’s theorem (see [10]) on mean values of multiplicative functions. Using a
direct approach based on the Selberg–Delange method we provide a simpler
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proof of the result from [2]. Moreover, we can also exhibit lower order terms
in the asymptotics of |Ni(x)|. We have

Theorem 3. Let x be large and K ≥ 2 be a positive integer. Then there
exist explicit constants λj , βj for j = 1, . . . ,K − 1 such that

|N1(x)| = λ
x√

log x
+
K−1∑
j=1

λj
x

logj+1/2 x
+OK

(
x

logK+1/2 x

)
,

|N2(x)| = β
x√

log x
+
K−1∑
j=1

βj
x

logj+1/2 x
+OK

(
x

logK+1/2 x

)
,

where

λ =
23/2

33/4π

∏
p≡2mod 3

(
1− 1

p2

)−1/2(
1 +

1
2

∏
p≡2mod 3

(
1− 2

p(p+ 1)

))
,

and β is given by the same expression as for λ, except that the factor 1 +
1
2

∏
p≡2mod 3

(
1− 2

p(p+1)

)
is replaced by 1− 1

2

∏
p≡2mod 3

(
1− 2

p(p+1)

)
. Moreover

λ ≈ 0.6109136202 and β ≈ 0.3284176245.

The asymptotic expansion in Theorem 3 can also be obtained along the
lines provided by J. Kaczorowski in [4].

2. Preliminary lemmas. First we characterize the values of n for
which Φ(n) 6≡ Φ(n− 1) mod q, when q = 3, 4.

Lemma 2.1. Let n ≥ 5 be a positive integer. Then Φ(n) 6≡ Φ(n−1) mod 4
if and only if n = pk or n = 2pk, where p is a prime congruent to 3 modulo 4
and k is a positive integer. Moreover Φ(n) 6≡ Φ(n − 1) mod 3 if and only if
n = 3am where a = 0 or 1 and m is divisible only by primes that are
congruent to 2 modulo 3.

Proof. Write n = 2α0pα1
1 pα2

2 · · · p
αl
l where the pi are odd primes and the

αi are non-negative integers. Then ϕ(n) = 2α0−1
∏l
i=1(pi − 1)pαi−1

i . Hence,
if α0 ≥ 2, pi ≡ 1 mod 4 for some 1 ≤ i ≤ l, or l ≥ 2 then ϕ(n) ≡ 0 mod 4.
Conversely if n = pk or n = 2pk where p is a prime congruent to 3 modulo 4
then ϕ(n) = pk−1(p− 1) ≡ 2 mod 4.

Similarly writing n = 3am with 3 - m one can see that 3 |ϕ(n) if and
only if a ≥ 2 or m is divisible by a prime p ≡ 1 mod 3.

In order to prove Theorems 1 and 2 we shall need the following applica-
tions of Selberg’s upper bound sieve.

Lemma 2.2. Let a be a fixed non-negative integer and d be a positive
integer such that d is even if a = 0, and d is odd if a ≥ 1. Then as x→∞



PARTIAL SUM OF EULER’S TOTIENT FUNCTION 119

we have, uniformly in d,

|{p ≤ x : p ≡ 3 mod 4, 2ap+ d is prime}|

≤ (4 + o(1))
∏
p>2

(
1− 1

(p− 1)2

)
f1(d)

x

log2 x
,

where f1(d) is the multiplicative function satisfying f1(pk) = p−1
p−2 if p > 2

and f1(2k) = 1, for all positive integers k.

Proof. This is a corollary of Theorem 3.12 of [3].

Lemma 2.3. Let x be large and 1 ≤ d ≤ log2 x be a positive integer.
Then as x→∞ we have

|{n ≤ x : p |n(n+ d)⇒ p 6≡ 1 mod 3}|

≤ (2 + o(1))
∏
p

(
1− w(p)

p

)(
1− 1

p

)−1

f2(d)
x

log x
,

where w(p) = 2 if p ≡ 1 mod 3 and w(p) = 0 otherwise. Moreover f2(d)
is the multiplicative function defined by f2(pk) = p−1

p−2 if p ≡ 1 mod 3 and
f2(pk) = 1 otherwise, for any positive integer k.

Proof. This follows from Theorem 5.1 of [3] by taking κ = 1 and L =
2 log log x there.

Lastly we prove estimates for mean values of the multiplicative functions
f1 and f2 that arise in the sieve bounds of Lemmas 2.2 and 2.3.

Lemma 2.4. Let P be a set of odd prime numbers, and d be a positive
integer divisible only by primes p /∈ P. Let f be the multiplicative function
defined by

f(pk) =


p− 1
p− 2

if p ∈ P,

1 if p /∈ P,
for any positive integer k. Then for any ε > 0 we have∑

n≤x
d|n

f(n) =
x

d

∏
p∈P

(
1− 1

(p− 1)2

)−1

+Oε,d(xε).

Proof. First note that

f(n) =
∏
p|n
p∈P

p− 1
p− 2

,

where the product equals 1 if n is divisible only by primes p /∈ P. If d |n
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then writing n = dm we deduce that f(n) = f(m). Hence we get

(2.1)
∑
n≤x
d|n

f(n) =
∑

m≤x/d

f(m).

Let h be the multiplicative function defined by h = f ∗ µ, where ∗ is the
Dirichlet convolution and µ is the Möbius function. Then one can check that
h(p) = f(p)−1 = 1

p−2 for p ∈ P and h(p) = 0 otherwise. Moreover for prime
p and k ≥ 2 we have h(pk) = f(pk) − f(pk−1) = 0. Let y = x/d. Then we
obtain ∑

m≤y
f(m) =

∑
m≤y

∑
r|m

h(r) =
∑
r≤y

h(r)
[
y

r

]
(2.2)

= y
∑
r≤y

h(r)
r

+O

(∑
r≤y

h(r)
)
.

The error term on the RHS of the above estimate is

(2.3) �
∏
p≤y

(1 + h(p)) ≤
∏
p≤y

(
1 +

1
p− 2

)
� log y.

Moreover, for any ε > 0, the series
∞∑
r=1

h(r)
rε

=
∏
p∈P

(
1 +

1
pε(p− 2)

)
is absolutely convergent. This shows that∑

r>y

h(r)
r
≤ 1
y1−ε

∞∑
r=1

h(r)
rε
�ε y

−1+ε,

which implies ∑
r≤y

h(r)
r

=
∏
p∈P

(
1− 1

(p− 1)2

)−1

+Oε(y−1+ε).

Thus, the result follows upon combining this estimate with (2.1)–(2.3).

3. Proof of Theorem 1. Let M(x) be the set of positive integers
5 ≤ n ≤ x such that 4 - ϕ(n). Then write M(x) = {b1, . . . , bm} with 5 ≤
b1 < · · · < bm ≤ x where m = |M(x)|, and set b0 = 5 and bm+1 = [x]. Using
Lemma 2.1 along with the prime number theorem for arithmetic progressions
we obtain

|M(x)| = (π(x; 4, 3) + π(x/2; 4, 3)) +O(
√
x)(3.1)

=
3x

4 log x
+O

(
x

log2 x

)
.
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Put r = [|M(x)|/2] and let L ≤ log x be a positive real number to be
chosen later. Furthermore, define Td(x) = |{0 ≤ i ≤ r : b2i+1 − b2i = d}| for
all positive integers d ≥ 1. Hence, we infer from (3.1) that

|B3(x)| ≥
r∑
i=0

(b2i+1 − b2i) =
∑
d≥1

dTd(x) ≥ L
(
r −

∑
d≤L

Td(x)
)

(3.2)

≥ L
(

3x
8 log x

−
∑
d≤L

Td(x)
)

+O

(
Lx

log2 x

)
.

What remains is to obtain a good upper bound for
∑

d<L Td(x). Let us
define K(x) = {1 ≤ a ≤ x : a = p or a = 2p where p ≡ 3 mod 4} and let
Kd(x) = |{(k1, k2) ∈ K2(x) : k1 < k2 and k2 − k1 = d}|. Then

(3.3)
∑
d≤L

Td(x) ≤
∑
d≤L

Kd(x) +O(L
√
x).

This reduces to finding an upper bound for
∑

d≤LKd(x). Note that Kd(x) =
0 when d ≡ 2 mod 4. This leaves us with the following cases:

Case 1: d ≡ 0 mod 4. There are two possible ways for this to occur,
namely when k1 = p and k2 = q or k1 = 2p and k2 = 2q, where p and q are
primes congruent to 3 modulo 4. Therefore, Lemma 2.2 gives

(3.4) Kd(x) ≤ (6 + o(1))
∏
p>2

(
1− 1

(p− 1)2

)
f1(d)

x

log2 x
.

Case 2: d ≡ 1 mod 2. This can occur when k1 = p and k2 = 2q or
k1 = 2p and k2 = q. In this case we deduce from Lemma 2.2 that

(3.5) Kd(x) ≤ (4 + o(1))
∏
p>2

(
1− 1

(p− 1)2

)
f1(d)

x

log2 x
.

Hence, using (3.4) and (3.5), and appealing to Lemma 2.4 with P being
the set of primes p > 2, we get∑
d≤L

Kd(x) =
∑
d≤L

d≡0 mod 4

Kd(x) +
∑
d≤L

d≡1 mod 2

Kd(x)

≤
(

6
∑
d≤L

d≡0 mod 4

f1(d) + 4
∑
d≤L

d≡1 mod 2

f1(d)
)∏
p>2

(
1− 1

(p− 1)2

)
x

log2 x
(1 + o(1))

=
(

7
2

+ o(1)
)
L

x

log2 x
.

Thus, by combining the last estimate with equations (3.2) and (3.3) we
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obtain

|B3(x)| ≥ 3
8
L

x

log x
−
(

7
2

+ o(1)
)
L2 x

log2 x
+O

(
Lx

log2 x

)
.

We choose L = 3
56 log x to finally deduce

|B3(x)| ≥ (δ1 + o(1))x,

where δ1 = 9
896 ≈ 0.0100446429. The corresponding lower bound for |B1(x)|

can be obtained along the same lines.

4. Proof of Theorem 2. Let N(x) be the set of positive integers n ≤ x
such that 3 - ϕ(n), and write N(x) = {a1, . . . , ak} with 1 ≤ a1 < · · · < ak
≤ x, and k = |N(x)|. Put a0 = 1 and ak+1 = [x]. Since the number of
positive integers 1 ≤ i ≤ k such that ai ∈ N2(x) or ai+1 ∈ N2(x) is at most
2N2(x), using Theorem 3 we deduce that

(4.1) |{1 ≤ i ≤ k : (ai, ai+1) ∈ N2
1 (x)}|

≥ N(x)− 2N2(x) = N1(x)−N2(x) ≥ (δ + o(1))
x√

log x
,

where δ = λ− β ≈ 0.2824959957. Let L ≤ log2 x be a positive real number
to be chosen later, and suppose that for some positive integer 1 ≤ i ≤ k
we have (ai, ai+1) ∈ N2

1 (x) (that is, ϕ(ai) ≡ ϕ(ai+1) ≡ 1 mod 3) and
min(ai − ai−1, ai+1 − ai, ai+2 − ai+1) ≥ L. Then for j = 0, 1, 2, there are
at least [L] integers n ∈ [ai−1, ai+2] such that Φ(n) ≡ j mod 3. Let R(L) be
the set of such integers i, and define

Sd(x) = |{(b1, b2) ∈ N2(x) : b1 < b2 and b2 − b1 = d}|
for all positive integers d ≥ 1. Since the number of integers 1 ≤ i ≤ k such
that min(ai− ai−1, ai+1− ai, ai+2− ai+1) < L is bounded by 3

∑
d<L Sd(x),

we infer from (4.1) that

(4.2) |R(L)| ≥ (δ + o(1))
x√

log x
− 3

∑
d≤L

Sd(x).

On the other hand there are at least [|R(L)|/3] positive integers i ∈ R(L)
such that the intervals [ai−1, ai+2] are disjoint. Hence, for j = 0, 1, 2 we have

(4.3) |Aj(x)| ≥
(
δ

3
+ o(1)

)
Lx√
log x

− L
∑
d≤L

Sd(x) +O

(
x√

log x

)
.

In order to obtain an upper bound for
∑

d≤L Sd(x), we use sieve theory.
Indeed by Lemma 2.1 we know that all n ∈ N(x) are not divisible by any
prime p ≡ 1 mod 3. Therefore, Lemma 2.3 gives

Sd(x) ≤ (2C0 + o(1))
∏

p≡1 mod 3

(
1− 2

p

)(
1− 1

p

)−2

f2(d)
x

log x
,
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where

C0 = lim
y→∞

∏
p≡1 mod 3

p≤y

(
1− 1

p

)2 ∏
p≤y

(
1− 1

p

)−1

=
3
2

lim
y→∞

∏
p≡1 mod 3

p≤y

(
1− 1

p

) ∏
p≡2 mod 3

p≤y

(
1− 1

p

)−1

≈ 3.5082655141,

using a computation of A. Languasco and A. Zaccagnini [6]. Furthermore,
using Lemma 2.4 with P being the set of primes p ≡ 1 mod 3, we get∑

d≤L
Sd(x) ≤ (2C0 + o(1))L

x

log x
.

Combining this with (4.3) we obtain

|Aj(x)| ≥ (1 + o(1))
(
δ

3
Lx√
log x

− 2C0
L2x

log x

)
+O

(
x√

log x

)
for j = 0, 1, 2. Thus, choosing L = α0

√
log x with α0 = δ/(12C0) we deduce

that

|Aj(x)| ≥ (δ2 + o(1))x,

where δ2 = δ2/(72C0) ≈ 0.0003159363, completing the proof.

5. The distribution of Euler’s function modulo 3: Proof of The-
orem 3. For i = 1, 2 let Mi(x) be the set of positive integers n ≤ x such
that 3 - ϕ(n) and ϕ(n) ≡ i mod 3. Then one can easily check that n ∈ N1(x)
if and only if n ∈M1(x) or n = 3d with d ∈M2(x/3). This implies

(5.1) |N1(x)| = |M1(x)|+ |M2(x/3)|,

and similarly we get

(5.2) |N2(x)| = |M2(x)|+ |M1(x/3)|.

Hence it suffices to estimate |M1(x)| and |M2(x)|.
Let n be a positive integer such that 3 - n and 3 - ϕ(n), and write

n =
∏k
j=1 p

aj

j . Then ϕ(n) =
∏k
j=1 p

aj−1
j (pj − 1) and therefore pj ≡ 2 mod 3

for all 1 ≤ j ≤ k. Moreover one has

(5.3) ϕ(n) ≡ (−1)
Pk

j=1 aj−k ≡ (−1)Ω(n)−ω(n) mod 3,

where Ω(n) (respectively ω(n)) is the number of distinct prime factors of n
counted with (respectively without) multiplicity. Let f and g be the arith-



124 Y. LAMZOURI ET AL.

metic functions defined by

f(n) =

{
1 + (−1)Ω(n)−ω(n)

2
if p |n implies p ≡ 2 mod 3,

0 otherwise,

g(n) =

{
1− (−1)Ω(n)−ω(n)

2
if p |n implies p ≡ 2 mod 3,

0 otherwise.
Then we deduce from (5.3) that

(5.4) |M1(x)| =
∑
n≤x

f(n) and |M2(x)| =
∑
n≤x

g(n).

The Dirichlet series of f and g are defined by

Lf (s) :=
∞∑
n=1

f(n)
ns

and Lg(s) :=
∞∑
n=1

g(n)
ns

,

respectively, and are absolutely convergent for Re(s) > 1. Our idea is to
express Lf (s) (respectively Lg(s)) as a power of the Riemann zeta function
ζ(s) times a function H1(s) (respectively H2(s)) which is analytic in the
half plane Re(s) ≥ 1, and then use the Selberg–Delange method to estimate∑

n≤x f(n) (respectively
∑

n≤x g(n)). There are two characters modulo 3,
the principal character χ0 and the real character χ3 defined by χ3(n) =

(
n
3

)
.

We prove

Proposition 5.1. Let s ∈ C with Re (s) > 1. Then

Lf (s) = ζ(s)1/2H1(s) and Lg(s) = ζ(s)1/2H2(s),

where

H1(s) :=

(
1− 1

3s

)1/2(
1 +

∏
p≡2 mod 3

(
1− 2

ps(ps + 1)

)−1)

2
(
L(s, χ3)

∏
p≡2 mod 3

(
1− 1

p2s

))1/2
,

H2(s) :=

(
1− 1

3s

)1/2(
1−

∏
p≡2 mod 3

(
1− 2

ps(ps + 1)

)−1)

2
(
L(s, χ3)

∏
p≡2 mod 3

(
1− 1

p2s

))1/2
.

Moreover both H1(s) and H2(s) can be analytically continued in a region
Re(s) ≥ 1− c0/(1 + log(|Im(s)|+ 2)) for some constant c0 > 0.

Proof. We shall only prove the statement for Lf (s), since the argument
for Lg(s) is similar. Since the function (−1)Ω(n)−ω(n) is multiplicative, we
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get

Lf (s) =
1
2

∏
p≡2 mod 3

(
1− 1

ps

)−1

+
1
2

∏
p≡2 mod 3

(
1 +

∞∑
a=1

(−1)a−1

pas

)
(5.5)

=
1
2

∏
p≡2 mod 3
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for Re(s) > 1. On the other hand we have
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Now if p ≡ 1 mod 3 or k is odd then χ3(p)k − χ3(p) = 0. This yields∑
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Combining this with (5.6) we obtain
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The result then follows from (5.5), along with the fact that L(s, χ3) is entire
and does not vanish in a region Re(s) ≥ 1 − c0/(1 + log(|Im(s)| + 2)), for
some constant c0 > 0.

Proof of Theorem 3. Using the Selberg–Delange method (more precisely
Theorem 3 in Chapter II.5 of [9]) we infer from Proposition 5.1 that
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where
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since Γ (1/2) =
√
π and L(1, χ3) = π/33/2, which follows from the Dirichlet

class number formula (see Chapter 6 of [1]). Moreover the constants αk are
defined by

αk :=
1
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∑
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1
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1 (1)sj ,

and sj are the coefficients of the Laurent series of s−1((s−1)ζ(s))1/2 around
the point s = 1.

Analogously to (5.8) we obtain a similar asymptotics for
∑

n≤x g(n) with
different constants α′ and α′k where α′ is given by the same expression
as for α except that the factor 1 +

∏
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)
is replaced by
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)
. Finally the result follows upon combining these

asymptotic formulas with (5.1), (5.2) and (5.4).

One can also arrive at the conclusion of Theorem 3 by applying the same
method to the Dirichlet series
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upon noting that∑
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with ε1 = 1 and ε2 = −1.
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Arch. Math. 7 (1956), 263–272.

Youness Lamzouri, M. Tip Phaovibul, Alexandru Zaharescu
Department of Mathematics
University of Illinois at Urbana-Champaign
1409 W. Green Street
Urbana, IL 61801, U.S.A.
E-mail: lamzouri@math.uiuc.edu

phaovib1@illinois.edu
Zaharescu@math.uiuc.edu

Received 12 November 2010;
revised 15 January 2011 (5444)

http://dx.doi.org/10.1090/S0025-5718-08-02148-0
http://dx.doi.org/10.1007/BF01900300



	Introduction
	Preliminary lemmas
	Proof of Theorem 1
	Proof of Theorem 2
	The distribution of Euler's function modulo 3: Proof of Theorem 3

