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A STURM–LIOUVILLE PROBLEM WITH SPECTRAL
AND LARGE PARAMETERS IN BOUNDARY CONDITIONS

AND THE ASSOCIATED CAUCHY PROBLEM

BY

JAMEL BEN AMARA (Tunis)

Abstract. We study a Sturm–Liouville problem containing a spectral parameter in
the boundary conditions. We associate to this problem a self-adjoint operator in a Pon-
tryagin space Π1. Using this operator-theoretic formulation and analytic methods, we
study the asymptotic behavior of the eigenvalues under the variation of a large physical
parameter in the boundary conditions. The spectral analysis is applied to investigate the
well-posedness and stability of the wave equation of a string.

1. Introduction. This paper is devoted to the study of the following
Sturm–Liouville problem containing a spectral parameter both in the equa-
tion and in the boundary conditions:

l(u) = −u′′(x) + q(x)u(x) = λu(x), 0 < x < π,(1.1)
u′(0) = 0, u′(π) = mλu(π);(1.2)

here q ∈ L1[0, π] and has real values, λ is a spectral parameter and m ∈ R.
Physically, such a problem may be derived from the wave equation (1.4)–
(1.5) for longitudinal displacements of a homogeneous string whose left end
is fixed and on whose right end a servocontrol force is acting. In particular,
this situation occurs if there is a massive load at the right end (see for
example [7], [21]), and in this case we have m > 0.

The sign of the parameter m plays a fundamental role in the study of this
problem. In the case m > 0, Problem (1.1)–(1.2) is interpreted as a spectral
problem for a self-adjoint operator in the Hilbert space L2[0, π]×C (see e.g.
[22], [10] and [6]), and hence all the spectral properties of this problem can
be obtained by using the well known theory of self-adjoint linear operators
in Hilbert space.

It is easily seen that if m < 0 then Problem (1.1)–(1.2) is not self-adjoint
in L2[0, π]×C. This case has been investigated in [5], [9] and [19]. In [3, 4] the
authors were mainly interested in the case when m < 0 is a small physical
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parameter. In this case Problem (1.1)–(1.2) can be rewritten in the abstract
form

(1.3) Au = λGu,

where A = A∗ in the Hilbert space L2[0, π] × C and G is a linear operator
which generates a Pontryagin space Π1. Using this and developing an an-
alytic approach, it was shown that there exists a value m0 < 0 such that
for m ∈ [m0, 0), the spectrum of Problem (1.1)–(1.2) consists of a sequence
of real eigenvalues tending to +∞. In particular, for m = m0, the small-
est eigenvalue has geometric multiplicity 1 and algebraic multiplicity 2 (see
Th. 2.3). Furthermore, the asymptotics of the eigenvalues and the corre-
sponding eigenfunctions was established as m→ 0−.

The main goal of the present paper is to study the spectral properties
of Problem (1.1)–(1.2) for large parameter m < 0, and essentially to give
the asymptotic estimates of the eigenvalues as m → −∞. More precisely,
we show that if m < 0 is sufficiently large, then all the eigenvalues are
real, simple and of a definite type (see Definition 1.3). Furthermore, one
of the eigenvalues which is of negative type tends to 0 as m → −∞, and
the others tend to the eigenvalues of the standard problem determined by
equation (1.1) and the boundary conditions u′(0) = 0, u(π) = 0. Krylov [16]
and Timoshenko [21] considered Problem (1.1)–(1.2) for q(x) ≡ 0, studying
the behavior of the eigenvalues for small and large loads determined by the
parameter m. These asymptotic estimates can also be found in the book of
Tikhonov and Samarskĭı [20].

Our method is essentially analytic and based on the properties of the
meromorphic function F (λ) = ux(π, λ)/u(π, λ), where u(x, λ) is a solution
of equation (1.1) with the initial condition u(0) = 1, u′(0) = 0. In [4], it
was proved that F (λ) is concave on the interval (−∞, µ′1), where µ′1 is the
first eigenvalue of the boundary value problem mentioned above. Here, we
get more information on F (λ) for λ > µ′1; namely, we prove that F ′′(λ)
decreases from −∞ to +∞ if λ increases from one pole to the adjacent one
on the right.

As an application of the spectral properties of Problem (1.1)–(1.2), we
study the dynamic boundary value problem

uxx(x, t)− q(x)u(x, t) = utt(x, t),(1.4)
ux(0, t) = 0, ux(π, t) +mutt(π, t) = 0.(1.5)

We give sufficient conditions on the potential q(x) and on the parameter
m for the associated Cauchy problem to be stable (related to boundedness
properties of the solutions) and have a unique solution. In particular, we
show that if
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Q = inf
‖u‖

W1
2 [0,π]

=1

(π�
0

|u′(x)|2 dx+
π�

0

q(x)|u(x)|2 dx
)
> 0,

then this problem is not stable for any m < 0. While, in the case Q < 0, we
give a sufficient condition on q(x) such that, for large enough m < 0, the
Cauchy problem is stable.

Definitions and notation

1.1. Let K be a linear space equipped with a sesquilinear hermitian form
[ , ] which is nondegenerate in the sense that

[f, g] = 0 for all g ∈ K ⇒ f = 0.

Then (K, [ , ]) is called a Pontryagin space if

K = K+ +K−,

where K± ⊂ K are linear manifolds such that (K±,±[ , ]) are
Hilbert spaces, [K+,K−] = 0 and dimK+ < ∞ or dimK− < ∞.
We set κ = dimK− and denote such spaces K by Πκ.

1.2. Let A and G be linear operators on a linear space H, and consider a
linear operator pencil of the form P (λ) = A− λG. The point λ ∈ C
is an eigenvalue of P (λ) if there exists an element u ∈ H such that
P (λ)u = 0; in this case u is called the corresponding eigenfunction.

1.3. Let P (λ) = A− λG be a linear pencil defined on a Hilbert space H
equipped with an inner product ( , ). We say that an eigenvalue λ
of the pencil P (λ) is of positive (resp. negative) type if (Gu, u) > 0
(resp. < 0) for all nonzero u ∈ Ker(A−λG). If λ is not one of these
types we say that λ is an eigenvalue of neutral type.

1.4. Let A be a linear operator on a linear space H. An eigenvalue λ
of A is called semisimple if its algebraic multiplicity is equal to its
geometric multiplicity.

1.5. A system {uk}∞k=1 of vectors in a Hilbert space H is said to be a
Riesz basis if it is equivalent to an orthonormal basis {ek}∞k=1 in
H in the sense that B(uk) = ek for all k ≥ 1 and some bounded
operator B with a bounded inverse.

2. Operator framework and previous results. It is convenient to
represent the spectral problem (1.1)–(1.2) as an eigenvalue problem for a
self-adjoint operator in a Pontryagin space Π1. We equip the space H =
L2[0, π]× C with the inner product

(2.1) (û1, û2)H =
π�

0

u1(t)u2(t) dt+ |m|a1a2,
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where

ûj =
(
uj(·)
aj

)
∈ H, j = 1, 2.

We define the operator L̂m in H by setting

(2.2) L̂mû =
(
−u′′ + q(x)u(x)

u′(π)m−1

)
on the domain

D(L̂m) =
{
û

∣∣∣∣ û =
(
u(x)
u(π)

)
, u ∈W 2

2 [0, π], l(u) ∈ L2[0, π], u′(0) = 0
}
,

which is dense in H. We consider the operator

Ĝ =
(
I 0
0 −1

)
,

where I is the identity operator on the space L2[0, π]. The operator Ĝ is
unitary and symmetric on H, its spectrum consists of two eigenvalues: −1
with multiplicity 1, and +1 with infinite multiplicity. Hence, it generates a
Pontryagin space Π1.

Proposition 2.1 (see [4]). The operator Â = ĜL̂m is self-adjoint in the
Hilbert space H = L2[0, π]× C and it has a discrete spectrum.

Obviously, Problem (1.1)–(1.2) is equivalent to the eigenvalue problem

(2.3) Âû = λĜû, û ∈ D(L̂m),

i.e., the eigenvalues λk of Problem (1.1)–(1.2) and those of Problem (2.3)
coincide; moreover there exists a correspondence between eigenfunctions and
associated functions of the two problems. Define

(2.4) Q = inf
u∈E

(π�
0

|u′(x)|2 dx+
π�

0

q(x)|u(x)|2 dx
)
,

where E = {u ∈ W 1
2 [0, π] | ‖u‖W 1

2 [0,π] = 1}. The sign of Q plays a fun-
damental role in the study of the problem. It is clear from the quadratic
form

(2.5) (Âû, û)H =
π�

0

|u′(x)|2 dx+
π�

0

q(x)|u(x)|2 dx,

where û =
(u(x)
u(π)

)
∈ D(Â) = D(L̂m), that Â > 0 if and only if Q > 0.

Let us mention the main results on Problem (1.1)–(1.2) established in [4].
These results will be useful in Section 5.
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Theorem 2.2 (see [4]). Let m < 0, Q > 0, where Q is defined by (2.4).
Then Â > 0 and the spectrum of Problem (1.1)–(1.2) consists of a sequence
of real and simple eigenvalues tending to +∞. Moreover, all the other eigen-
values have a definite type (see Definition 1.3): there exists a unique eigen-
value λ0(m) < 0 which is of negative type, and all the other eigenvalues
λ1(m), λ2(m), . . . are positive and of positive type. The negative eigenvalue
has the asymptotics

(2.6) λ0 = − 1
m2

+ O(1) as m→ −0,

and the corresponding eigenfunction is

(2.7) y0(x) =
(

cosh
x

|m|

)
(1 + O(m)) as m→ −0.

For positive eigenvalues and the corresponding eigenfunctions, we have

λk = µk − µkαkm+ O(m), k = 1, 2, . . . ,(2.8)

yk(x) = y0
k + O(m), k = 1, 2, . . . , as m→ −0,(2.9)

where µk and y0
k are respectively the eigenvalues and the corresponding eigen-

functions of Problem (1.1)–(1.2) for m = 0 and

(2.10) αk =
|yk(π)|2(

y0
k, y

0
k

)
L2[0,π]

.

Proof. We only have to prove that all the eigenvalues are algebraically
simple. In fact, it is known that an eigenvalue of a definite type is necessarily
real and semisimple (see Definition 1.4). In our case, all the eigenvalues have
a definite type and geometric multiplicity 1. Therefore, they are algebraically
simple.

Theorem 2.3 (see [4]). Let m < 0 and Q < 0. Then there exists a num-
ber m0 < 0 such that, for all m ∈ (m0, 0), Problem (1.1)–(1.2) has only real
and simple eigenvalues; moreover, the smallest eigenvalue λ0(m) is of nega-
tive type and tends to −∞ as m→ −0, in accordance with the asymptotics
(2.6). An eigenfunction of the form (2.7) corresponds to this eigenvalue. All
the other eigenvalues λk(m), k = 1, 2, . . . , are of positive type. For m = m0,
Problem (1.1)–(1.2) has only real eigenvalues such that the smallest one is
a multiple eigenvalue with geometric multiplicity 1 and algebraic multipli-
city 2. For m ∈ (m0,m0 + ε), where ε is sufficiently small, the problem has
one pair of complex eigenvalues, and all the other eigenvalues are real simple
and of positive type.

3. Spectral properties for m ∈ (−∞,m0). In this section we in-
vestigate the spectral properties of Problem (1.1)–(1.2) for Q < 0 and
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m ∈ (−∞,m0), where Q is defined by (2.4) and m0 is introduced in The-
orem 2.3. The spectral properties in the case Q > 0 and m < m0 are
completely described by Theorem 2.2.

We introduce the function

(3.1) F (λ) =
ux(π, λ)
u(π, λ)

,

where u(x, λ) is a solution of equation (1.1) satisfying the initial conditions

(3.2) u′(0) = 0, u(0) = 1.

Let µk, k = 1, 2, . . . , be the eigenvalues of the problem

(3.3)
{
−u′′ + qu = λu,

u′(0) = u′(π) = 0,

and let µ′k, k = 1, 2, . . . , be the eigenvalues of the problem

(3.4)
{
−u′′ + qu = λu,

u′(0) = u(π) = 0.

It is known [16] that the eigenvalues µk, µ′k are real and simple. Moreover,
they satisfy

µ1 < µ′1 < µ2 < µ′2 < · · · .
Obviously, µk and µ′k, k = 1, 2, . . . , coincide respectively with the zeros and
poles of the function F (λ). Moreover, the eigenvalues of Problem (1.1)–(1.2)
coincide with the zeros of the equation

(3.5) F (λ) = mλ.

It is known ([1, Chap. 8]) that F (λ) decreases as λ varies from −∞ to µ′1, and
from µ′k to µ′k+1, k = 1, 2, . . . . In the following we obtain more information
on this function, partially stated in [4].

Proposition 3.1. The function F (λ) defined by (3.1) is concave on
the interval (−∞, µ′1), where µ′1 is the first eigenvalue of Problem (3.4).
Moreover, each interval (µ′k, µ

′
k+1), k = 1, 2, . . . , contains exactly one point

ρk such that F ′′(ρk) = 0, F ′′(λ) > 0 for λ ∈ (µ′k, ρk) and F ′′(λ) < 0 for
λ ∈ (ρk, µ′k+1).

Proof. The concavity of F (λ) on (−∞, µ′1) is proved in [4]. By the
Mittag-Leffler theorem ([11, Chap. 4]), F (λ) admits a decomposition

(3.6) F (λ) = G(λ) +
∞∑
k=0

(
λ

µ′k

)s Ck
λ− µ′k

,

where G(λ) is an entire function,

Ck = resλ=µ′k
F (λ) =

ux(π, µ′k)
uλ(π, µ′k)

,
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and s is chosen so that the series (3.6) is convergent. In [4] it was proved
that Ck > 0, k = 1, 2, . . . , G(λ) ≡ F (0) and s = 1. Therefore, (3.6) takes
the form

F (λ) = F (0) +
∞∑
k=0

λCk
µ′k(λ− µ′k)

.

By differentiating this series twice and three times, we obtain

F ′′(λ) = 2
∞∑
k=0

Ck
(λ− µ′k)3

, F ′′′(λ) = −6
∞∑
k=0

Ck
(λ− µ′k)4

.

Thus, F ′′(λ) is a decreasing function on each interval (µ′k, µ
′
k+1), k=1, 2, . . . .

On the other hand we have

lim
λ→µ′k+0

F ′′(λ) = +∞, lim
λ→µ′k+1−0

F ′′(λ) = −∞.

Hence, the function F ′′(λ) has only one zero in each interval (µ′k, µ
′
k+1) and

so the claim follows.

From the graph of the function F (λ) and the straight line g(λ) := mλ,
one can deduce

Corollary 3.2. Let Q < 0 and m < 0.

1. If 0 ∈ (µ1, µ
′
1), then for large enough m < 0, equation (3.5) has two

positive roots in the interval (µ1, µ
′
1).

2. If 0 ∈
(
µ′M , µ

′
M+1

)
for some integer M ≥ 1, then for large enough

m<0, equation (3.5) has exactly three roots in the interval
(
µ′M , µ

′
M+1

)
and one root in each interval (µ′n, µ

′
n+1), n ≥ 1 and n 6= M .

We now state results on the location of the eigenvalues for Q < 0 and
m < m0, where m0 is introduced in Theorem 2.3.

Theorem 3.3. Let m < 0, Q < 0 and assume that 0 ∈ (µ1, µ
′
1). Then

there exists a number m1 ∈ (−∞,m0) such that for m ∈ (−∞,m1), Problem
(1.1)–(1.2) has only positive and simple eigenvalues {λk(m)}∞k=1. In partic-
ular, the smallest eigenvalue λ1(m) is of negative type and all the other
λk(m), k ≥ 2, are of positive type. Furthermore, the eigenvalues λk(m) and
µ′k interlace in the following sense:

(3.7) 0 < λ1(m) < λ2(m) < µ′1 < λ3(m) < µ′2 < · · ·
< µ′n−2 < λn(m) < µ′n−1.

For m = m1, there exists one multiple eigenvalue λ1(m) = λ2(m) = µ ∈
(µ1, µ

′
1) with algebraic multiplicity 2 and geometric multiplicity 1, and of

neutral type, while all the other eigenvalues are positive simple and of positive
type. For m ∈ (m1 − δ,m1), where δ > 0 is sufficiently small, the problem
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has one pair of complex eigenvalues, and a sequence of positive and simple
eigenvalues of positive type tending to +∞.

Theorem 3.4. Let m < 0, Q < 0 and 0 ∈ (µ′M , µ
′
M+1) for some in-

teger M ≥ 1. Then there exists a number m1 ∈ (−∞,m0) such that for
m ∈ (−∞,m1), Problem (1.1)–(1.2) has only real and simple eigenvalues
{λk(m)}∞k=1. In particular, the eigenvalue λM+1(m) is of negative type, and
all the other λk(m), k 6= M + 1, are of positive type. The eigenvalues λk(m)
and µ′k interlace in the following sense:

(3.8) µ′1 < λ1(m) < µ′2 < · · · < µ′M < λM (m)
< λM+1(m) < λM+2(m) < µ′M+1.

For m = m1, there exists one multiple eigenvalue µ ∈ (µ′M , µ
′
M+1) with

algebraic multiplicity 2 or 3 and geometric multiplicity 1, and of neutral
type, while all the other eigenvalues are real simple and of positive type. For
m ∈ (m1 − δ,m1), where δ > 0 is sufficiently small, the problem has one
pair of complex eigenvalues.

We now prove Theorem 3.4. The proof of Theorem 3.3 is the same.

Proof of Theorem 3.4. If 0 ∈ (µ′M , µ
′
M+1), M ≥ 1, then by Corollary 3.2,

for large enough m < 0, equation (3.5) has exactly three roots in the interval(
µ′M , µ

′
M+1

)
, denoted by λM (m), λM+1(m) and λM+2(m). We show that

λM+1(m) is of negative type. By (2.1), we have

(3.9) (Ĝû, û)H = (u, u)L2(0,π) +m|u(π)|2

for û =
(u(x)
u(π)

)
∈ D(L̂m). On the other hand, it is known (see e.g. [1, Chap. 6])

that

(3.10) F ′(λ) = −u−2(π, λ)
π�

0

u2(x) dx,

where F (λ) is defined by (3.5)). From (3.9) and (3.10) we obtain

(3.11) (Ĝû, û)H = −|u(π)|2(F ′(λ)−m).

It is easily seen, from the convexity of F (λ) on the interval (µ′M , ρM ) and its
concavity on (ρM , µ′M+1) (ρM is introduced in Proposition 3.1), that there
exists m1 (m1 < m0) such that for m = m1 we have F ′(λM+1) = m1,
and for m ∈ (−∞,m1), F ′(λM+1) − m > 0. Hence, from (3.11) we get
(ĜûM+1, ûM+1)H ≤ 0, where ûM+1 is the eigenfunction of Problem (2.3)
corresponding to λM+1. Therefore, λM+1(m) is an eigenvalue of neutral or
negative type for all m ∈ (−∞,m1]. Since the dimension of the maximal Ĝ-
nonpositive subspace does not exceed 1 (recall that the operator Ĝ generates
a Pontryagin space Π1), it follows from the Pontryagin space theory [2] that
all the other eigenvalues λk(m), k 6= M + 1, of Problem (1.1)–(1.2) are of
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positive type. If we suppose that there exists an integer p 6= M such that
equation (3.5) has for m ∈ (−∞,m1) more than one root in (µ′p, µ

′
p+1), then

by the same arguments used above, one of these roots is of negative type, and
this contradicts the uniqueness of the eigenvalue of the neutral or negative
type. Therefore, the interlacing property (3.8) follows. It is known that an
eigenvalue of a definite type is necessarily semisimple (see Definition 1.4).
In our case, if m ∈ (−∞,m1) then all the eigenvalues are of a definite type
and have geometric multiplicity 1, since all the eigenfunctions are generated
by u(x, λ) solution of Problem (1.1), (3.2). Therefore, for m ∈ (−∞,m1),
they are algebraically simple.

For m = m1, we have either λM (m) = λM+1(m), λM+1(m) = λM+2(m),
or λM (m) = λM+1(m) = λM+2(m). Therefore, in this case Problem (1.1)–
(1.2) has in (µ′M , µ

′
M+1) one multiple eigenvalue with algebraic multiplicity 2

or 3. If we denote this multiple eigenvalue by µ, then F ′(µ) = m, and hence,
by (3.11), we have (Ĝû(µ), û(µ))H = 0, where û(µ) is the eigenfunction
corresponding to µ. Therefore µ is an eigenvalue of neutral type. The proof of
the remaining result, about the existence of one pair of complex eigenvalues,
is similar to that of Theorem 2.3.

4. Asymptotics of the eigenvalues. In this section we study the
asymptotic behavior of the eigenvalues as m→ −∞.

Lemma 4.1. Let λ(m) ∈ R and Û = {u(x), u(π)} be an eigenpair of
Problem (2.3). Then

(4.1) (Ĝû, û)H = −λ(m)u2(π)
dλ(m)
dm

.

Proof. Let λ(m) be a real eigenvalue of Problem (1.1)–(1.2). Then

F (λ(m)) = mλ(m).

Differentiating this relation with respect to m, we obtain

dλ(m)
dm

=
λ(m)

F ′(λ)−m
.

This and (3.11) yield (4.1).

Theorem 4.2. Let µ′k, k = 1, 2, . . . , be the eigenvalues of Problem (3.4),
and let uk be the corresponding eigenfunctions. Then we have the following
asymptotics:

1) If 0 ∈ (µ1, µ
′
1) then

(4.2) λ1(m) =
α

m
+ o(1/m) as m→ −∞,



190 J. BEN AMARA

where α = F (0), and for k ≥ 2,

(4.3) λk(m) = µ′k−1 +
u′2k−1(π)

mµ′k−1 (uk−1, uk−1)L2[0,π]

+ o(1/m) as m→ −∞,

where (·, ·)L2[0,π] is the usual scalar product in the space L2[0, π], and u′k :=
duk/dx.

2) If 0 ∈ (µ′M , µ
′
M+1), then λM+1 satisfies the asymptotics (4.2). For λk,

k ≤M, we have

(4.4) λk(m) = µ′K +
u′2k (π)

mµ′k (uk, uk)L2[0,π]

+ o(1/m) as m→ −∞,

and for k ≥M + 2 we have the asymptotics

(4.5) λk(m) = µ′k−1 +
u′2k−1(π)

mµ′k−1 (uk−1, uk−1)L2[0,π]

+ o(1/m) as m→ −∞.

Proof. 1) Let 0 ∈ (µ1, µ
′
1). According to Theorem 3.3, for large enough

m < 0, all the eigenvalues λk of Problem (1.1)–(1.2) are positive and simple.
We first prove that λ1(m) = o(1) as m→ −∞. In fact, since (Ĝû1, û1)H < 0
(û1 is the eigenfunction corresponding to λ1(m)), (4.1) implies that λ1(m)
moves to the left as m→ −∞. Therefore, equation (3.5) and the analyticity
of F (λ) on [0, µ′1) yield

λ1(m) =
F (λ1(m))

m
→ 0 as m→ −∞.

From this and the asymptotic equation

F (λ) = F (0) + o(1) = mλ,

we get (4.2).
We now prove that for k ≥ 2, λk(m) − µ′k−1 = o(1) as m → −∞. In

view of Theorem 3.3, the eigenfunctions ûk corresponding to λk(m), k ≥ 2,
satisfy (Ĝûk, ûk)H > 0. Hence, again by use of (4.1), λk(m) (k ≥ 2) move to
the right as m→ −∞. Therefore, from (3.7) and the analyticity of F (λ) on
the intervals (µ1, µ

′
1) and (µ′k−2, µ

′
k−1), k ≥ 3, we obtain

λk(m) =
F (λk(m))

m
→ µ′k−1, k ≥ 2, as m→ −∞.

Put δ = λk(m)− µ′k−1 and G(λ) = 1/F (λ). Then

G(µ′k−1 + δ) =
1

m(µ′k−1 + δ)
.

Remarking that G(µ′k) = 0, in a small enough neighborhood of µ′k−1 the
last equality takes the form

G′(µ′k−1)δ + o(δ) =
1

mµ′k−1

(
1− δ

µ′k−1

+ o(δ)
)
.
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By (3.10), we have

G′(λ) = (u′)−2(π, λ)
π�

0

u2(x) dx.

Thus

δ =
1

mµ′k−1G
′(µ′k−1)

+ o(1/m) =
u′2k−1(π)

mµ′k−1 (uk−1, uk−1)L2[0,π]

+ o(1/m),

from which (4.3) follows.
2) Let now 0 ∈ (µ′M , µ

′
M+1). According to Theorem 3.4, the eigenvalue

λM+1(m) is of negative type. Hence, by the same arguments used in the
previous case for (4.2), if λM+1(m) > 0 then λM+1(m) → +0, and if
λM+1(m) < 0 then λM+1(m) → −0 as m → −∞. From this and the ana-
lyticity of F (λ) at λ = 0, it follows that λM+1(m) also satisfies (4.2). Since
for m < m1, the eigenvalues λk(m), k 6= M + 1, are of positive type, (4.1)
implies that the eigenvalues λk(m), k ≤ M, move to the left, while λk(m),
k ≥ M + 2, move to the right as m → −∞. Hence, again by use of the
analyticity of F (λ) on finite intervals, together with (3.7), it follows that for
k ≤M , λk(m)→ µ′k+0 and λk(m)→ µ′k−1−0 for k ≥M + 2 as m→ −∞.
By the same argument used above, we get the asymptotics (4.4) and (4.5).

5. The associated Cauchy problem and its stability. In this sec-
tion we investigate the well-posedness and stability of the wave equation
(1.4)–(1.5). We have to impose the initial conditions

(5.1) u(0, x) = φ(x), u′t(0, x) = Ψ(x).

Obviously, the Cauchy Problem (1.4), (1.5), (5.1) can be rewritten in the
abstract form

d2û

dt2
= −L̂mû,(5.2)

û(0) = φ̂ = {φ(x), φ(π)}, ût(0) = Ψ̂ = {Ψ(x), Ψ(π)},(5.3)

where L̂m is the operator defined by (2.2). Here we restrict ourselves to the
case m < 0. In the case m > 0, the operator L̂m is self-adjoint in H, and
hence we can use the self-adjoint operator theory.

Definition 5.1.

(i) We say that û(t) is a solution of Problem (5.2)–(5.3) on the semi-axis
R+ if û(t) ∈ D(L̂m) for all t > 0, has two continuous derivatives in
H and satisfies (5.3) (see Chapter 3 of [11]).

(ii) We say that Problem (5.2)–(5.3) is stable if each solution û(t) is
uniformly bounded in H for all t > 0.
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It is known (see e.g. [8, Chap. 2]) that Problem (5.2)–(5.3) is stable if
and only if the operator L̂m is similar to a uniformly positive operator. We
now establish some preliminary results.

Proposition 5.2. Assume that the operator Â = ĜL̂m (introduced in
Proposition 2.1) is positive in H, and let Hθ be a scale of Hilbert spaces
generated by Â. Then H1/2 = {û = {u(x), u(π)} | u ∈ W 1

2 [0, π]} = D(Â1/2).
Moreover, the map û 7→ u is a homeomorphism from H1/2 into W 1

2 [0, π]. If
Â is not positive, then it can be replaced by Ã = Â+CI, where C is a large
enough positive constant, and I is the identity operator defined in H.

Proof. A similar result is proved at the end of [13].

Proposition 5.3. Let m < 0. Then the system of eigenfunctions and
associated functions (Jordan chains) of the operator L̂m forms a Riesz basis
in the Hilbert space H.

Proof. It follows from Proposition 2.1 that for m < 0, the operator L̂m is
self-adjoint in the Pontryagin space Π1 and has a discrete spectrum. Hence,
the system of eigenfunctions forms a Riesz basis in H (see e.g. [2, Chap. 6]).

Lemma 5.4. Let m < 0 and suppose that L̂m has no multiple eigenvalues.
Then L̂m is similar to a normal operator in H, i.e., there exists a bounded
operator B̂ defined in H with bounded inverse such that the operator Ŝ =
B̂L̂mB̂

−1 is normal in H. In particular, if m < 0 and Q > 0 then Ŝ is
self-adjoint in H.

Proof. If m < 0 then according to Proposition 5.3, the system of eigen-
functions and associated functions of L̂m forms a Riesz basis in H. So, there
exists a bounded operator B̂ with bounded inverse such that the system
{B̂ûk}∞k=1 forms an orthonormal basis in H. The eigenvalues of the operator
Ŝ = B̂L̂mB̂

−1 coincide with those of L̂m. If L̂m has only algebraically simple
eigenvalues, then the system of eigenfunctions of the operators Ŝ coincides
with the orthonormal basis {B̂ûk}∞k=1. Therefore Ŝ is a normal operator
in H. In particular, if Q > 0 then by Theorem 2.2, all the eigenvalues are
real and simple, and hence Ŝ = Ŝ∗ in H.

In view of Theorems 2.3, 3.3 and 3.4, L̂m may have two nonreal conjugate
eigenvalues. In this case Ŝ is a normal operator, and hence it admits the
spectral decomposition

(5.4) Ŝ = Ŝ+ − Ŝ− + λ0Ŝ0 + λ0 Ŝ0,

where Ŝ+, Ŝ− (Ŝ+ ≥ 0, Ŝ− ≥ 0) are the orthogonal projectors on the sub-
spaces spanned by the eigenfunctions corresponding respectively to positive
and to negative eigenvalues, and Ŝ0 (resp. Ŝ0) is the orthogonal projector
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on the subspace spanned by the eigenfunctions corresponding to the eigen-
value λ0 (resp. λ0). In particular, if Q > 0 then by Theorem 2.2, all the
eigenvalues are real and simple. Hence Ŝ0 = Ŝ0 ≡ 0.

Thus, the square root operator (which we denote by Ŵ ) is defined by
the expression

Ŵ = B̂−1(Ŝ1/2
+ + iŜ

1/2
− +

√
λ0 Ŝ

1/2
0 +

√
λ0 Ŝ0

1/2
)B̂(5.5)

= Ŵ+ + iŴ−.(5.6)

It is clear that D(L̂m) = D(Ã) = D(Ŵ 2) (where Ã is defined in Proposi-
tion 5.2). Therefore, by Heinz’s theorem ([14, Chap. 12]) we have

D(Ŵ ) = D(Ã1/2) = H1/2,

where H1/2 is described in Proposition 5.2. Now we can state the main result
of this section.

Theorem 5.5. Let m < 0 and assume that all the eigenvalues of the
operator L̂m are algebraically simple. Then, Problem (5.2)–(5.3) has a unique
classical solution for all φ̂ ∈ D(L̂m) and Ψ̂ ∈ H1/2 ∩ (Ker L̂∗m)⊥ (if Q > 0
then Ψ̂ ∈ H1/2), where H1/2 is defined in Proposition 5.2, i.e., for all φ ∈
W 2

2 [0, π] such that φ′(0) = 0 and ψ ∈W 1
2 [0, π]. This solution is given by the

expression

(5.7) û(t) = cos(Ŵ t)φ̂+ sin(Ŵ t)Ŵ−1Ψ̂ ,

where Ŵ is defined by (5.5).
If m < 0 and Q > 0, then Problem (5.2)–(5.3) is not stable, while if

(5.8) µ1 < 0 < µ′1,

then it is stable for m ∈ (−∞,m1) (where m1 is introduced in Theorem 3.3).
Note that the condition (5.8) depends only on the potential q(x).

Proof. If m < 0 and Q < 0, then λ = 0 can be an eigenvalue of the
operator L̂m. In this case we have to impose some restrictions on the vector
Ψ̂ for the Cauchy problem (5.2)–(5.3) to be well-posed; namely, we have
to require Ψ̂ ∈ Im Ŵ (see [15, Chap. 3.1, p. 95]). The operator L̂m has a
discrete spectrum. Therefore, the subspace Im L̂m is closed and coincides
with the orthogonal complement of Ker L̂∗m, i.e.,

Im L̂m = Im L̂m = (Ker L̂∗m)⊥,

where the orthogonality is in H. Obviously,

Ker L̂∗m = Ker (Ŵ ∗)2 = Ker Ŵ ∗.

Hence,
Im Ŵ = Im L̂m = (Ker L̂∗m)⊥.
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Thus, Ψ̂ ∈ Im Ŵ if and only if Ψ̂ ⊥ Ker L̂∗m, and therefore Ŵ−1Ψ̂ is well
defined. If m < 0 and Q > 0 then by Theorem 2.2, Ker L̂m = 0. Therefore,
Im Ŵ = H.

Since Ŝ+ ≥ 0, Ŝ− ≥ 0, where Ŝ+ is self-adjoint and rank Ŝ− < ∞, then
the operator semigroup

ei
cWt = ei

cW+te−
cW−t

is correctly defined (see e.g. [12, Chap. 9]). Referring to [15, Chap. 3.1],
we can easily verify that for φ̂ ∈ D(L̂m) and Ψ̂ ∈ H1/2 ∩ (Ker L̂∗m)⊥, the
function û(t) defined by (5.7) is a solution of Problem (5.2)–(5.3). According
to Krĕın’s Theorem [15, Chap. 3.1], this solution is unique.

We now establish the stability criterion. Obviously, Problem (5.2)–(5.3)
is stable if and only if Ŝ− = Ŝ0 = Ŝ0 ≡ 0 (i.e., if and only if L̂m has only
positive and semisimple eigenvalues). In the case m < 0, Q > 0, by Theo-
rem 2.2, L̂m has one negative eigenvalue, so that Problem (5.2)–(5.3) is not
stable. In the case m < 0 and Q < 0, if µ1 < 0 < µ′1 and m ∈ (−∞,m1),
then according to Theorem 3.3, L̂m has only positive and simple eigenval-
ues. Therefore, in this case Problem (5.2)–(5.3) is stable. The theorem is
proved.
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[15] S. K. Krĕın, Linear Differential Equations in Banach Space, Transl. Math. Monogr.

29, Amer. Math. Soc., Providence, RI, 1971.
[16] A. N. Krylov, Some differential equations of mathematical physics having applica-

tions to technical problems, Acad. Sci. USSR, Moscow, 1932 (in Russian).
[17] B. M. Levitan and I. C. Sargsyan, Introduction to Spectral Theory, Amer. Math.

Soc., 1975.
[18] M. A. Naimark, Linear Differential Operators, Ungar, New York, 1967.
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