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#### Abstract

We define the space of trajectories of a doubly stochastic operator on $L^{1}(X, \mu)$ as a shift space $\left(X^{\mathbb{N}}, \nu, \sigma\right)$, where $\nu$ is a probability measure defined as in the Ionescu-Tulcea theorem and $\sigma$ is the shift transformation. We study connections between the entropy of a doubly stochastic operator and the entropy of the shift on the space of trajectories of this operator.


1. Doubly stochastic operators, transition probabilities and entropy. Let $(X, \mathscr{B}, \mu)$ be a probability space. By a doubly stochastic operator we mean a linear operator $T: L^{1}(\mu) \rightarrow L^{1}(\mu)$ which satisfies:
(i) $T f$ is positive for every positive $f \in L^{1}(\mu)$,
(ii) $T \mathbb{1}=\mathbb{1}$ (where $\mathbb{1}(x)=1$ for all $x \in X$ ),
(iii) $\int T f d \mu=\int f d \mu$ for every $f \in L^{1}(\mu)$.

The class of all doubly stochastic operators contains Koopman operators of measure preserving transformations on $X$ and, even more generally, Markov operators defined by measure preserving transition probabilities by the formula

$$
\begin{equation*}
T f(x)=\int f(y) P(x, d y) \tag{1.1}
\end{equation*}
$$

(we recall that a transition probability on $(X, \mathscr{B})$ is a function $P: X \times \mathscr{B} \rightarrow$ $[0,1]$ such that $P(x, \cdot)$ is a probability measure for each $x \in X$ and $P(\cdot, B)$ is a measurable function for each $B \in \mathscr{B}$; a transition probability preserves $\mu$ if $\mu(A)=\int P(x, A) d \mu(x)$ for all $\left.A \in \mathscr{B}\right)$. In the latter case, the IonescuTulcea theorem implies that there is a probability measure $\nu$ on the product space $X^{\mathbb{N}}, \mathbb{N}=\{0,1,2, \ldots\}$, whose values on cylinder sets are given by

$$
\nu\left(A_{0} \times A_{1} \times \cdots \times A_{n} \times X^{\mathbb{N}}\right)=\int_{A_{0}} \int_{A_{1}} \ldots \int_{A_{n}} P\left(x_{n-1}, d x_{n}\right) \ldots P\left(x_{0}, d x_{1}\right) \mu\left(d x_{0}\right)
$$

[^0]for all $A_{0}, \ldots, A_{n} \in \mathscr{B}$ (see e.g. $\left.\mathbb{N}\right]$ ). Note that in terms of the operator $T$ the above formula takes the following form:
$$
\nu\left(A_{0} \times A_{1} \times \cdots \times A_{n} \times X^{\mathbb{N}}\right)=\int \mathbb{1}_{A_{0}} \cdot T\left(\mathbb{1}_{A_{1}} \cdot T\left(\mathbb{1}_{A_{2}} \cdots T \mathbb{1}_{A_{n}}\right) \ldots\right) d \mu
$$

Let $\sigma: X^{\mathbb{N}} \rightarrow X^{\mathbb{N}}$ be the shift transformation, i.e. $(\sigma x)_{n}=x_{n+1}$ for $x=$ $\left(x_{n}\right)_{n \in \mathbb{N}} \in X^{\mathbb{N}}$. It is easy to verify that since a transition probability $P$ preserves $\mu$, the measure $\nu$ is $\sigma$-invariant. The probability space ( $X^{\mathbb{N}}, \nu$ ) will be called the space of trajectories of the doubly stochastic Markov operator $T$ defined by 1.1.

We continue the study of entropy of doubly stochastic operators started in [DF]. We take a closer look at the definition of entropy introduced in [FF], relating it to the entropy of the shift on the space of trajectories. In the literature one can find various generalizations of the notion of entropy: see e.g. [AF, CNT, GLW, $M$, MR] and V . By the results of DF , all definitions of entropy of a doubly stochastic operator $T$ which follow standard construction steps and satisfy some natural conditions concerning monotonicity, subadditivity, continuity and compatibility with the classical Shannon entropy, lead to the same quantity $h_{\mu}(T)$. Such are entropies defined in [AF, [DF, [GLW], [M]. However, these entropies differ in the choice of the basic entropy $H_{\mu}$ of a collection of functions, independent of the dynamics induced by an operator.

In [FF] it was shown that the formula which we use in the current paper (see Def. 1.1 (3)) is also a version of operator entropy in the sense of [DF. Our main Theorem 2.5 and its corollaries are valid only for this specific definition of $H_{\mu}$, but it may serve as a tool in proving theorems on the general entropy $h_{\mu}(T)$. We remark that though we assume that the operator $T$ is induced by a transition probability, the results apply directly to all doubly stochastic operators on standard Borel spaces, as it is well known that on such spaces each doubly stochastic operator is of the form (1.1) (see $[\mathbb{N}]$ ). In the general case, one can represent a doubly stochastic operator $T$ as a Markov operator on the space of all continuous functions on a compact Hausdorff space $\widetilde{X}$ (see [D] or $[\mathrm{H}]$ for details; a similar technique was also used in the proof of Lemma 3.2 in [DF]). It is easy to verify that such operators are always induced by transition probabilities. Moreover, if we transport a measure $\mu$ from $X$ to $\widetilde{X}$, this representation will preserve the entropy of $T$.

Throughout the article, $(X, \mathscr{B}, \mu)$ is a probability space, $\|\cdot\|$ denotes the $L^{1}$ norm on the space of integrable functions on $(X, \mathscr{B}, \mu), \lambda$ is the Lebesgue measure on the unit interval and $\eta:[0,1] \rightarrow \mathbb{R}$ is the function defined by $\eta(x)=-x \log x$ for $x \in(0,1]$ and $\eta(0)=0$ (log means logarithm to base 2). We replace partitions, used in the classical definition of the entropy of a measure preserving transformation, by finite sequences of functions from $X$
to $[0,1]$, which we call families. For a measurable function $f: X \rightarrow[0,1]$ let $A_{f}=\{(x, t) \in X \times[0,1]: t \leq f(x)\}$ and denote by $\mathscr{A}_{f}$ the partition of $X \times[0,1]$ consisting of $A_{f}$ and its complement. Recall that the refinement (or join) of partitions $\alpha$ and $\beta$ is the partition $\alpha \vee \beta$ consisting of all sets $A \cap B$, where $A \in \alpha, B \in \beta$. For a finite collection of partitions $\alpha_{1}, \ldots, \alpha_{n}$ we write $\bigvee_{i=1}^{n} \alpha_{i}$ or $\bigvee_{i \in I} \alpha_{i}, I=\{1, \ldots, n\}$, for their refinement which is the collection of all sets $A_{1} \cap \cdots \cap A_{n}$, where $A_{i} \in \alpha_{i}$. For a family $\mathscr{F}$ of measurable functions we define $\mathscr{A}_{\mathscr{F}}=\bigvee_{f \in \mathscr{F}} \mathscr{A}_{f}$. Denote by $A^{t}$ the $t$-section of $A \subset X \times[0,1]$ at $t$, i.e. $A^{t}=\{x \in X:(x, t) \in A\}$, and by $\mathscr{A}_{\mathscr{T}}^{t}$ the partition of $X$ consisting of all $t$-sections $A^{t}$, where $A \in \mathscr{A}_{\mathscr{F}}$. Let $H_{\mu}(\alpha)$ be the Shannon entropy of a partition $\alpha$.

Definition 1.1. For a family $\mathscr{F}$ of measurable functions on $X$ we define
(1) the entropy of $\mathscr{F}$ at level $t \in[0,1]$ by

$$
H_{\mu}(\mathscr{F}, t)=H_{\mu}\left(\mathscr{A}_{\mathscr{F}}^{t}\right),
$$

(2) the upper and lower entropy of a doubly stochastic operator $T$ with respect to $\mathscr{F}$ at level $t \in[0,1]$,

$$
\begin{aligned}
& \bar{h}_{\mu}(T, \mathscr{F}, t)=\limsup _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{T^{i} \mathscr{F}}^{t}\right), \\
& \underline{h}_{\mu}(T, \mathscr{F}, t)=\liminf _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{T^{i} \mathscr{F}}^{t}\right),
\end{aligned}
$$

(3) the static entropy of $\mathscr{F}$ by

$$
H_{\mu}(\mathscr{F})=\int_{0}^{1} H_{\mu}(\mathscr{F}, t) \lambda(d t),
$$

(4) the entropy of a doubly stochastic operator $T$ with respect to $\mathscr{F}$ by

$$
h_{\mu}(T, \mathscr{F})=\lim _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\mathscr{F}^{n}\right),
$$

where $\mathscr{F}^{n}$ is the concatenation of $\mathscr{F}, T \mathscr{F}, \ldots, T^{n-1} \mathscr{F}$. (The existence of the above limit was proved in [FF.)
Note that for each measurable set $A \subset X \times[0,1]$ the function $t \mapsto$ $\mu\left(A^{t}\right)$ is measurable, hence $H_{\mu}(\mathscr{F}, t)=-\sum_{A \in \mathcal{A}_{\mathscr{F}}} \mu\left(A^{t}\right) \log \left(\mu\left(A^{t}\right)\right)$ is also measurable and the above integral is well defined.

## 2. Operator entropy vs. entropy on the space of trajectories.

 For a (measurable) function $g: X \rightarrow[0,1]$ and $t \in[0,1]$ let $\mathbb{1}_{\{g \geq t\}} \in L^{1}(\mu)$ be the characteristic function of the set $\{x \in X: g(x) \geq t\}$ and abbreviate $\mathbb{1}_{X}$ by $\mathbb{1}$.Lemma 2.1. Let $\mathscr{F}$ be a family of measurable functions on $X$ with ranges in $[0,1]$. For every $\varepsilon>0$ there exist $l \in \mathbb{N}$ and a set $\tau \subset[0,1]$ such that
(1) $\left\|\mathbb{1}_{\left\{T^{l+n} f \geq t\right\}}-T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\|<\varepsilon$ for every $f \in \mathscr{F}, n \in \mathbb{N}$ and $t \in$ $[0,1] \backslash \tau$,
(2) $\lambda(\tau) \leq \varepsilon$.

Proof. Fix $\varepsilon>0$. Clearly, we may assume that $\varepsilon=1 / k$ for some positive integer $k$. Let $r$ denote the cardinality of $\mathscr{F}$. For a function $g: X \rightarrow[0,1]$ and numbers $a, b$ satisfying $0 \leq a<b \leq 1$ define $g_{a}^{b}:=(g \vee a) \wedge b$, where $\vee$ and $\wedge$ denote pointwise maximum and minimum, respectively. By Lemma 2.3 from [DF] we can choose $l \in \mathbb{N}$ such that for each $g \in T^{l} \mathscr{F}, n \in \mathbb{N}$ and every pair $a<b$,

$$
\begin{equation*}
\left\|T^{n}\left(g_{a}^{b}\right)-\left(T^{n} g\right)_{a}^{b}\right\|<\frac{\varepsilon^{3}}{3^{5} r} \tag{2.1}
\end{equation*}
$$

Take a partition $\zeta$ of $[0,1]$ into $3^{3} k^{2} r$ subintervals $I_{0}, I_{1}, \ldots$ of equal length $\Delta=\varepsilon^{2} /\left(3^{3} r\right)$. We assume that the intervals are enumerated so that inf $I_{0}=0$ and $\sup I_{i-1}=\inf I_{i}$ for $i>0$. Notice that for each $f \in \mathscr{F}$ there are at most $9 k$ intervals $I_{i}$ such that $\mu\left(\left(T^{l} f\right)^{-1}\left(I_{i}\right)\right) \geq \varepsilon / 9$. Thus, the number of intervals such that this inequality holds for at least one element of $\mathscr{F}$ is at most 9 kr .

For each $t \in[0,1]$ consider the interval $I(t)=I_{i-1} \cup I_{i} \cup I_{i+1}$ such that $t \in I_{i}$. Denote the endpoints of $I(t)$ by $a_{t}$ and $b_{t}\left(a_{t}<b_{t}\right)$. Let $\tau$ be the union of all $I_{i}$ s such that the measure of the preimage of at least one of $I_{i-1}, I_{i}, I_{i+1}$ under some $T^{l} f, f \in \mathscr{F}$, is greater than or equal to $\varepsilon / 9$. It is easy to see that $\lambda(\tau) \leq 3 \cdot \Delta \cdot 9 k r=\varepsilon$.

Fix $t \in[0,1] \backslash \tau$ and set

$$
F_{T^{l} f}(x)=\frac{\left(T^{l} f\right)_{t}^{b_{t}}(x)-t}{b_{t}-t} \quad \text { and } \quad G_{T^{l} f}(x)=\frac{\left(T^{l} f\right)_{a_{t}}^{t}(x)-a_{t}}{t-a_{t}}
$$

Then

$$
\begin{equation*}
F_{T^{l} f} \leq \mathbb{1}_{\left\{T^{l} f \geq t\right\}} \leq G_{T^{l} f} \tag{2.2}
\end{equation*}
$$

and

$$
\left\|G_{T^{l} f}-F_{T^{l} f}\right\| \leq \mu\left(\left(T^{l} f\right)^{-1}(I(t))\right)<\varepsilon / 3
$$

Because the operator $T$ is positive, from (2.2) we have

$$
T^{n} F_{T^{l} f} \leq T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}} \leq T^{n} G_{T^{l} f}
$$

for every $n \in \mathbb{N}$, and since $T$ is an $L^{1}$-contraction it follows that

$$
\left\|T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}-T^{n} F_{T^{l} f}\right\| \leq\left\|T^{n} G_{T^{l} f}-T^{n} F_{T^{l} f}\right\| \leq\left\|G_{T^{l} f}-F_{T^{l} f}\right\|<\varepsilon / 3
$$

Similarly, we can write

$$
F_{T^{n+l} f}=\frac{\left(T^{n+l} f\right)_{t}^{b_{t}}-t}{b_{t}-t} \leq \mathbb{1}_{\left\{T^{n+l} f \geq t\right\}} \leq \frac{\left(T^{n+l} f\right)_{a_{t}}^{t}-a_{t}}{t-a_{t}}=G_{T^{n+l} f} .
$$

We now prove that

$$
\left\|F_{T^{n+l} f}-T^{n} F_{T^{l} f}\right\|<\varepsilon / 9 \quad \text { and } \quad\left\|G_{T^{n+l} f}-T^{n} G_{T^{l} f}\right\|<\varepsilon / 9
$$

Indeed, using (2.1) and the fact that $\left|b_{t}-t\right| \geq \Delta$ we obtain

$$
\begin{aligned}
\left\|F_{T^{n+l} f}-T^{n} F_{T^{l} f}\right\| & =\left\|\frac{\left(T^{n+l} f\right)_{t}^{b_{t}}-t}{b_{t}-t}-T^{n}\left(\frac{\left(T^{l} f\right)_{t}^{b_{t}}-t}{b_{t}-t}\right)\right\| \\
& =\frac{1}{\left|b_{t}-t\right|}\left\|\left(T^{n+l} f\right)_{t}^{b_{t}}-T^{n}\left(T^{l} f\right)_{t}^{b_{t}}\right\|<\frac{1}{\Delta} \frac{\varepsilon^{3}}{3^{5} r}=\frac{\varepsilon}{9}
\end{aligned}
$$

In an analogous way we can show that $\left\|G_{T^{n+l} f}-T^{n} G_{T^{l} f}\right\|<\varepsilon / 9$. Now we obtain

$$
\begin{aligned}
\left\|F_{T^{n+l} f}-\mathbb{1}_{\left\{T^{n+l} f \geq t\right\}}\right\| \leq & \left\|F_{T^{n+l} f}-G_{T^{n+l} f}\right\| \\
\leq & \left\|F_{T^{n+l} f}-T^{n} F_{T^{l} f}\right\|+\left\|T^{n} F_{T^{l} f}-T^{n} G_{T^{l} f}\right\| \\
& +\left\|T^{n} G_{T^{l} f}-G_{T^{n+l} f}\right\|<\frac{\varepsilon}{9}+\frac{\varepsilon}{3}+\frac{\varepsilon}{9}=\frac{5 \varepsilon}{9} .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\left\|\mathbb{1}_{\left\{T^{n+l} f \geq t\right\}}-T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\| \leq & \left\|\mathbb{1}_{\left\{T^{n+l} f \geq t\right\}}-F_{T^{n+l} f}\right\|+\left\|F_{T^{n+l} f}-T^{n} F_{T^{l} f}\right\| \\
& +\left\|T^{n} F_{T^{l} f}-T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\| \\
< & \frac{5 \varepsilon}{9}+\frac{\varepsilon}{9}+\frac{\varepsilon}{3}=\varepsilon .
\end{aligned}
$$

Below we show that the choice of $\tau$ in the previous lemma is in some sense uniform.

LEMMA 2.2. Let $\mathscr{F}$ be a family of measurable functions on $X$ with ranges in $[0,1]$. For every $\varepsilon>0$ there exist $l_{0} \in \mathbb{N}$ and a set $\tau \subset[0,1]$ such that
(1) $\left\|\mathbb{1}_{\left\{T^{l+n} f \geq t\right\}}-T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\|<\varepsilon$ for every $f \in \mathscr{F}, l \geq l_{0}, n \in \mathbb{N}$ and $t \in[0,1] \backslash \tau$,
(2) $\lambda(\tau) \leq \varepsilon$.

Proof. For $\frac{1}{2} \varepsilon$ we find $\tau$ and $l_{0}$ using the previous lemma. Then, for every $f \in \mathscr{F}, l \geq l_{0}, n \in \mathbb{N}$ and $t \in[0,1] \backslash \tau$,
$\left\|\mathbb{1}_{\left\{T^{l+n} f \geq t\right\}}-T^{n_{1}} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\|$
$\leq\left\|\mathbb{1}_{\left\{T^{l+n} f \geq t\right\}}-T^{l-l_{0}+n} \mathbb{1}_{\left\{T^{\left.l_{0} f \geq t\right\}}\right.}\right\|+\left\|T^{l-l_{0}+n} \mathbb{1}_{\left\{T^{\left.l_{0} f \geq t\right\}}\right.}-T^{n} \mathbb{1}_{\left\{T^{l} f \geq t\right\}}\right\|$
$\leq\left\|\mathbb{1}_{\left\{T^{l_{0}+\left(l-l_{0}+n\right)} f \geq t\right\}}-T^{l-l_{0}+n} \mathbb{1}_{\left\{T^{\left.l_{0} f \geq t\right\}}\right.}\right\|+\left\|T^{l-l_{0}} \mathbb{1}_{\left\{T^{\left.l_{0} f \geq t\right\}}\right.}-\mathbb{1}_{\left\{T^{l_{0}+\left(l-l_{0}\right)} f \geq t\right\}}\right\|$
$<\varepsilon$.

The following definition was stated in [DF] in order to consider continuity of entropy.

Definition 2.3. Let $r^{\prime} \leq r$. For two families of measurable functions, $\mathcal{F}=\left\{f_{1}, \ldots, f_{r}\right\}$ and $\mathcal{G}=\left\{g_{1}, \ldots, g_{r^{\prime}}\right\}$, their $L^{1}$-distance is defined by

$$
\operatorname{dist}(\mathcal{F}, \mathcal{G})=\min _{\pi}\left\{\max _{1 \leq i \leq r} \int\left|f_{i}-g_{\pi(i)}\right| d \mu\right\}
$$

where the minimum is taken over all permutations $\pi$ of $\{1, \ldots r\}$ and where $\mathcal{G}$ is considered an $r$-element family by setting $g_{i} \equiv 0$ for $r^{\prime}<i \leq r$.

It is easy to prove that for any measurable functions $f, f^{\prime}, g$ and $g^{\prime}$,

$$
\begin{equation*}
\left\|f \wedge g-f^{\prime} \wedge g^{\prime}\right\| \leq\left\|f-f^{\prime}\right\|+\left\|g-g^{\prime}\right\| \tag{2.3}
\end{equation*}
$$

To simplify notation we denote the partition $\mathscr{A}_{T^{l} \mathscr{F}}^{t}$ of $X$ by $\mathscr{A}_{l}^{t}$. Let $\mathbb{1}_{\mathscr{A}_{l}^{t}}$ denote the family of all functions $\mathbb{1}_{A}$, where $A \in \mathscr{A}_{l}^{t}$.

Lemma 2.4. Let $\mathscr{F}$ be a family of measurable functions on $X$ with ranges in $[0,1]$. For every $\varepsilon>0$ there exist $l_{0} \in \mathbb{N}$ and a set $\tau \subset[0,1]$ such that
(1) $\operatorname{dist}\left(T^{n} \mathbb{1}_{\mathscr{A}_{l}^{t}}, \mathbb{1}_{\mathscr{A}_{l+n}^{t}}\right)<\varepsilon$ for every $l \geq l_{0}, n \in \mathbb{N}$ and $t \in[0,1] \backslash \tau$,
(2) $\lambda(\tau) \leq \varepsilon$.

Proof. Let $\mathscr{F}=\left\{f_{1}, \ldots, f_{r}\right\}$. Fix $\varepsilon>0$. We use the previous lemma to find $l_{0} \in \mathbb{N}$ and $\tau \subset[0,1]$ for $\varepsilon /\left(r 2^{r}\right)$ in place of $\varepsilon$. For every $l$ each element of $\mathbb{1}_{\mathscr{A}_{l}^{t}}$ may be represented as the minimum of $r$ functions $g_{1}^{l, t}, \ldots, g_{r}^{l, t}$, where $g_{i}^{l, t}$ is either $\mathbb{1}_{\left\{T^{l} f_{i} \geq t\right\}}$ or $\mathbb{1}-\mathbb{1}_{\left\{T^{l} f_{i} \geq t\right\}}$. After $r$ successive applications of 2.3 ) we obtain

$$
\left\|g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}-T^{n} g_{1}^{l, t} \wedge \cdots \wedge T^{n} g_{r}^{l, t}\right\|<\varepsilon / 2^{r}
$$

for all $l \geq l_{0}, n \in \mathbb{N}$ and $t \in[0,1] \backslash \tau$, provided that in the above formula the functions $g_{i}^{l+n, t}$ and $g_{i}^{l, t}$ are of the same type for $i=1, \ldots, r$, i.e.

$$
\left\{\begin{array} { l } 
{ g _ { i } ^ { l + n , t } = \mathbb { 1 } _ { \{ T ^ { l + n } f _ { i } \geq t \} } , }  \tag{2.4}\\
{ g _ { i } ^ { l , t } = \mathbb { 1 } _ { \{ T ^ { l } f _ { i } \geq t \} } , }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
g_{i}^{l+n, t}=\mathbb{1}-\mathbb{1}_{\left\{T^{l+n} f_{i} \geq t\right\}}, \\
g_{i}^{l, t}=\mathbb{1}-\mathbb{1}_{\left\{T^{l} f_{i} \geq t\right\}}
\end{array}\right.\right.
$$

Notice that $g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t} \leq g_{i}^{l, t}$ for every $i=1, \ldots, r$ and since $T$ is positive we have $T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right) \leq T^{n} g_{i}^{l, t}$ for each $i$. Hence

$$
\begin{aligned}
& T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right) \leq T^{n} g_{1}^{l, t} \wedge \cdots \wedge T^{n} g_{r}^{l, t} \\
& \quad \leq g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}+\left|T^{n} g_{1}^{l, t} \wedge \cdots \wedge T^{n} g_{r}^{l, t}-g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}\right|
\end{aligned}
$$

In particular,

$$
\begin{equation*}
\int_{A}\left(T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right)-g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}\right) d \mu<\varepsilon / 2^{r} \tag{2.5}
\end{equation*}
$$

for any set $A \in \mathscr{B}$.

The sum of all functions of the form $g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}$ and the sum of all $T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right)$ are equal (they are both $\left.\mathbb{1}\right)$. Suppose that for some pair of functions $f=g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}, \tilde{f}=T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right)$ we have

$$
\int|f-\widetilde{f}| d \mu \geq \varepsilon
$$

Since

$$
\int|f-\tilde{f}| d \mu=\int_{\{f \geq \tilde{f}\}}(f-\widetilde{f}) d \mu+\int_{\{\tilde{f}>f\}}(\tilde{f}-f) d \mu,
$$

and since by 2.5 we have $\int_{\{\tilde{f}>f\}}(\tilde{f}-f) d \mu<\varepsilon / 2^{r}$, it follows that

$$
\int_{\{f \geq \tilde{f}\}}(f-\widetilde{f}) d \mu>\varepsilon\left(1-1 / 2^{r}\right) .
$$

But then summing over the remaining pairs (excluding $\tilde{f}-f$ ) we obtain

$$
\begin{aligned}
0 & =\int_{\{f \geq \tilde{f}\}} \sum\left(T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right)-g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}\right) d \mu+\int_{\{f \geq \tilde{f}\}}(\tilde{f}-f) d \mu \\
& <\left(2^{r}-1\right) \cdot \varepsilon / 2^{r}-\varepsilon\left(1-1 / 2^{r}\right)=0,
\end{aligned}
$$

a contradiction.Thus

$$
\int\left|g_{1}^{l+n, t} \wedge \cdots \wedge g_{r}^{l+n, t}-T^{n}\left(g_{1}^{l, t} \wedge \cdots \wedge g_{r}^{l, t}\right)\right| d \mu<\varepsilon
$$

for all pairs of functions satisfying (2.4).
Theorem 2.5. Let $\sigma$ be the shift transformation on the space of trajectories $\left(X^{\mathbb{N}}, \nu\right)$. For almost all $t \in[0,1]$,

$$
\underline{h}_{\mu}(T, \mathscr{F}, t)=\bar{h}_{\mu}(T, \mathscr{F}, t)=\lim _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) .
$$

Proof. Clearly,

$$
\bar{h}_{\mu}(T, \mathscr{F}, t)=\bar{h}_{\mu}\left(T, T^{l} \mathscr{F}, t\right), \quad \underline{h}_{\mu}(T, \mathscr{F}, t)=\underline{h}_{\mu}\left(T, T^{l} \mathscr{F}, t\right) .
$$

Fix $\varepsilon>0$. For any $n, l \in \mathbb{N}$ and $t \in[0,1]$, from standard properties of entropy of a partition (see e.g. [P]) it follows that

$$
\begin{aligned}
& H_{\nu}\left(\bigvee_{i=0}^{n-1} \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)\right) \\
& \quad \leq H_{\nu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}\right)+H_{\nu}\left(\bigvee_{i=0}^{n-1} \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \mid \bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}\right) \\
& \quad \leq H_{\nu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}\right)+\sum_{i=0}^{n-1} H_{\nu}(\underbrace{\sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)}_{\mathscr{L}_{i}} \mid \underbrace{\mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}}_{\mathscr{P}_{i}}) .
\end{aligned}
$$

Notice that $\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}=\left\{A \times X^{\mathbb{N}}: A \in \bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t}\right\}$ and

$$
\begin{equation*}
\nu\left(A \times X^{\mathbb{N}}\right)=\int_{A} \mathbb{1} d \mu=\mu(A) \tag{2.6}
\end{equation*}
$$

hence

$$
H_{\nu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}}\right)=H_{\mu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t}\right)
$$

We denote by $\mu_{B}$ and $\nu_{B \times X^{\mathbb{N}}}$ the conditional measures of $\mu$ and $\nu$ with respect to $B \subset X$ and $B \times X^{\mathbb{N}}$, respectively. By (2.6),

$$
H_{\nu}\left(\mathscr{L}_{i} \mid \mathscr{P}_{i}\right)=\sum_{B \in \mathscr{A}_{l+i}^{t}} \mu(B) \cdot H_{\nu_{B \times X^{\mathbb{N}}}}\left(\mathscr{L}_{i}\right)
$$

For any measurable $A, B \subset X$,

$$
\nu\left(B \times X^{i-1} \times A \times X^{\mathbb{N}}\right)=\int \mathbb{1}_{B} \cdot T\left(\mathbb{1} \cdot \ldots \cdot T\left(\mathbb{1} \cdot T \mathbb{1}_{A}\right) \ldots\right) d \mu=\int_{B} T^{i} \mathbb{1}_{A} d \mu
$$

Hence

$$
H_{\nu_{B \times X^{\mathbb{N}}}}\left(\mathscr{L}_{i}\right)=\sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\frac{\nu\left(B \times X^{i-1} \times A \times X^{\mathbb{N}}\right)}{\mu(B)}\right)=\sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\int_{B} T^{i} \mathbb{1}_{A} d \mu_{B}\right)
$$

We continue the calculation of the conditional entropy:

$$
\begin{aligned}
H_{\nu}\left(\mathscr{L}_{i} \mid \mathscr{P}_{i}\right) & =\sum_{B \in \mathscr{A}_{l+i}^{t}} \mu(B) \sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\int T^{i} \mathbb{1}_{A} d \mu_{B}\right) \\
& =-\sum_{B \in \mathscr{A}_{l+i}^{t}} \sum_{A \in \mathscr{A}_{l}^{t}}\left(\int_{B} T^{i} \mathbb{1}_{A} d \mu \cdot \log \frac{\int_{B} T^{i} \mathbb{1}_{A} d \mu}{\mu(B)}\right) \\
& =\sum_{B \in \mathscr{A}_{l+i}^{t}}\left(\sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\int_{B} T^{i} \mathbb{1}_{A} d \mu\right)-\eta(\mu(B))\right) \\
& =\sum_{B \in \mathscr{A}_{l+i}^{t}} \sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\int_{B} T^{i} \mathbb{1}_{A} d \mu\right)-H_{\mu}\left(\mathscr{A}_{l+i}^{t}\right) .
\end{aligned}
$$

By Lemma 2.4, for any positive $\delta<\varepsilon$ there exists $l_{0} \in \mathbb{N}$ and a subset $\tau \subset[0,1]$ with $\lambda(\tau) \leq \delta$ such that $\operatorname{dist}\left(T^{i} \mathbb{1}_{\mathscr{A}_{l}^{t}}, \mathbb{1}_{\mathscr{A}_{l+i}^{t}}\right)<\delta$ for every $l>l_{0}$, $i \in \mathbb{N}$ and $t \in[0,1] \backslash \tau$. Then, for every pair of sets $A \in \mathscr{A}_{l}^{t}, B \in \mathscr{A}_{l+i}^{t}$ either $\left|\mu(B)-\int_{B} T^{i} \mathbb{1}_{A} d \mu\right|<\delta$ or $\int_{B} T^{i} \mathbb{1}_{A} d \mu<\delta$, so for a suitable choice of $\delta$ (and appropriate $l_{0}$ and $\tau$ ) the entropies of the probability vectors $\left\{\mu(B): B \in \mathscr{A}_{l+i}^{t}\right\}$ and $\left\{\int_{B} T^{i} \mathbb{1}_{A} d \mu: A \in \mathscr{A}_{l}^{t}, B \in \mathscr{A}_{l+i}^{t}\right\}$ differ by less than $\varepsilon$. Finally, we get

$$
H_{\nu}\left(\bigvee_{i=0}^{n-1} \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)\right) \leq H_{\mu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t}\right)+n \varepsilon
$$

for $l$ large enough, $n \in \mathbb{N}$ and all $t$ except for a set $\tau$ of measure $\varepsilon$. Dividing by $n$ and taking the lower limit over $n$ we get

$$
h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \leq \underline{h}_{\mu}\left(T, T^{l} \mathscr{F}, t\right)+\varepsilon=\underline{h}_{\mu}(T, \mathscr{F}, t)+\varepsilon
$$

for $l$ large enough and $t \notin \tau$. Notice that on the left hand side the lower limit is a limit, since we compute the entropy of a transformation. Letting $l$ go to infinity, we obtain

$$
\limsup _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \leq \underline{h}_{\mu}(T, \mathscr{F}, t)+\varepsilon
$$

for $t \in[0,1] \backslash \tau$. Since $\varepsilon$ was taken arbitrarily,

$$
\limsup _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \leq \underline{h}_{\mu}(T, \mathscr{F}, t)
$$

for almost all $t$.
On the other hand, we analogously estimate

$$
\begin{align*}
H_{\mu}\left(\bigvee_{i=0}^{n-1} \mathscr{A}_{l+i}^{t}\right) \leq & H_{\nu}\left(\bigvee_{i=0}^{n-1} \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)\right)  \tag{2.7}\\
& +\sum_{i=0}^{n-1} H_{\nu}\left(\mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}} \mid \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)\right)
\end{align*}
$$

Now

$$
\begin{align*}
& H_{\nu}\left(\mathscr{A}_{l+i}^{t} \times X^{\mathbb{N}} \mid \sigma^{-i}\left(\mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)\right)  \tag{2.8}\\
& =\sum_{A \in \mathscr{A}_{l}^{t}}\left(\nu\left(X^{i-1} \times A \times X^{\mathbb{N}}\right) \sum_{B \in \mathscr{A}_{l+i}^{t}} \eta\left(\frac{\nu\left(B \times X^{i-2} \times A \times X^{\mathbb{N}}\right)}{\nu\left(X^{i-1} \times A \times X^{\mathbb{N}}\right)}\right)\right) \\
& =\sum_{A \in \mathscr{A}_{l}^{t}} \underbrace{T^{i} \mathbb{1}_{A} d \mu}_{\mu(A)} \cdot \sum_{B \in \mathscr{A}_{l+i}^{t}} \eta\left(\frac{\int_{B} T^{i} \mathbb{1}_{A} d \mu}{\int T^{i} \mathbb{1}_{A} d \mu}\right) \\
& =-\sum_{A \in \mathscr{A}_{l}^{t}} \sum_{B \in \mathscr{A}_{l+i}^{t}} \int_{B} T^{i} \mathbb{1}_{A} d \mu\left(\log \int_{B} T^{i} \mathbb{1}_{A} d \mu-\log \mu(A)\right) \\
& =\sum_{A \in \mathscr{S}_{l}^{t}} \sum_{B \in \mathscr{A}_{l+i}^{t}} \eta\left(\int_{B} T^{i} \mathbb{1}_{A} d \mu\right)-H_{\mu}\left(\mathscr{A}_{l}^{t}\right) .
\end{align*}
$$

Notice that

$$
H_{\mu}\left(\mathscr{A}_{l}^{t}\right)=\sum_{A \in \mathscr{A}_{l}^{t}} \eta\left(\int T^{i} \mathbb{1}_{A} d \mu\right),
$$

so, as before, there exist $\tau \subset[0,1]$ with $\lambda(\tau) \leq \varepsilon$ and $l_{0} \in \mathbb{N}$ such that the right hand side of $(2.8)$ is less than or equal to $\varepsilon$ if only $l \geq l_{0}$ and $t \in[0,1] \backslash \tau$. Dividing both sides of (2.7) by $n$ and taking the upper limit
over $n$ we obtain

$$
\bar{h}_{\mu}(T, \mathscr{F}, t)=\bar{h}_{\mu}\left(T, T^{l} \mathscr{F}, t\right) \leq h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)+\varepsilon
$$

for $t \in[0,1] \backslash \tau$ and so

$$
\bar{h}_{\mu}(T, \mathscr{F}, t) \leq \liminf _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right)
$$

for almost all $t$. Hence,

$$
\begin{aligned}
\bar{h}_{\mu}(T, \mathscr{F}, t) & \leq \liminf _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \\
& \leq \limsup _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \leq \underline{h}_{\mu}(T, \mathscr{F}, t) \quad \lambda \text {-a.e. },
\end{aligned}
$$

and the assertion follows.
It follows from the above theorem that for almost all $t$ one can define the entropy of $T$ with respect to $\mathscr{F}$ at level $t$ by the formula

$$
\begin{equation*}
h_{\mu}(T, \mathscr{F}, t)=\lim _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\mathscr{F}^{n}, t\right) . \tag{2.9}
\end{equation*}
$$

Corollary 2.6. We have

$$
h_{\mu}(T, \mathscr{F})=\int_{0}^{1} h_{\mu}(T, \mathscr{F}, t) \lambda(d t)=\lim _{l \rightarrow \infty} \int_{0}^{1} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \lambda(d t)
$$

Proof. Let $r$ be the cardinality of $\mathscr{F}$. Since the entropy of a partition is bounded by the logarithm of its cardinality and the partition $\mathscr{A}_{\mathscr{F} n}$ consists of at most $2^{n r}$ elements, the function $n^{-1} H_{\mu}\left(\mathscr{F}^{n}, t\right)$ is bounded from above by a constant $r$. By Lebesgue's Dominated Convergence Theorem,

$$
\begin{aligned}
h_{\mu}(T, \mathscr{F}) & =\lim _{n \rightarrow \infty} \frac{1}{n} \int_{0}^{1} H_{\mu}\left(\mathscr{F}^{n}, t\right) \lambda(d t)=\int_{0}^{1} \lim _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\mathscr{F}^{n}, t\right) \lambda(d t) \\
& =\int_{0}^{1} h_{\mu}(T, \mathscr{F}, t) \lambda(d t)=\int_{0}^{1} \lim _{l \rightarrow \infty} h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \lambda(d t) .
\end{aligned}
$$

As before, the cardinality of $\mathscr{A}_{l}$, hence of $\mathscr{A}_{l}^{t}$, is bounded by $2^{r}$, so that $h_{\nu}\left(\sigma, \mathscr{A}_{l}^{t} \times X^{\mathbb{N}}\right) \leq r$. Using Lebesgue's theorem again, we can interchange the integration and taking the limit to obtain the assertion.

Corollary 2.7. If $T$ is a doubly stochastic operator and $\sigma$ the shift transformation on the space of its trajectories then

$$
h_{\mu}(T) \leq h_{\nu}(\sigma)
$$

Proof. Since for any partition $\mathscr{A}$ of $X$,

$$
h_{\nu}\left(\sigma, \mathscr{A} \times X^{\mathbb{N}}\right) \leq h_{\nu}(\sigma)
$$

the right hand side of the formula in Corollary 2.6 is less than or equal to the entropy of $\sigma$. Thus using Corollary 2.6 we obtain

$$
h_{\mu}(T)=\sup _{\mathscr{F}} h_{\mu}(T, \mathscr{F}) \leq h_{\nu}(\sigma)
$$

It is easy to see that equality holds in Corollary 2.7 for pointwise generated operators, because in this case the entropy of an operator is equal to the Kolmogorov-Sinai entropy of a generating transformation (see [DF]), which is isomorphic to the shift on the space of trajectories. On the other hand, equality fails to hold for nonpointwise operators even in the following simple example. Consider a space $X$ consisting of two points and an operator $T$ given by a $2 \times 2$ matrix with all entries $1 / 2$. Since each function is transformed by $T$ to a constant, the entropy $h_{\mu}(T)$ is 0 . But the space of all trajectories constitutes a Bernoulli shift with entropy 1 (recall that we use logarithm to base 2).
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