
Introduction

Topology and order—the combination of these two branches of mathematics is a classical

subject that has led to many fruitful results. There are many facets concerning the in-

terplay of topology and order both in mathematics and theoretical computer science. On

the mathematical side, important topics include the theory of partially ordered spaces in-

troduced by Nachbin [44] and the investigation of intrinsic topologies on posets initiated

by Birkhoff (cf. [4]) and Frink [20]. Given a set together with a partial order and a topol-

ogy, a modest compatibility condition is to have a partially ordered space: the partial

order is required to be closed in the cartesian product of the topological space with itself.

That is, whenever we have convergent nets (xn)n and (yn)n with xn being below yn for

all n, then this is also true for the limit points. On the other hand, a partially ordered

set gives rise to several natural topologies defined in terms of the given poset structure.

Typical examples are Frink’s [20] interval topology, Scott’s [48] “induced topology” (now

well known as the Scott topology), and the Lawson topology. The latter is the common

refinement of the Scott and the interval topology. It provides a fundamental connection

between continuous lattices and compact semilattices (see Gierz et al. [22]).

In theoretical computer science, order and topology constitute the basis for domain

theory. Domain theory started in the late sixties when Scott (see e.g. [48]) found the first

mathematical models of the untyped λ-calculus. Thus, he provided the mathematical

framework for the semantics of functional programming languages. Another concept of

domain theory is the notion of approximation. The idea is that “infinite” or “ideal” objects

of a poset are the supremum of their “finite approximations”. Then every element can be

approximated by the elements “essentially” below it. This leads to considering algebraic

and continuous domains.

Generally, finite objects are used to approximate infinite ones in many fields of com-

puter science dealing with the specification of non-terminating processes. Usually order or

topology or even both are involved. To mention are the projection space approach (Ehrig

et al. [17]), rank ordered sets (Bruce and Mitchell [8]), rank ordered posets (Baier and

Majster-Cederbaum [2, 40]), and the theory of infinite Mazurkiewicz traces (cf. Gastin

and Petit [21]).

In the present monograph we develop a general concept connecting topology and order

under the aspect of approximation, especially by projections. Moreover, we establish a

link to domain theory and apply our results to trace theory.

Our mathematical objects are partially ordered sets (posets) together with a special

family of monotone self-maps. These maps are used both to approximate elements of

[5]
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the poset and to generate an intrinsic uniformity. In particular, we obtain a canonical

topology that turns the poset into a partially ordered space. To a great extent our results

concern monotone self-maps that are even projections.

The definition of our objects is quite natural. Firstly, we shall see that there are many

close relationships between the poset on the one hand and the uniform space (topological

space, respectively) on the other hand. Secondly, we provide a general mathematical

framework into which several well understood structures are integrated, viz. FS-domains

([27–29]), bifinite domains ([25, 27, 47]), the formal ball model of metric spaces ([16])

as well as the “closed ball model” of ultrametric spaces ([19]), rank ordered (po)sets

([2, 8, 40]), projection spaces ([17, 23, 24]), and Mazurkiewicz traces ([12–14, 21]).

The author’s motivation to study posets with an approximating family of mappings

originated from the theory of infinite traces. Trace monoids (also called free partially

commutative monoids) were introduced by Cartier and Foata [9], who investigated com-

binatorial problems concerning the rearrangement of words, and by Mazurkiewicz [42],

who was motivated to provide a mathematical model for concurrent systems. Since then

trace theory has become a very popular topic, see the recent surveys [13, 14]. In particu-

lar, the theory was extended to infinite traces (cf. Gastin and Petit [21]). The basic idea

is to view a process as being built up by “atomic actions”. One requires that either two

actions depend on each other or they may be executed independently. Then a (possibly

infinite) process is described by a real trace. This is a particular acyclic graph whose ver-

tices are labelled with atomic actions and whose edges are precisely between dependent

actions. Order and topology come into play by the idea of approximation. The property of

a real trace to be a downwards closed subgraph (i.e. a subprocess) of another one yields a

partial order called the prefix order. It turns out that each real trace can be approximated

order-theoretically by all its finite prefixes. On the other hand, Kwiatkowska [38] defined

the prefix metric of real traces: each real trace can also be approximated by finite traces

with respect to the metric topology.

The prefix metric on traces is actually induced by a sequence of projections. The

projections themselves are defined with the help of the length function of traces. A similar

situation arises with regard to the Foata normal form metric introduced by Bonizzoni,

Mauri, and Pighizzini [5]. This metric is equivalent to the prefix metric and it is also

induced by projections. These projections are definable by the height of traces. There are

other trace models (see Diekert and Gastin [12]) where ultrametrics are obtained in a

similar way: again, projections are involved. Hence, a uniform view seems to be reasonable

and desirable, and this is one goal of this monograph.

In fact, a first unifying approach was already given by Baier and Majster-Cederbaum

[2, 40]. They considered posets with a weight function. This is a particular monotone

map from the given poset into the set of non-negative integers with infinity. As in the

concrete case of traces, the elements of the poset represent processes and the partial order

is the subprocess relation. Intuitively, the weight of a process d is the maximal number of

steps which is needed for an execution of d. A weight function gives rise to a sequence of

projections (a rank ordering). The projections are used to approximate each element by

its images. As for traces, they also induce an ultrametric. In [2] basic topological results
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are proven under the assumption of directed completeness of the partial order. Moreover,

a characterization of SFP-domains by finitary rank orderings ([2]) provides a first link to

domain theory.

SFP-domains were introduced by Plotkin [47]. They are algebraic domains with least

element arising as limits of ω-chains of finite posets. Plotkin proved that the category

of SFP-domains and Scott-continuous mappings is cartesian closed ([47]). Confirming

a conjecture of Plotkin, Smyth [49] showed that this is in fact the largest cartesian

closed category of algebraic domains with least element and countably many compact

elements. Bifinite domains (also called profinite or FB-domains) are a natural gener-

alization of SFP-domains. Here the conditions that there be a least element and only

countably many compact elements are dropped. Still, they form a cartesian closed cat-

egory (see Gunter [25], Jung [27]). By extending Smyth’s result, Jung [27] determined

all maximal cartesian closed categories of algebraic domains. The category of bifinite

domains is one of them. A bifinite domain can be characterized as a directed complete

partial order (D,≤) admitting a directed set P of Scott-continuous and image-finite

projections such that supp∈P p(d) = d for all d ∈ D (cf. [25, 27]). Hence, a bifinite

domain has a special approximating family of projections and, moreover, it is charac-

terized by the existence of such. One should notice that it is not sufficient anymore to

consider merely sequences of projections. Instead, directed sets or nets become neces-

sary.

So far, we have seen that in several cases partially ordered sets are equipped with

a directed, approximating family of projections. What about approximating elements

with mappings that are not projections? In fact, there is a prominent class of continuous

domains where elements are approximated in this manner. They are the FS-domains

introduced by Jung [28]. In Jung’s classification programme of all maximal cartesian

closed categories of continuous domains ([27, 28]), they appear as such a category. Also,

Jung and Sünderhauf characterized them as so-called “uniformly approximated spaces”

(cf. [29]). FS-domains are continuous domains (D,≤) having a directed set F of special

Scott-continuous mappings with supf∈F f(d) = d for all d ∈ D. In general, the mappings

in F need not be projections. This is one reason why we do not deal with projections only.

Another reason is that the intrinsic topology of our structure is always zero-dimensional

when induced by a family of projections. However, there are many important examples

where the topology is not zero-dimensional.

Now we give a more detailed description of the contents of the present monograph.

For the convenience of the reader we recall basic notation from order theory, general

topology, and trace theory in Chapter 1.

Chapter 2 may be considered to form the most general part of this monograph. We

give the definition of an F-poset, which is the mathematical structure we are interested

in. An F-poset is simply a partially ordered set (D,≤) together with a directed set F
of monotone mappings from D to itself such that each f ∈ F can be “separated” from

the identity map by the square of some g ∈ F , i.e. f ≤ g ◦ g ≤ idD with respect to the

pointwise order. As we will see, Edalat and Heckmann’s [16] formal ball model can be

turned into such an F-poset.
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The family F gives rise to a uniformity on D, which we call the F-uniformity. The

uniform topology is the F-topology . We characterize all uniformities on a poset arising

as F-uniformities and investigate basic properties of F-uniformity and F-topology. As we

have already emphasized, the mappings in F will be used for approximation purposes. We

therefore say that an F-poset (D,≤,F) is approximating if supf∈F f(d) = d for all d ∈ D.

It turns out that this order-theoretic condition is equivalent to saying that the poset is

a partially ordered space in the F-topology. We shall mainly focus on approximating

F-posets. Then a close relationship between the partial order and the F-topology can

be established. We are interested in the question when suprema and infima of subsets

A ⊆ D exist and, moreover, when they are accumulation points of A with respect to

the F-topology. Here continuous domains come into play. We show that each monotone

net in D converges in the F-topology if and only if (D,≤) is a continuous domain such

that f(d) is “essentially” below d for all f ∈ F and all d ∈ D. In addition, a similar

result holds concerning the convergence of monotone nets which are bounded. We give

a domain-theoretic characterization of approximating F-posets that are compact in their

F-topology. In this case, the F-topology coincides with the Lawson topology of the poset.

Moreover, provided that they have a least element, these F-posets arise exactly from

FS-domains. Part of these results can also be found in [33].

Chapter 3 introduces a special sort of F-posets involving projections. Therefore, we

first collect some basic facts on projections. After that, we define a partially ordered

set with projections (or pop for short) to be an F-poset (D,≤,P) where P consists of

projections only. We investigate the pop uniformity and the pop topology, i.e. the F-

uniformity and the F-topology of a pop, and give a list of examples. For instance, Flagg

and Kopperman’s [19] closed ball model carries such a pop structure. Moreover, we show

how several domains of traces can be made into pop’s. This enables us to apply our

results in order to obtain a uniform proof for topological properties shared by all these

trace models.

Coming back to the general theory, we show that approximating pop’s are complete

in their pop uniformity if and only if they can be represented as an inverse limit built up

by the images of their projections. We resume the problem when the supremum or the

infimum of a subset A exists in the closure of A. This leads to algebraic domains. Using the

results of Chapter 2, we prove that each monotone net of an approximating pop (D,≤,P)

converges in the pop topology if and only if (D,≤) is an algebraic domain with its

compact elements being exactly the images of all projections of P . Furthermore, we raise

the question under which (order-theoretic) conditions an algebraic domain (D,≤) admits

such a set P . We then call (D,≤) a P-domain. Here posets satisfying the ascending chain

condition (ACC) come into play. As we shall see, P-domains are exactly the inverse limits

of posets with the ACC. Furthermore, we extend the well known “internal” description

of bifinite domains (due to Plotkin [47]) to a characterization of P-domains. As for the

bifinites, it employs a certain directed system of “complete” subsets of compact elements.

Finally, we deduce that bifinite domains appear both as approximating pop’s compact in

their pop topology and as Lawson-compact P-domains. Some ideas of this chapter were

first introduced in the extended abstract [32].
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Chapter 4 considers homomorphisms and function spaces of posets with projections.

In order to obtain a suitable notion of a homomorphism, we fix a directed index set

(I,≤) and consider pop’s whose projection sets are given by monotone nets indexed by

(I,≤). Given two such (I,≤)-pop’s, for any i ∈ I there is an ith projection in both of

them. Hence, we are able to define a homomorphism to be a monotone map from one

(I,≤)-pop to another one that commutes with the ith projection for all i ∈ I. This is

the obvious way to define homomorphisms and pursues a similar course to the notion of

a projection morphism for projection spaces (Ehrig et al. [17], Große-Rhode [23, 24]) or

approximation structures (Spreen [50]). The former occur in the area of algebraic spec-

ification. A projection space consists of a set together with a sequence of idempotent

mappings (“projections”) satisfying certain conditions. It dispenses with any order re-

lation. However, the projections induce a canonical ultrametric. A projection morphism

is a map that commutes with the given projections. Spreen’s [50] approximation struc-

ture is a poset with a rank ordering in the sense of [2] with the additional requirements

that the poset is a dI-domain and the projections are ideal-preserving stable maps. Here

a projection morphism is a stable map commuting with all projections. Approximation

structures are used to obtain models of the untyped λ-calculus ([50]).

Besides homomorphisms we also define subpop’s of (I,≤)-pop’s and weak homomor-

phisms, which satisfy a weaker condition than homomorphisms. Then we deal with ω-

pop’s, i.e. (N0,≤)-pop’s. It turns out that there is a canonical partial order turning a

projection space into an ω-pop. Each poset with a rank ordering is an ω-pop as well.

Moreover, we describe all ω-pop’s induced by a weight function. Weak homomorphisms

and homomorphisms between ω-pop’s can be characterized by means of a particular

pseudo-ultrametric and the so-called pseudo-weight.

Taking up the topic of “function pop’s”, we equip the set of all [weak] homomorphisms

between two indexed pop’s with a natural pop structure. Its pop uniformity coincides with

the uniformity of uniform convergence. After discussing the topological properties of such

function spaces, we turn to the categorical aspect of cartesian closure. We obtain several

cartesian closed categories of indexed pop’s with respect to both sorts of morphisms. In

case we deal with weak homomorphisms, this is straightforward because the exponential

object coincides with the function space. The situation is different with regard to ho-

momorphisms. Here the exponential object is larger: the function space embeds into it.

We extend techniques developed by Herrlich and Ehrig [26]. They showed that the cat-

egory of projection spaces and projection morphisms is cartesian closed. Using a similar

argument, Spreen [50] proved that approximation structures also yield a cartesian closed

category. Analogously to [50], we obtain (I,≤)-pop’s isomorphic to their own exponent

by performing Scott’s [48] D∞-construction. This leads to new models of the untyped λ-

calculus (cf. Barendregt [3]). The main results of Chapter 4 concerning homomorphisms

also appear in the paper [35].

By an inverse limit construction Ehrig et al. [17] showed that there is a universal

completion for projection spaces. Chapter 5 centres on the analogous problem for (I,≤)-

pop’s. In fact, there are two different sorts of a universal completion. The first is the

pop completion. It is related to the completion of uniform spaces. For any approximat-
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ing (I,≤)-pop there is another one that is complete in its pop uniformity and contains

the former as a dense subpop. Moreover, it has a universal extension property concern-

ing [weak] homomorphisms. In order to prove its existence and uniqueness, an inverse

limit construction is suitable here as well. In what follows, we investigate order-theoretic

properties of the pop completion and study the pop completion of function pop’s.

The second completion is the domain completion. It is more related to the ideal

completion of posets. Given any approximating (I,≤)-pop, its domain completion is

an approximating (I,≤)-pop whose underlying poset is an algebraic domain and whose

projections are Scott-continuous. The original (I,≤)-pop is contained in it as a subpop

(which is in general not dense). The domain completion, too, has a universal extension

property with respect to [weak] homomorphisms. Here the extended maps are Scott-

continuous.

A comparison of both completions shows us that the pop completion can always

be embedded into the domain completion. Further, we discuss when both completions

coincide. For instance, if any monotone net of the given (I,≤)-pop is a Cauchy net,

then its pop completion is equal to its domain completion. Especially, we have equality

when we consider the closed ball model or the pop’s occurring in trace theory. Note

that our results extend some of Majster-Cederbaum and Baier’s [40]. They carried out

a comparison between the metric completion and the ideal completion of rank ordered

posets induced by weight functions. A summary of our results of Chapter 5 can be found

in [34].

As an application topic, the last chapter of this monograph is devoted to traces. We

have already mentioned that real traces are built up by atomic actions. Given a finite set

Σ of atomic actions, a (global) dependence relation D on Σ specifies whether two actions

are dependent or not. The pair (Σ,D) is called a dependence alphabet. It is well known

that real traces over some dependence alphabet (Σ,D) form an algebraic domain with

respect to the prefix order. In fact, the domain is (isomorphic to) the ideal completion

of the poset of finite traces (see Gastin and Petit [21, Section 11.3]). On the other hand,

the set of real traces is the completion of the set of finite traces with respect to the

prefix metric. Moreover, the metric topology is compact and coincides with the Lawson

topology of the domain (Kwiatkowska [38]). The following question arises: how are Lawson

topology and dependence alphabet related? We give a detailed answer by showing that

the topology depends on two simple properties of the underlying dependence alphabet

only. Furthermore, we obtain a topological representation of the space of real traces as a

product space. Its factors are (at most) the space of all (finite or infinite) words over an

alphabet of two letters and a finite power of the Aleksandrov one-point compactification

of the non-negative integers. An extension of this result to countably infinite dependence

alphabets has been obtained in [36] by using a tree-theoretic argument.

Finally, we turn to the domains of α-traces and of δ-traces. Collectively called approx-

imating traces, these models were introduced by Diekert and Gastin [12] for the specifi-

cation of non-terminating processes. Carrying a partial order (approximation order) and

a canonical ultrametric, they have similarly favourable domain-theoretic and topological

properties as real traces. Moreover, they admit a concatenation that is monotone with
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respect to the approximation order and continuous in the metric topology (cf. [12]). This

is in contrast to real traces where the concatenation is only a partial operation which is

neither monotone with respect to the prefix order nor continuous in the metric topology.

We study topological properties of approximating traces by means of the underlying de-

pendence alphabet. Provided the dependence relation is transitive, approximating traces

turn out to be homeomorphic to product spaces having a similarly simple structure as

the ones occurring in the characterization of the space of real traces.



1. PRELIMINARIES

This chapter fixes notation and briefly discusses some well known aspects concerning

order and domain theory, general topology, and the theory of Mazurkiewicz traces. The

presentation of these facts cannot be exhaustive; hence the reader is referred to the litera-

ture. For instance, basic order-theoretic notions can be found in Davey and Priestley [10].

An excellent survey on domain theory is given by Abramsky and Jung [1]. Concerning

notions from general topology see e.g. Bourbaki [7], Engelking [18], Kelley [31], and Ku-

ratowski [37]. For the definition of intrinsic topologies on posets the reader might wish to

consult the compendium [22]. The detailed book by Diekert and Rozenberg [14] and the

survey by Diekert and Métivier [13] may serve as references for the theory of Mazurkiewicz

traces.

1.1. Basic notation from order theory

Let (D,≤) be a partially ordered set (poset). For elements d, e ∈ D with d ≤ e we also

write e ≥ d. If d ≤ e and d 6= e, then we often denote this by d < e.

Let A ⊆ D and let d ∈ D. Then d is an upper bound of A if a ≤ d for all a ∈ A.

In this case we write A ≤ d. A bounded subset of D is a non-empty set A ⊆ D having

some upper bound. A subset A ⊆ D is directed provided that it is non-empty and for all

a, b ∈ A there is an element c ∈ A with {a, b} ≤ c. Filtered subsets are defined dually.

If A ≤ d and A ≤ e implies d ≤ e for any e ∈ D, then d is the least upper bound

or supremum of A. We denote it by supA, supD A, or supa∈A a. Note that whenever we

write supA etc., then we implicitly assume the existence of the least upper bound of A.

If A has a supremum which is an element of A itself, then it is the greatest element of A.

It is denoted by maxA. Lower bounds, greatest lower bounds (infima), and least elements

are defined dually. If A has a greatest lower bound [least element, respectively], then we

denote it by inf A [minA, respectively]. If D has a least element, then (D,≤) is said to

be pointed.

Definition. Let (D,≤) be a poset.

(1) (D,≤) is a directed complete partial order or dcpo if each directed subset admits

a supremum.

(2) (D,≤) is a bounded complete partial order or bcpo if each bounded subset has a

supremum.

Let (D,≤) be a poset. An element d ∈ D is called way below an element e ∈ D,

denoted by d � e, if for all directed subsets A ⊆ D with supA ≥ e there is some a ∈ A
[12]
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with a ≥ d. Let d � denote the set of all elements of D way below d. Similarly, d

�

is the

set of all e ∈ D with d� e. If d� d, then d is said to be compact. Let K(D) be the set

of all compact elements of D.

Definition. Let (D,≤) be a poset.

(1) A subset B ⊆ D is an (order-theoretic) basis for (D,≤) if for all d ∈ D the set

B ∩ d � is directed and has d as supremum.

(2) (D,≤) is continuous if it has a basis.

(3) (D,≤) is algebraic if K(D) is a basis for (D,≤).

A continuous dcpo is also called a continuous domain. Analogously, an algebraic do-

main is an algebraic dcpo.

Let (D,≤) be a poset. For A ⊆ D let A↓D := A↓ := {d ∈ D | ∃a ∈ A : d ≤ a}. A lower

set is a subset A ⊆ D with A = A↓. We define A↑ and upper sets dually. Further, we

shorten d↓ := {d}↓ and d↑ := {d}↑ for any d ∈ D. An ideal is a directed, lower subset

of D. Dually, a filter is a filtered, upper subset of D. In particular, ideals and filters are

non-empty. Note that d↓ is an ideal for all d ∈ D: the principal ideal generated by d.

Similarly, d↑ is the principal filter generated by d.

Let Id(D) be the set of all ideals of (D,≤). It is well known that Id(D) together with

the inclusion forms an algebraic dcpo with K(Id(D)) = {d↓ | d ∈ D}. It is called the ideal

completion of (D,≤).

Let (D,≤) be a poset. Let A ⊆ D. An element a ∈ A is called a maximal element

of A if a ≤ b implies a = b for all b ∈ A. We denote the set of all maximal elements of

A by MaxA. Minimal elements of A are defined dually. The poset (D,≤) is said to be

well founded provided that each non-empty subset of D contains some minimal element.

Recall that (D,≤) is well founded if and only if it satisfies the descending chain condition,

i.e. each decreasing sequence (dn)n∈N in D is eventually constant. In other words, there

is no infinite strictly decreasing sequence of elements of D.

A partially ordered set (D,≤) is linearly ordered or a chain if d ≤ e or d ≥ e for all

d, e ∈ D. A chain that is order-isomorphic to the set of natural numbers with the usual

linear order is called an ω-chain.

For any subset M of a poset (D,≤) the restriction of ≤ to M is a partial order turning

M itself into a poset, which we denote by (M,≤). We say that M is a (sub)chain of D if

(M,≤) is a chain. Finally, a poset (D,≤) is a tree if each principal ideal of D is a chain.

Note that we do not require a tree to have a least element.

Mappings between posets. For sets X and Y and a mapping f : X → Y the kernel

of f is the set ker f := {(x1, x2) ∈ X2 | f(x1) = f(x2)}. The identity map of X is denoted

by idX . For any M ⊆ X let idM,X : M → X denote the inclusion map.

Let f : X → X. Then fix f := {x ∈ X | f(x) = x} is the set of all fixpoints of f .

Recall that f is idempotent if f ◦ f = f . This can be characterized as follows (the proof

is straightforward):

1.1. Lemma. Let X be a set and let f : X → X. Then f is idempotent if and only if

f [X] = fix f .
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If (E,≤) is a poset, then the set of all mappings from a set X to E can be turned

into a poset by letting f ≤ g if f(x) ≤ g(x) for all x ∈ X (with f, g : X → E). This is

the pointwise order of mappings.

Let (D,≤) and (E,≤) be posets and let f : D → E. Then f is called monotone or

order-preserving if c ≤ d implies f(c) ≤ f(d) for all c, d ∈ D. The following lemma is well

known and will be used without further reference:

1.2. Lemma. Let (D,≤) and (E,≤) be posets and let f : D → E. Then f is monotone if

and only if f [A]↓ = f [A↓]↓ for all subsets A ⊆ D.

Proof. Clearly, f [A]↓ ⊆ f [A↓]↓ is always true and f [A]↓ ⊇ f [A↓]↓ holds whenever f is

monotone. Conversely, let c, d ∈ D with c ≤ d and suppose that f(d)↓ = f [d↓]↓. Then

f(c) ∈ f [d↓] ⊆ f [d↓]↓ = f(d)↓, whence f(c) ≤ f(d).

Conversely, if f(c) ≤ f(d) implies c ≤ d for all c, d ∈ D, then f is said to be order-

reflecting. Recall that order-reflecting mappings are always injective. If f is both mono-

tone and order-reflecting, then it is an order embedding. It is an order isomorphism if f

is a surjective order embedding. For instance, the mapping ϕ : D → Id(D) defined by

ϕ(d) := d↓ is an order embedding. If (D,≤) is an algebraic dcpo, then it is well known

that the mapping ξ : D → Id(K(D)), d 7→ {x ∈ K(D) | x ≤ d}, is an order isomorphism.

A map f : D → E is called Scott-continuous if it preserves suprema of directed sets,

that is, for all directed subsets A ⊆ D having a supremum, the image f [A] has a supre-

mum and f(supA) = sup f [A]. Recall that Scott-continuous mappings are in particular

monotone. Clearly, order isomorphisms are Scott-continuous because they preserve all

suprema and all infima.

We say that a mapping f : D → D is below the identity if f ≤ idD. Moreover, f is a

projection or a kernel operator if f is monotone, idempotent, and below the identity.

The following statement concerning suprema in the image of a projection is well

known:

1.3. Lemma. Let (D,≤) be a poset and let p : D → D be a projection. Let A ⊆ p[D].

Then supD A exists if and only if supp[D]A exists. In this case, supD A = p(supD A) =

supp[D]A.

Proof. The assertion follows from Propositions 3.1.2 and 3.1.12.5 in [1] or from an easy

calculation.

Embedding projection pairs. Let (D,≤) and (E,≤) be posets and let f : D → E

and g : E → D be monotone mappings. Then (f, g) is an embedding projection pair or

epp if g ◦ f = idD and f ◦ g ≤ idE . To simplify notation we write (f, g) : D → E.

Recall that f and g uniquely determine each other: f(d) = min g−1[d↑] for all d ∈ D

and g(e) = max f−1[e↓] for all e ∈ E ([1, Prop. 3.1.10]). Furthermore, f is always Scott-

continuous ([1, Prop. 3.1.12.5]), whereas g need not be. We say that an epp (f, g) is

Scott-continuous provided that g is (and hence both f and g are) Scott-continuous.

Recall that in this case we have f [K(D)] ⊆ K(E).

Given any epp (f, g) : D → E, the mapping f ◦ g is a projection of E. On the other

hand, if p : D → D is a projection, then (idp[D],D, p) : p[D]→ D is an epp.
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Let (Γ,≤) be a directed index set and let (Dγ ,≤γ)γ∈Γ be a family of posets. For

all γ, µ ∈ Γ with γ ≤ µ let (fγµ, gγµ) : Dγ → Dµ be an embedding projection pair.

We say that S = {(fγµ, gγµ) | γ, µ ∈ Γ, γ ≤ µ} is an inverse system (of epp’s) if

fγγ = gγγ = idDγ , fµν ◦ fγµ = fγν , and gγµ ◦ gµν = gγν for all γ ≤ µ ≤ ν. If all

epp’s of the inverse system S are Scott-continuous, then we call S an inverse system of

Scott-continuous epp’s. Now let

D∞ :=
{

(dγ)γ∈Γ ∈
∏

γ∈Γ
Dγ

∣∣∣ ∀γ, µ ∈ Γ : γ ≤ µ⇒ dγ = gγµ(dµ)
}

and endow D∞ with the product order, i.e. (dγ)γ∈Γ ≤ (eγ)γ∈Γ if and only if dγ ≤γ eγ
for all γ ∈ Γ . Then we denote the inverse limit of (Dγ ,≤γ)γ∈Γ with respect to S by

(lim←−
γ∈Γ

(Dγ ,S),≤) := (D∞,≤).

For all γ ∈ Γ let fγ : Dγ → D∞ be defined by fγ(d) := (dµ)µ∈Γ with dµ := gµν(fγν(d))

for some ν ≥ γ, µ. Notice that fγ is well defined. Let gγ : D∞ → Dγ be the canonical

projection from D∞ onto Dγ , i.e. gγ((dµ)µ∈Γ ) := dγ . Then we have the following lemma.

A proof can be found e.g. in [27, p. 34 and p. 37]; cf. also [1, Theorem 3.3.7].

1.4. Lemma. Let γ ∈ Γ . Then

(1) (fγ , gγ) : Dγ → D∞ is an embedding projection pair. If all epp’s in S are Scott-

continuous , then (fγ , gγ) is Scott-continuous. If , in this case, (Dγ ,≤γ) is a dcpo

for all γ ∈ Γ , then (lim←−γ∈Γ (Dγ ,S),≤) is also a dcpo.

(2) For all µ ∈ Γ with µ ≥ γ we have fγ = fµ ◦ fγµ and gγ = gγµ ◦ gµ.

(3) supγ∈Γ (fγ ◦ gγ) = idD∞ .

1.2. Topological and uniform spaces

We define topologies by means of open sets. Hence, whenever we say that τ is a topology

on a set X, then τ is the family of open subsets of the topological space (X, τ). Let

A denote the topological closure of a subset A ⊆ X. If not mentioned otherwise, no

separation properties are assumed. For the convenience of the reader, we list some axioms

of separation we need in what follows:

T0: For every pair of distinct points x, y ∈ X there exists an open set

containing exactly one of these points.

T1: For every pair of distinct points x, y ∈ X there exists an open set

O ⊆ X such that x ∈ O and y 6∈ O. Recall that this is equivalent

to saying that each singleton of X is closed.

T2 or Hausdorff : For every pair of distinct points x, y ∈ X there exist open sets

O1, O2 ⊆ X such that x ∈ O1, y ∈ O2, and O1 ∩O2 = ∅.
completely regular : For all x ∈ X and all closed subsets F ⊆ X with x 6∈ F there

exists a continuous function f : X → [0, 1] such that f(x) = 0 and

f(y) = 1 for all y ∈ F .
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Recall that we have the implications “T2 ⇒ T1 ⇒ T0” and “completely regular +

T0 ⇒ T2”. We note that we do not require a compact topological space to be Hausdorff.

A zero-dimensional space is a topological space having a basis of sets that are both

open and closed. For any set X the discrete topology on X is the power set P(X) of X.

We denote it by τdis. It is the finest topology on X. Clearly, (X, τdis) is zero-dimen-

sional.

For any topological space (X, τ) let isol(X) := {x ∈ X | {x} is open in (X, τ)} be

the set of all (topologically) isolated elements of X. For any ordinal number ξ the ξth

derivation X(ξ) of (X, τ) is inductively defined as follows (cf. Kuratowski [37]):

X(ξ) := X \
⋃

η<ξ

isol(X(η)),

where X(ξ) carries the relative topology of X. In particular, X (0) = X and X(1) =

X \ isol(X). Clearly, η ≤ ξ implies X(η) ⊇ X(ξ). The space (X, τ) is called perfect if

X = X(1), i.e. X = X(ξ) for all ordinal numbers ξ. It is scattered provided that there is

some ξ with X(ξ) = ∅. For instance, (X, τdis) is scattered.

A net (xn)n∈N in X is a mapping from a directed index set (N,≤) to X. It is said

to converge to some element x ∈ X if for all neighbourhoods U of x there is an index

nU ∈ N such that xn ∈ U for all n ≥ nU . In this case we write (xn)n∈N → x and say

that x is a limit (point) of (xn)n∈N . Recall that (X, τ) is Hausdorff if and only if every

net in X has at most one limit. Hence, in Hausdorff spaces, limits are unique. Then we

also write lim (xn)n∈N = x or limn∈N xn = x if (xn)n∈N → x.

Let (X, τ) and (Y, σ) be two topological spaces and let f : X → Y be a mapping. If

f : X → Y is continuous, then we sometimes say that f is (τ, σ)-continuous. Recall that

continuity of f can be characterized as follows. The map f is continuous at x ∈ X if and

only if (xn)n∈N → x implies (f(xn))n∈N → f(x) for all nets (xn)n∈N in X. Moreover,

f is said to be a homeomorphism provided that f is bijective and both f and f−1 are

continuous. In this case, (X, τ) and (Y, σ) are homeomorphic.

Topologies on posets. On a poset (D,≤) several topologies can be defined; see e.g. the

compendium [22] and Lawson [39]. The upper topology (or weak topology) of (D,≤) is

generated by the subbasis {D\d↓ | d ∈ D}. Dually, the lower topology (or weak d topology)

is generated by {D \ d↑ | d ∈ D}. The interval topology is the supremum of the upper

and the lower topology. A subset A ⊆ D is Scott-closed if it is a lower set closed under

suprema of directed subsets of A (whenever these suprema exist). Complements of Scott-

closed sets are Scott-open. The family of all Scott-open sets forms the Scott topology

σ(D,≤). Recall that a mapping f : D → E between two posets (D,≤) and (E,≤) is

Scott-continuous if and only if it is (σ(D,≤), σ(E,≤))-continuous. The Lawson topology

λ(D,≤) is the join of the Scott and lower topologies, i.e. it is generated by the subbasis

{O ⊆ D | O Scott-open} ∪ {D \ d↑ | d ∈ D}. A map f : D → E is Lawson-continuous if

it is (λ(D,≤), λ(E,≤))-continuous.

It follows directly from the definitions that the upper topology is coarser than the

Scott topology of (D,≤). Therefore, the interval topology is coarser than the Lawson

topology. If (D,≤) is linearly ordered, then recall that the upper topology equals the
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Scott topology of (D,≤); hence the interval topology coincides with the Lawson topology

of (D,≤).

Uniform concepts. We define uniform spaces in the sense of A. Weil (cf. Bourbaki [7],

Kelley [31]). To do this, we denote for each binary relation R on a set X the inverse

relation by R−1 := {(y, x) | (x, y) ∈ R}. Given two binary relations R and S on X, the

product of R and S is the relation R ◦ S := {(x, z) | ∃y ∈ X : (x, y) ∈ S and (y, z) ∈ R}.
For each x ∈ X let R(x) := {y | (x, y) ∈ R}.
Definition. A uniformity U on a set X is a filter of the poset (P(X×X),⊆) satisfying

the following axioms:

(U1) For all U ∈ U we have idX ⊆ U .

(U2) If U ∈ U , then U−1 ∈ U .

(U3) For each U ∈ U there exists some V ∈ U such that V ◦ V ⊆ U .

The elements of U are called entourages. The pair (X,U) is a uniform space.

Let X be a set. A basis for a uniformity on X is a ⊆-filtered set B of subsets of X×X
such that B↑P(X×X) is a uniformity on X. If (X,U) is a uniform space and B ⊆ P(X×X)

is filtered, then B is a basis for U provided that U = B↑P(X×X).

Let (X,U) be a uniform space. Then there is a unique topology τ on X such that,

for each x ∈ X, the set {U(x) | U ∈ U} is the neighbourhood filter of x with respect

to τ . It is the topology induced by U or the uniform topology. If B is a basis for U , then

the collection {B(x) | B ∈ B} is a basis for the τ -neighbourhood filter of x. Recall that

(X, τ) is completely regular. Furthermore, it is Hausdorff if and only if
⋂U = idX .

Recall that for any subset A ⊆ X of a uniform space (X,U) the relative uniformity

on A is given by U|A := {U ∩ (A×A) | U ∈ U}. Clearly, it induces the relative topology

τ |A of the uniform topology τ .

For a set X the discrete uniformity is given by the basis {idX}. It is finer than all

uniformities on X and is denoted by Udis. Its induced topology is the discrete topology.

Let (X,U) and (Y,V) be uniform spaces and let f : X → Y . Then f is said to be

uniformly continuous or (U ,V)-uniformly continuous if for all V ∈ V there is some U ∈ U
such that (f × f)[U ] ⊆ V . Clearly, uniformly continuous mappings are continuous with

respect to the uniform topologies. Further, f is called a uniform isomorphism if f is

bijective and both f and f−1 are uniformly continuous.

Let X be a set and let (Xi,Ui)i∈I be a family of uniform spaces. For each i ∈ I

let fi : X → Xi be a mapping. Then the initial uniformity of ((Xi,Ui), fi)i∈I is the

coarsest uniformity on X such that fi is uniformly continuous for all i ∈ I. A basis for

this uniformity is given by the collection of all sets of the form
⋂
i∈I0(fi×fi)−1[Ui], where

Ui ∈ Ui and I0 ⊆ I is finite. If τi denotes the topology induced by Ui, then the uniform

topology is the initial topology of ((Xi, τi), fi)i∈I , i.e. the coarsest topology such that fi
is continuous for all i ∈ I.

A Cauchy net in a uniform space (X,U) is a net (xn)n∈N in X such that for each

U ∈ U there is an index nU ∈ N such that (xm, xn) ∈ U for all m,n ≥ nU . A uniform

space (X,U) is said to be complete if each Cauchy net converges in the uniform topology.
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The space is called totally bounded if for each U ∈ U there is a finite subset M ⊆
X such that X =

⋃
m∈M U(m). Furthermore, (X,U) is compact if X is compact in

the uniform topology. Recall that (X,U) is compact if and only if (X,U) is complete

and totally bounded. This important result will be used subsequently without being

mentioned explicitly.

Uniform convergence. Let X be a set, let (Y,V) be a uniform space, and let F (X,Y )

be the set of all mappings from X to Y . Let A be a set of subsets of X. Let B be a basis

for V . For all M ⊆ X and all B ∈ B let

W (M,B) := {(f, g) ∈ F (X,Y )2 | ∀x ∈M : (f(x), g(x)) ∈ B}.
Then the set {W (

⋃A0, B) | A0 ⊆ A finite, B ∈ B} is a basis for a uniformity on F (X,Y ).

It is called the uniformity of uniform convergence in the sets of A.

We consider two special cases.

(1) If A = Pfin(X) is the family of all finite subsets of X, then we obtain the uniformity

of pointwise convergence. The induced topology, which is called the topology of pointwise

convergence, coincides with the product topology on Y X . A net in F (X,Y ) converging

in this topology is said to converge pointwise.

(2) If A = {X}, then the above-defined uniformity is the uniformity of uniform

convergence. The induced topology is called the topology of uniform convergence. A net

in F (X,Y ) that converges with respect to this topology is called uniformly convergent.

Recall that for any set A′ of subsets of X, the uniformity of uniform convergence in the

sets of A′ is coarser than the uniformity of uniform convergence. The same holds for the

induced topologies.

Let (X,U) and (Y,V) be uniform spaces and let H ⊆ F (X,Y ). Then H is said to be

uniformly equicontinuous if for each V ∈ V there is an entourage U ∈ U such that for

all f ∈ H we have (f × f)[U ] ⊆ V . Notice that then each element of H is in particular

uniformly continuous.

(Ultra)metric spaces. Let X be a set and let % : X × X → R≥0. Then % is called a

pseudo-metric on X if the following axioms are satisfied:

(D1) For all x ∈ X we have %(x, x) = 0.

(D2) For all x, y ∈ X we have %(x, y) = %(y, x).

(D3) (Triangle inequality) For all x, y, z ∈ X we have %(x, z) ≤ %(x, y) + %(y, z).

Furthermore, a pseudo-metric % is a pseudo-ultrametric if

(D4) (Strong triangle inequality) For all x, y, z ∈ X we have

%(x, z) ≤ max{%(x, y), %(y, z)}.
A pseudo-metric % is said to be a metric provided that

(D0) %(x, y) = 0 implies x = y for all x, y ∈ X.

An ultrametric is a pseudo-ultrametric satisfying (D0). The pair (X, %) is called a pseudo-

metric, pseudo-ultrametric, metric, or ultrametric space, respectively.
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Let (X, %) be a pseudo-metric space. Recall that the sets

{(x, y) ∈ X2 | %(x, y) ≤ ε}, ε > 0,

form a basis for a uniformity U% on X. It is the uniformity induced by %. A uniform

space (X,U) is pseudo-metrizable if there exists a pseudo-metric % on X with U = U%.
Pseudo-ultrametrizable, metrizable, and ultrametrizable are defined analogously. Recall

that a uniform space is pseudo-metrizable if and only if it has a countable basis for its

uniformity. Let τ% denote the topology induced by % (i.e. induced by U%).
Two pseudo-metrics %1 and %2 on a set X are said to be uniformly equivalent if

U%1
= U%2

. Let (X, %X) and (Y, %Y ) be pseudo-metric spaces. Let f : X → Y . Then f is

metrically non-expansive or (%X , %Y )-non-expansive if %Y (f(x), f(y)) ≤ %X(x, y) for all

x, y ∈ X. The mapping f is called isometric or (%X , %Y )-isometric if %Y (f(x), f(y)) =

%X(x, y) for all x, y ∈ X. It is an isometry or (%X , %Y )-isometry if f is bijective and

isometric.

In order to characterize the topology of traces (Chapter 6), we cite the following theo-

rem on zero-dimensional, compact metric spaces, which is due to Pierce [46, Theorem 1.1].

I am thankful to U. Brehm, Dresden, for his hint to consider [46].

1.5. Theorem (Pierce [46]). Let (X, τ) and (Y, σ) be zero-dimensional , compact metriz-

able spaces. Let A ⊆ X and B ⊆ Y be closed subsets such that X \ A and Y \ B are

scattered. Let f : A→ B be a homeomorphism. Then f can be extended to a homeomor-

phism f̃ : X → Y if and only if X \ A and Y \ B are homeomorphic with respect to the

relative topologies and f [A ∩ (X (ξ) \A) ] = B ∩ (Y (ξ) \B) for all ordinal numbers ξ.

Let us make a few remarks with regard to the previous theorem. A topological space

(X, τ) is separable provided that there exists a countable and dense subset of X. Recall

that a pseudo-metrizable space is separable if and only if it has a countable basis for its

topology. For any separable pseudo-metrizable space (X, τ) we know that each scattered

subspace of X is countable and there is a countable ordinal number η with X (η) =

X(ξ) whenever η ≤ ξ (cf. Kuratowski [37, §23.V and §24.IV]). Since compact (pseudo-)

metrizable spaces are separable, these remarks apply to the spaces in Theorem 1.5. Hence,

only countable ordinals come into play.

We will apply the following corollary of Pierce’s Theorem in Chapter 6:

1.6. Corollary. Let (X, τ) and (Y, σ) be compact ultrametrizable spaces such that

(1) isol(X) is dense in X and isol(Y ) is dense in Y ;

(2) |isol(X)| = |isol(Y )|;
(3) X \ isol(X) and Y \ isol(Y ) are homeomorphic.

Then X and Y are homeomorphic.

Proof. Note first that as (X, τ) and (Y, σ) are ultrametrizable, the induced topological

spaces are zero-dimensional. Next, let A := X\isol(X) and let B := Y \isol(Y ). Clearly, A

and B are closed, and X\A = isol(X) and Y \B = isol(Y ) are scattered. By condition (3),

A and B are homeomorphic. Moreover, the discrete spaces X \ A and Y \ B are also

homeomorphic because of condition (2). We have A∩(X (0) \A) = A∩isol(X) = A by (1).

Analogously, B ∩ (Y (0) \B) = B. Further, A ∩ (X(1) \A) = A ∩ ((X \ isol(X)) \A) =
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A∩∅ = ∅ and, likewise, B ∩ (Y (1) \ Y ) = ∅. This implies that A∩ (X(ξ) \A) = ∅ = B ∩
(Y (ξ) \B) for all ordinals ξ ≥ 1. Theorem 1.5 tells us that X and Y are homeomorphic.

1.3. Dependence graphs and traces

Here we briefly recapitulate the fundamental notions of (finite and infinite) traces. For

a thorough treatment we refer the reader to the exhaustive book [14] by Diekert and

Rozenberg, especially to Chapter 11 on infinite traces ([21]). As to approximating traces,

the reader should consult Diekert and Gastin [12].

Mazurkiewicz traces serve as a semantic model for concurrent processes. They can be

seen as a generalization of words. While words can only describe sequential processes, a

trace can model the concurrent execution of actions that are independent of each other.

The independence of two actions is given globally, i.e. it does not depend on the actual

state of the system. The process itself is a special acyclic directed graph whose vertices

are labelled by the actions of a given alphabet.

After recalling basic notation concerning words, we give the definition of a depen-

dence relation (independence relation, respectively). It determines when two actions are

dependent (independent, respectively). Then we define dependence graphs as the most

general concept in the theory of (infinite) traces. The notions of a real trace and a fi-

nite trace follow. We present some order-theoretic and some topological aspects of these

traces. Finally, we give a very brief introduction to so-called approximating traces.

Let Σ be a finite set. Its elements are called letters. As usual, let Σ? denote the set of

all finite words over Σ. Furthermore, Σω is the set of all infinite words over Σ. Let Σ∞ :=

Σ? ∪Σω. For any x ∈ Σ? and y ∈ Σ∞ we denote the multiplication (i.e. concatenation)

of x and y by xy. An element x ∈ Σ∞ is a prefix of y ∈ Σ∞, denoted by x ≤ y, if

either x = y or x ∈ Σ? and xz = y for some z ∈ Σ∞. For any words x and y, the

greatest common prefix gcp(x, y) exists. The prefix metric dpref on Σ∞ is defined by

dpref(x, y) := 2−|gcp(x,y)| if x 6= y and dpref(x, x) := 0. Thus, the longer the common

prefix of two different words is, the closer they are in the prefix metric.

A dependence relation is a reflexive, symmetric relation on a finite set Σ. The pair

(Σ,D) is called a dependence alphabet if D ⊆ Σ ×Σ is a dependence relation. The (ir-

reflexive and symmetric) relation ID := (Σ×Σ) \D is the independence relation induced

by D. There is a conventional graphical representation of dependence alphabets (Σ,D)

as undirected graphs without loops. The vertices are the elements of Σ. Two different

elements a, b ∈ Σ are connected by an edge if and only if (a, b) ∈ D. For instance, the

graphical representation of (Σ,D) = ({a, b, c}, {(a, b), (b, a), (b, c), (c, b)}∪ id{a,b,c}) is a—

b—c. The meaning is that a and b as well as b and c are dependent on each other, but a

and c are independent.

We adopt the definition of dependence graphs from Gastin and Petit [21, Def. 11.2.1]

(cf. also Diekert [11, Section 5]). A dependence graph [V,E, λ] over the dependence al-

phabet (Σ,D) is an isomorphism class of a node-labelled graph (V,E, λ) such that (V,E)

is a directed acyclic graph, V is at most countably infinite, λ : V → Σ is the labelling

map, and such that the following hold:
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(a) Edges between dependent vertices: (λ(v), λ(w)) ∈ D ⇔ (v, w) ∈ idV ∪ E ∪ E−1

for all v, w ∈ V .

(b) The reflexive and transitive closure E∗ of the edge relation E is well founded.

Notice that since (V,E) is acyclic, E∗ is a partial order on V ; hence (V,E∗) is a well

founded poset.

For all dependence graphs g = [V,E, λ] and all elements a ∈ Σ let |g|a be the ordinal

number associated with the well ordered set λ−1[a] (where λ−1[a] is endowed with the

induced order of (V,E∗)). This ordinal number is called the number of occurrences of a

in g. Then g admits a standard representation (Vg, Eg, λg) by defining Vg, Eg, and λg
as follows. Let Vg := {(a, i) | a ∈ Σ, 0 ≤ i < |g|a}. Let v ∈ V , a := λ(v). Let i be the

ordinal number associated with the well ordered set v↓E∗ ∩ λ−1[a]. Define f(v) := (a, i).

This yields a bijection f : V → Vg. Now let Eg := (f × f)[E] and let λg(a, i) = a

for all (a, i) ∈ Vg. Then f is an isomorphism from (V,E, λ) onto (Vg, Eg, λg), hence

g = [Vg, Eg, λg].

As in [21, Def. 11.2.4] we define the multiplication (or concatenation) of two de-

pendence graphs g1 = [V1, E1, λ1] and g2 = [V2, E2, λ2] to be the dependence graph

g1g2 := g1 · g2 := [V,E, λ] with

V = V1 ∪̇ V2,

E = E1 ∪̇ E2 ∪̇ {(v1, v2) ∈ V1 × V2 | (λ1(v1), λ2(v2)) ∈ D},
λ = λ1 ∪̇ λ2.

Let G(Σ,D) denote the set of all dependence graphs over (Σ,D). Then (G(Σ,D), ·) is a

monoid with ε := [∅, ∅, ∅] as neutral element.

The prefix order on G(Σ,D) is defined by g ≤ h if there is some z ∈ G(Σ,D) such

that g · z = h. This is equivalent to saying that g is a downwards closed subgraph of h

(cf. [21, Prop. 11.2.5]). The corresponding suffix z is unique and denoted by g−1h := z

(see [21, Rem. 11.2.9]).

A real trace over the dependence alphabet (Σ,D) is a dependence graph [V,E, λ] such

that {u ∈ V | (u, v) ∈ E∗} is finite for all v ∈ V , i.e. each principal ideal in (V,E∗) is

finite. The set of real traces over (Σ,D) is denoted by R(Σ,D). The alphabet alph(t)

of a real trace t = [V,E, λ] is the set λ[V ]. The alphabet at infinity of t is the set

alphinf(t) := {a ∈ Σ | λ−1[a] is infinite} of all a ∈ alph(t) occurring infinitely often in t.

Finite traces are real traces with finitely many vertices. Let M(Σ,D) denote the set of

all finite traces. Recall that M(Σ,D) yields a submonoid of G(Σ,D), whereas R(Σ,D)

does not. In fact, the concatenation s · t of two real traces s and t is a real trace if and

only if alphinf(s)× alph(t) ⊆ ID.

We remark here that there is also an “algebraic definition” of M(Σ,D). The monoid

(M(Σ,D), ·) is isomorphic to the quotient of the free monoid (Σ?, ·) by the least congru-

ence relation containing {(ab, ba) | (a, b) ∈ ID}. In the present monograph we will not

make use of this property.

Figures 1.1–1.3 illustrate some dependence graphs over the dependence alphabet a—

b—c. Figure 1.1 actually contains two pictures. On the left hand side, one can find the
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graphical representation of a finite trace having six vertices. However, it is often not

suitable to draw all arrows (edges) in our illustrations. We omit those which can be

easily derived from the given ones. In case of finite traces [V,E, λ] this means that we

draw the Hasse diagram of the labelled partial order (V,E∗, λ). For instance, in Figure 1.1

the picture on the right hand side is the Hasse diagram of the labelled partial order that

is induced by the trace depicted on the left. For infinite traces and their induced labelled

partial orders, we cannot speak of a Hasse diagram anymore. But, anyway, since we

can draw only a finite part of an infinite trace, this finite part will be “a kind of Hasse

diagram”.

a a a a a a

b b

c c c c

Fig. 1.1. A finite trace and its illustration by a Hasse diagram

a a a a a a a · · ·

b b b

c c c c c · · ·

Fig. 1.2. An infinite real trace (redundant edges omitted)

a a a a · · ·

b

c c · · ·

b

Fig. 1.3. A dependence graph that is not a real trace (redundant edges omitted)

The next theorem can be found in Gastin and Petit [21, Theorems 11.3.2 and 11.3.11

and Corollary 11.3.6].

1.7. Theorem (cf. Gastin–Petit [21]). Let (Σ,D) be a dependence alphabet. Then

(1) (G(Σ,D),≤) is a bcpo with least element ε.

(2) (R(Σ,D),≤) is an algebraic dcpo with K(R(Σ,D)) = M(Σ,D).

(3) (R(Σ,D),≤) is a bcpo.
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Either let A be a bounded subset of G(Σ,D) or let A be a directed or bounded subset

of R(Σ,D). Consider the traces t = [Vt, Et, λt] in A given in standard representation

(Vt, Et, λt). Then supA = [V,E, λ] with V =
⋃
t∈A Vt, E =

⋃
t∈A Et, and λ(a, i) = a for

all (a, i) ∈ V .

For all t ∈ M(Σ,D) let |t| be the number of vertices of the finite trace t. We set

|t| :=∞ if t ∈ R(Σ,D) \M(Σ,D). Then |t| is called the length of t.

As a generalization from words to traces, Kwiatkowska [38] defines an ultrametric

on R(Σ,D) inducing the Lawson topology of (R(Σ,D),≤). This is the prefix metric on

traces, which is defined as follows (cf. also [21, Section 11.5.3]):

`pref(s, t) := sup{n ∈ N0 | p ≤ s⇔ p ≤ t for all p ∈M(Σ,D) with |p| ≤ n},
dpref(s, t) := 2−`pref(s,t) (where 2−∞ := 0).

It is well known that M(Σ,D) is an open and discrete subspace of (R(Σ,D), τdpref
). This

follows from the fact that `pref(s, t) ≤ |t| and thus dpref(s, t) ≥ 2−|t| for all s ∈ R(Σ,D),

t ∈M(Σ,D), s 6= t. Moreover, we have the following properties:

1.8. Theorem (Kwiatkowska [38]). Let (Σ,D) be a dependence alphabet. Then (R(Σ,D),

dpref) is a compact ultrametric space. The set M(Σ,D) is dense in R(Σ,D) with re-

spect to the metric topology. The metric topology coincides with the Lawson topology of

(R(Σ,D),≤).

Consider the special dependence alphabet (Σ,Σ2), i.e. any two elements of Σ are

dependent. For each finite word a1 · · · an ∈ Σ? let V := {1, . . . , n}, let E := {(i, j) | 1 ≤
i ≤ j ≤ n}, let λ(i) := ai for all i ∈ V , and let ϕ(a1 · · · an) := [V,E, λ]. Similarly, for any

infinite word y = a1a2 · · · ∈ Σω let V := N, let E := {(i, j) | 1 ≤ i ≤ j}, let λ(i) := ai
for all i ∈ V , and let ϕ(y) := [V,E, λ]. This leads to a bijection ϕ : Σ∞ → R(Σ,Σ2)

with ϕ[Σ?] = M(Σ,Σ2). It is compatible with the multiplication ϕ(xy) = ϕ(x)ϕ(y)

for all x ∈ Σ?, y ∈ Σ∞. In particular, ϕ is an order isomorphism with respect to the

prefix orders. For all x, y ∈ Σ∞ we have |gcp(x, y)| = `pref(ϕ(x), ϕ(y)); hence ϕ is also

an isometry with respect to the prefix metrics. That is why the prefix metric on real

traces is a generalization of the prefix metric on words. In light of these remarks, we

shall identify (Σ∞,≤) with (R(Σ,Σ2),≤) and (Σ∞, dpref) with (R(Σ,Σ2), dpref). We

thus write Σ∞ = R(Σ,Σ2) and Σ? = M(Σ,Σ2).

Similarly, for an arbitrary dependence alphabet (Σ,D) and any letter a ∈ Σ, the

finite words an with n ∈ N0 (a0 is the empty word) and the infinite word aω correspond

to real traces [V,E, λ] with V , E, and λ being defined analogously as above. For the sake

of simplicity, we denote these traces by an and aω as well. We will use this notation in

Chapter 6.

Approximating traces. We recall the definition of α- and δ-traces from Diekert and

Gastin [12]. Let (Σ,D) be a dependence alphabet. An α-trace over (Σ,D) is a pair

(r, A) with r ∈ R(Σ,D), A ⊆ Σ, and alphinf(r) ⊆ A. The set of all α-traces is denoted by

Fα(Σ,D). A finite α-trace is an α-trace (r, A) with r ∈M(Σ,D). Note that alphinf(r) = ∅
for all r ∈M(Σ,D). Let Fαf (Σ,D) be the set of all finite α-traces over (Σ,D).
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The idea ([12]) to study α-traces is to use them as a description for concurrent,

possibly non-terminated processes. Given an α-trace (r, A), the first component r (the

real part) represents that part of a process which has already been executed. The second

component (the imaginary part) is not visible. It contains the actions that the process is

able to perform in the future.

The approximation order v on Fα(Σ,D) is defined as follows. Let x = (r, A) and y =

(s,B) be α-traces. Then x v y provided that r ≤ s and B ∪ alph(r−1s) ⊆ A. Intuitively,

x v y means that y contains more information about the actual process than x. The

observable information is greater (r ≤ s), actions in r−1s have to be taken from A, and

the imaginary part of y is possibly smaller (B ⊆ A). See [12] for more details.

We summarize some poset properties of α-traces; cf. Theorems 2 and 3 in [12].

1.9. Theorem (Diekert–Gastin [12]). Let (Σ,D) be a dependence alphabet. Then

(1) (Fα(Σ,D),v) is an algebraic dcpo with K(Fα(Σ,D)) = Fαf (Σ,D).

(2) (Fα(Σ,D),v) is a bcpo with least element (ε,Σ).

For any directed or bounded subset X ⊆ Fα(Σ,D) we have supX = (s,B) with s =

sup{r ∈ R(Σ,D) | ∃A ⊆ Σ : (r, A) ∈ X} and B =
⋂{A ⊆ Σ | ∃r ∈ R(Σ,D) : (r, A)

∈ X}.
For any α-trace x = (r, A) let |x| := |r| be the length of x. For all n ∈ N0 let

x[n] := sup{p ∈ Fαf (Σ,D) | p v x and |p| ≤ n}. Diekert and Gastin [12] define an

ultrametric on Fα(Σ,D) as follows:

`(x, y) := sup{n ∈ N0 | x[n] = y[n]}, d(x, y) := 2−`(x,y).

Proposition 9 and Theorem 5 in [12] yield

1.10. Theorem (Diekert–Gastin [12]). Let (Σ,D) be a dependence alphabet. Then

(Fα(Σ,D), d) is a compact ultrametric space. The set Fαf (Σ,D) is dense, discrete, and

open in (Fα(Σ,D), τd). The metric topology is the Lawson topology of (Fα(Σ,D),v).

We remark here that one can define a multiplication · on Fα(Σ,D) such that

(Fα(Σ,D), ·) is a monoid with neutral element (ε, ∅) and · is v-monotone and uniformly

continuous with respect to the ultrametric defined above (cf. [12] for details).

Finally, we give a very brief summary on δ-traces. For a subset A ⊆ Σ let D(A) :=

{b ∈ Σ | ∃a ∈ A : (a, b) ∈ D} be the set of elements dependent on some letter of A. A δ-

trace over (Σ,D) is a pair (r,D(A)) with r ∈ R(Σ,D), A ⊆ Σ, and D(alphinf(r)) ⊆ D(A).

Again, (r,D(A)) is finite if r ∈ M(Σ,D). Let Fδ(Σ,D) be the set of all δ-traces and let

Fδf (Σ,D) be the set of all finite δ-traces. Let x = (r,D(A)) and y = (s,D(B)) be δ-traces.

Then define x v y if r ≤ s and D(B ∪ alph(r−1s)) ⊆ D(A). Similarly to Theorem 1.9,

(Fδ(Σ,D),v) is an algebraic dcpo with K(Fδ(Σ,D)) = Fδf (Σ,D) and a bcpo (cf. [12,

Section 6]). Analogously to α-traces, Diekert and Gastin [12] define an ultrametric on

Fδ(Σ,D) with respect to which Fδ(Σ,D) becomes a compact ultrametric space whose

induced topology is the Lawson topology of (Fδ(Σ,D),v). The set of all finite δ-traces

is dense, discrete, and open in Fδ(Σ,D). The details can be found in [12].
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In this chapter we introduce the notion of an F-poset. Roughly speaking, an F-poset

is a partially ordered set (D,≤) together with a directed family F of monotone map-

pings below the identity of D satisfying some additional condition. In case we have

supf∈F f(d) = d for all d ∈ D, we call the F-poset approximating. The family F defines a

uniformity and thus a topology on D. We analyse the uniform structure and investigate

the interplay of order and topology.

Section 2.1 deals with the basic properties of F-posets. After having defined F-posets,

we study the uniformity induced by F (F-uniformity) and the uniform topology (F-

topology). Several examples ranging from C∗-algebras to the formal ball model of metric

spaces illustrate F-posets to be a natural mathematical structure.

In Section 2.2 we relate order-theoretic properties of approximating F-posets such

as directed completeness and order continuity to uniform completeness and convergence

properties of nets. To do this, we investigate under which topological conditions suprema

exist. The main result of this section (Theorem 2.39) states for any approximating F-poset

(D,≤,F) that (D,≤) is a continuous dcpo with f(d) � d for all f ∈ F and all d ∈ D
if and only if each monotone net in D converges in the F-topology. We derive a similar

result (Theorem 2.43) for local dcpo’s (i.e. each bounded directed subset has a supremum)

and bounded monotone nets.

Section 2.3 is devoted to compactness. We characterize an approximating F-poset

(D,≤,F) to be compact in its F-topology if and only if (D,≤) is a continuous dcpo such

that for all f ∈ F and all d ∈ D we have f(d) � d and f is finitely separated from the

identity of D (cf. Theorem 2.47). In this case, the F-topology coincides with the Lawson

topology of (D,≤) (Corollary 2.49). Finally, we show that compact approximating F-

posets with least element can be characterized as special continuous dcpo’s well known

in domain theory, viz. FS-domains (see Corollary 2.51).

Part of the contents of the present chapter can be found in [33]. I am grateful to

A. Jung, Birmingham, who suggested extending the notion of a “pop” (see Chapter 3)

to an F-poset.

2.1. Definition and basic properties of F-posets

Let (D,≤) be a poset and let f : D → D be a mapping. We define the set Bf := {(d, e) ∈
D2 | f(d) ≤ e, f(e) ≤ d}. Clearly, Bf is a symmetric binary relation on D. Recall that

Bf (d) = {e ∈ D | f(d) ≤ e, f(e) ≤ d} for all d ∈ D. We shall mainly consider sets Bf

[25]



26 2. Continuous domains via approximating mappings

D

D

f

idD D

D

Bf

Fig. 2.1. The relation Bf for a monotone mapping f ≤ idD

with f being a monotone mapping below the identity. Then Bf can be illustrated as in

Figure 2.1.

2.1. Lemma. Let f : D → D be a mapping and let d ∈ D. Then we have

(1) Bf (d) = f(d)↑ ∩ f−1[d↓].
(2) If f is below the identity , then (d, f(d)) ∈ Bf and f(d) = minBf (d).

(3) f is below the identity if and only if Bf is reflexive if and only if ker f ⊆ Bf .

(4) If f is monotone and idempotent , then Bf ⊆ ker f .

Proof. (1) follows directly from the definition of Bf (d).

(2) As f(d) ≤ f(d) and f(f(d)) ≤ f(d) ≤ d, we obtain (d, f(d)) ∈ Bf and f(d) ∈
Bf (d). It follows from (1) that f(d) ≤ Bf (d).

(3) Obviously, f is below the identity if and only if Bf is reflexive. If f ≤ idD and

f(d) = f(e), then f(d) ≤ e and f(e) ≤ d, whence (d, e) ∈ Bf . Thus, ker f ⊆ Bf .

Conversely, if ker f ⊆ Bf , then Bf is reflexive.

(4) Let f(d) ≤ e and f(e) ≤ d. Then f(d) = f(f(d)) ≤ f(e) = f(f(e)) ≤ f(d). Hence,

f(d) = f(e).

2.2. Corollary. Let f, g : D → D be below the identity. Then f ≤ g if and only if

Bf ⊇ Bg. In particular , f is uniquely determined by Bf ; that is , f = g if and only if

Bf = Bg.

Proof. First let f ≤ g and let (d, e) ∈ Bg. Then f(d) ≤ g(d) ≤ e and f(e) ≤ g(e) ≤ d,

i.e. (d, e) ∈ Bf . Now let Bf ⊇ Bg and let d ∈ D. As (d, g(d)) ∈ Bg ⊆ Bf (Lemma 2.1(2)),

we conclude f(d) ≤ g(d).

2.3. Corollary. Let f : D → D be a monotone mapping. Then f is a projection if and

only if Bf = ker f .

Proof. If f is a projection, then Bf = ker f by Lemma 2.1(3) and (4). Conversely, let Bf =

ker f . By 2.1(3), f is below idD. Let d ∈ D. As (d, f(d)) ∈ Bf ⊆ ker f (Lemma 2.1(2)),

we have f(d) = f(f(d)).

The next definition is central for this chapter:



2.1. Definition and basic properties of F-posets 27

Definition. Let (D,≤) be a poset and let F be a directed family of monotone mappings

below the identity with the following property: for all f ∈ F there is some g ∈ F such

that f ≤ g ◦g. Then we call the triple (D,≤,F) an F-poset. It is said to be approximating

if supf∈F f(d) = d for all d ∈ D.

Let (D,≤,F) be an F-poset and let d ∈ D. Notice that whenever supg∈F g(d) exists,

then we have f(supg∈F g(d)) ≤ f(d) ≤ supg∈F g(d) ≤ d for all f ∈ F .

To give the reader a first impression, we mention the following basic example. Further

examples will be presented in what follows.

2.4. Example. The reals R together with their usual order can be turned easily into

an approximating F-poset. For all ε > 0 and all x ∈ R let fε(x) := x − ε (Figure 2.2).

Clearly, fε is a monotone mapping below the identity, fε = fε/2 ◦ fε/2, and fδ ≥ fε for

all 0 < δ ≤ ε. As supε>0(x − ε) = x for all x ∈ R, we find DR := (R,≤, {fε | ε > 0}) to

be an approximating F-poset.

ε

R

R

idR

fε

Fig. 2.2. The reals as an approximating F-poset

A uniformity for F-posets. Each F-poset (D,≤,F) gives rise to a canonical uniformity

(and thus a topology) on D. Furthermore, we give a description of all uniformities on a

poset (D,≤) generated by a family F such that (D,≤,F) is an F-poset.

2.5. Theorem. Let (D,≤) be a poset.

(1) If (D,≤,F) is an F-poset , then B = {Bf | f ∈ F} is a basis for a uniformity UF
on D. Each element of B is symmetric. Moreover , the following conditions are

satisfied :

(a) For all B ∈ B and for all d ∈ D there exists a least element minB(d) of

B(d).

(b) For all B ∈ B and for all d, e ∈ D with d ≤ e we have minB(d) ≤ minB(e).

(c) For all B ∈ B and for all d, e ∈ D such that minB(d) ≤ e and minB(e) ≤ d
we have (minB(d),minB(e)) ∈ B.

(2) Let U be a uniformity on D and let B be a basis for U consisting of symmetric

entourages such that (a) and (b) above hold. For each B ∈ B we define a mapping
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gB : D → D by gB(d) := minB(d) for all d ∈ D. Then (D,≤, {gB | B ∈ B}) is

an F-poset.

(3) With the notation of (1) and (2), we have f = gBf for all f ∈ F , whence

(D,≤,F) = (D,≤, {gBf | f ∈ F}). Conversely , suppose that U additionally

meets condition (c) above. Then (D,U) = (D,U{gB |B∈B}).

Proof. (1) As F is directed, B = {Bf | f ∈ F} is filtered by Corollary 2.2. Let f ∈ F .

We know that Bf is reflexive and symmetric. Choose some g ∈ F with f ≤ g ◦ g. Then

it is straightforward to see that Bg ◦ Bg ⊆ Bf . Therefore, B is a basis for a unifor-

mity UF on D. By Lemma 2.1(2) we have f(d) = minBf (d) for all f ∈ F . This im-

plies (a) and (b). To prove (c), let f ∈ F and let d, e ∈ D with f(d) = minBf (d) ≤
e and f(e) = minBf (e) ≤ d. Then f(f(d)) ≤ f(e) and f(f(e)) ≤ f(d), whence

(minBf (d),minBf (e)) = (f(d), f(e)) ∈ Bf .

(2) Let B,C ∈ B with B ⊇ C. Let d ∈ D. Then B(d) ⊇ C(d) and minC(d) ∈ B(d);

hence gB(d) = minB(d) ≤ minC(d) = gC(d). Therefore, gB ≤ gC . Since B is filtered,

{gB | B ∈ B} is directed.

Let B ∈ B. Because of (b) the mapping gB is monotone. Moreover, for all d ∈ D

we have gB(d) = minB(d) ≤ d (because d ∈ B(d)), i.e. gB ≤ idD. Choose some C ∈ B
with C ◦ C ⊆ B. Let d ∈ D. Then minC(d) ∈ C(d), minC(minC(d)) ∈ C(minC(d)),

and thus minC(minC(d)) ∈ (C ◦ C)(d) ⊆ B(d). This yields gB(d) = minB(d) ≤
minC(minC(d)) = gC(gC(d)). Hence, gB ≤ gC ◦ gC .

(3) For all f ∈ F and all d ∈ D we have gBf (d) = minBf (d) = f(d) due to

Lemma 2.1(2), i.e. gBf = f for all f ∈ F .

Next, let B ∈ B and let (d, e) ∈ B. Then gB(d) = minB(d) ≤ e because e ∈ B(d).

Dually, we have gB(e) ≤ d as B is symmetric. Hence, (d, e) ∈ BgB and B ⊆ BgB .

Consequently, U{gB |B∈B} ⊆ U .

Again let B ∈ B. Choose an entourage C ∈ B with C ◦ C ◦ C ⊆ B and let (d, e)

∈ BgC . Since minC(d) = gC(d) ≤ e and minC(e) = gC(e) ≤ d, we use (c) to obtain

(minC(d),minC(e)) ∈ C. As (d,minC(d)) ∈ C and (minC(e), e) ∈ C, we conclude that

(d, e) ∈ C ◦ C ◦ C ⊆ B; hence BgC ⊆ B and thus U ⊆ U{gB |B∈B}.
If D = (D,≤,F) is an F-poset, then we call UD := UF the F-uniformity of D. The

induced topology τD is the F-topology of D.

Observe that the F-uniformity is discrete if and only if idD ∈ F . Nevertheless, the

F-topology can be discrete although the F-uniformity is not (cf. Example 3.26 below).

2.6. Lemma. Let (D,≤,F) be an F-poset and let F ′ ⊆ F . Then F ′ is cofinal in F if and

only if (D,≤,F ′) is an F-poset with UF ′ = UF . In this case {Bf ′ | f ′ ∈ F ′} is a basis

for UF .

Proof. If F ′ ⊆ F is cofinal in F , then, clearly, (D,≤,F ′) is an F-poset. Moreover, {Bf ′ |
f ′ ∈ F ′} is a basis for UF because for given f ∈ F we find some f ′ ∈ F ′ with f ≤ f ′,
whence Bf ′ ⊆ Bf by Corollary 2.2. We conclude that UF ′ = UF . The converse can be

shown similarly.

Let (D,≤,F) be an F-poset. Let (〈F〉, ◦) be the semigroup of all mappings from D to

itself generated by F . Furthermore, let G := {g : D → D | g monotone, ∃f ∈ F : g ≤ f}.
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One easily sees that (D,≤, 〈F〉) and (D,≤,G) are F-posets and F ⊆ 〈F〉 ⊆ G. Since F
is cofinal in G and thus in 〈F〉, we deduce that UF = U〈F〉 = UG by Lemma 2.6. Hence,

from a purely topological point of view, it makes no difference with which of the three

mentioned F-posets we want to work.

Next, we give a simple necessary and sufficient condition for UF to be pseudo-metriz-

able:

2.7. Proposition. The F-uniformity of an F-poset (D,≤,F) is pseudo-metrizable if and

only if F contains a cofinal ω-chain or a greatest element.

Proof. First let UF be pseudo-metrizable. Then UF has a countable basis {An | n ∈ N}.
Let f1 ∈ F with Bf1

⊆ A1. Let n ∈ N and let f ∈ F be such that Bf ⊆ An+1.

Choose a mapping fn+1 ∈ F with fn+1 ≥ f, fn. Applying Corollary 2.2 we obtain

Bfn+1
⊆ Bf ⊆ An+1 and Bfn+1

⊆ Bfn . Thus, we have defined a ⊆-decreasing sequence

(Bfn)n∈N with Bfn ⊆ An for all n ∈ N. Let N := {fn | n ∈ N}. Let f ∈ F . Then there

is some n ∈ N with An ⊆ Bf , whence Bfn ⊆ An ⊆ Bf and fn ≥ f by 2.2. This shows

us that N is cofinal in F . Now the assertion follows from the fact that fm ≤ fn for all

m ≤ n.

To prove the “if” part, apply Lemma 2.6 to see that UF has a countable basis and

thus is pseudo-metrizable.

Note that for countable F without greatest element we can find a cofinal ω-chain by

induction. Hence, whenever F is countable, then (D,≤,F) is pseudo-metrizable.

With the help of the following definition, which is due to Jung [28], we are able to

characterize when (D,UF ) is a totally bounded space:

Definition. A mapping f : D → D is finitely separated from idD if there is a finite set

M ⊆ D such that for all d ∈ D there is some m ∈M with f(d) ≤ m ≤ d. Such a set M

is called a finite separating set of f and idD.

2.8. Proposition. Let (D,≤,F) be an F-poset. Then (D,UF) is totally bounded if and

only if each f ∈ F is finitely separated from idD.

Proof. Let (D,UF ) be totally bounded. Let f ∈ F and choose some g ∈ F such that f ≤
g◦g. Due to total boundedness there is a finite subset M ′ ⊆ D with D =

⋃
m′∈M ′ Bg(m

′).
Hence, for all d ∈ D there is an element m′ ∈ M ′ such that g(d) ≤ m′ and g(m′) ≤ d;

hence f(d) ≤ g(g(d)) ≤ g(m′) ≤ d. Consequently, M := g[M ′] is a finite separating set

of f and idD.

To prove the converse, let f ∈ F and let M be a finite separating set of f and idD.

Let d ∈ D. Then there is some m ∈ M with f(d) ≤ m ≤ d and thus f(m) ≤ f(d) ≤ d.

This implies d ∈ Bf (m). We infer that D =
⋃
m∈M Bf (m) and conclude that (D,UF) is

totally bounded.

Let (D,≤,F) be an F-poset and let A ⊆ D. By extending the arguments of the

previous proof we can show the following. The uniform space (A,UF |A) is totally bounded

if and only if for each f ∈ F there is a finite set Mf ⊆ D such that for all a ∈ A we find

some m ∈Mf with f(a) ≤ m ≤ a. The “only if” part follows as above. For the “if” part

let f, g ∈ F with f ≤ g ◦ g. As in the argument above we obtain A ⊆ ⋃m∈Mg
Bg(m) for
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some finite set Mg ⊆ D. We may assume A∩Bg(m) 6= ∅ and choose some am ∈ A∩Bg(m)

for all m ∈ Mg. Since Bg ◦ Bg ⊆ Bf , we infer that Bg(m) ⊆ Bf (am) for all m ∈ Mg.

Therefore, A ⊆ ⋃m∈Mg
Bf (am) and (A,UF |A) is totally bounded.

Basic properties of the F-topology. Let D = (D,≤,F) be an F-poset. As the sets

Bf (d) with f ∈ F form a τD-neighbourhood basis of d ∈ D, we immediately obtain the

following lemma concerning the convergence of nets, which we will use without citation.

2.9. Lemma. A net (dn)n∈N in D converges to some d ∈ D with respect to the F-topology

if and only if , for all f ∈ F , there is an index nf ∈ N such that f(d) ≤ dn and f(dn) ≤ d
for all n ≥ nf .

Given any F-poset D = (D,≤,F), the topological space (D, τD) is completely regular.

Thus, (D, τD) is Hausdorff if and only if it is T0. Furthermore, note that
⋂
f∈F Bf (d)

is the closure of the singleton {d} in (D, τD). We will use this fact for the following

statement.

2.10. Proposition. Let D = (D,≤,F) be an F-poset.

(1) For all d ∈ D the net (f(d))f∈F converges to d. In particular ,
⋃
f∈F f [D] is dense

in D.

(2) Let d ∈ D. If e = supf∈F f(d) exists , then e = min
⋂
f∈F Bf (d) = min {d} .

(3) (D, τD) is Hausdorff if and only if , for all d, e ∈ D, the following holds : if f(d) ≤ e
and f(e) ≤ d for all f ∈ F , then d = e.

(4) Each isolated element of (D, τD) is a fixpoint of some f ∈ F . Hence, if all f ∈ F
are fixpoint free, then (D, τD) has no isolated elements.

Proof. (1) Let f ∈ F . Then f(d) ≤ g(d) and f(g(d)) ≤ d for all g ∈ F , g ≥ f .

(2) As noted above,
⋂
f∈F Bf (d) = {d} . Let e := supf∈F f(d). Then f(e) ≤ f(d) ≤

e ≤ d and thus e ∈ Bf (d) for all f ∈ F . Let ẽ ∈ ⋂f∈F Bf (d). By Lemma 2.1(2) we have

f(d) = minBf (d) ≤ ẽ for all f ∈ F , whence e ≤ ẽ.
(3) is obvious because (D, τD) is Hausdorff if and only if

⋂
f∈F Bf = idD.

(4) Let d ∈ D and let f ∈ F with Bf (d) = {d}. Since f(d) ∈ Bf (d) by Lemma 2.1,

we infer that f(d) = d.

Due to Proposition 2.10(1), each d ∈ D can be approximated topologically by elements

of
⋃
f∈F f [D]. If, moreover, (D,≤,F) is approximating, then each d ∈ D can also be

approximated order-theoretically by elements of
⋃
f∈F f [D]. The property of an F-poset

to be approximating can be characterized topologically as follows:

2.11. Proposition. Let D = (D,≤,F) be an F-poset. Then the following are equivalent :

(i) D is approximating.

(ii) (D, τD) is Hausdorff and the pointwise supremum supF exists.

(iii) ≤ is closed in D2, i.e. (D,≤, τD) is a partially ordered space.

Proof. (i)⇒(ii). Let d, e ∈ D be such that f(d) ≤ e and f(e) ≤ d for all f ∈ F . Then

d = supf∈F f(d) ≤ e = supf∈F f(e) ≤ d by (i) and thus d = e. Proposition 2.10(3) tells

us that (D, τD) is Hausdorff.

(ii)⇒(i) follows from 2.10(2).
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(i)⇒(iii). Let d, e ∈ D and let (dn)n∈N , (en)n∈N be nets in D with (dn)n∈N → d,

(en)n∈N → e, and dn ≤ en for all n ∈ N . Let f ∈ F and choose a mapping g ∈ F with

f ≤ g ◦ g. There is an index n0 ∈ N such that g(d) ≤ dn0
and g(en0

) ≤ e. Therefore,

f(d) ≤ g(g(d)) ≤ g(dn0
) ≤ g(en0

) ≤ e. We deduce that d = supf∈F f(d) ≤ e.
(iii)⇒(i). Let d, e ∈ D be such that f(d) ≤ e for all f ∈ F . As (f(d))f∈F → d

(Proposition 2.10(1)), (iii) yields d ≤ e. Consequently, d = supf∈F f(d).

Now we relate the F-topology to the topologies defined in Section 1.2 (cf. p. 16). Note

that whenever τ is a topology on a poset (D,≤) such that ≤ is closed in D2 (endowed

with the product topology), then principal ideals and principal filters are closed in (D, τ).

Consequently, the interval topology is coarser than τ . Therefore, Proposition 2.11(i)⇒(iii)

implies:

2.12. Corollary. Let D = (D,≤,F) be an approximating F-poset. Then the interval

topology is coarser than the F-topology. In particular , the Scott topology is coarser than

the F-topology if and only if the Lawson topology is coarser than the F-topology.

For an important class of F-posets we shall show that the Lawson topology is equal

to the F-topology; see Theorem 2.46 and Corollary 2.49 below.

2.13. Corollary. Let D = (D,≤,F) be an F-poset and let h : D → D. If h is Scott-

or Lawson-continuous , then Bh(d) is Lawson-closed for all d ∈ D. If D is approximating

and h is τD-continuous , then Bh(d) is τD-closed for all d ∈ D.

Proof. Recall that Bh(d) = h(d)↑ ∩ h−1[d↓] (Lemma 2.1(1)), h(d)↑ is Lawson-closed,

and d↓ is Scott- (and Lawson-) closed. If h is Scott-continuous (Lawson-continuous),

then h−1[d↓] is Scott-closed (Lawson-closed), whence Bh(d) is Lawson-closed. By Corol-

lary 2.12, h(d)↑ and d↓ are also τD-closed provided that D is approximating. If h is

τD-continuous, then h−1[d↓] and thus Bh(d) is τD-closed as well.

The mappings in F need not be continuous with respect to the F-topology, see Ex-

ample 2.17 below. Here we characterize when a monotone map is (uniformly) continuous:

2.14. Proposition. Let (D,≤,F) and (E,≤,G) be F-posets , let h : D → E be a mono-

tone mapping , and let d ∈ D. Then

(1) h is uniformly continuous with respect to the F-uniformities if and only if for all

g ∈ G there is some f ∈ F with g ◦ h ≤ h ◦ f .

(2) h is continuous at d with respect to the F-topologies if and only if for all g ∈ G
there is some f ∈ F with (g ◦ h)(d) ≤ (h ◦ f)(d).

Proof. We only prove (1); (2) is shown similarly. Note that we need monotonicity of the

mapping h just for the “if” part.

First let h be uniformly continuous and let g ∈ G. We find some f ∈ F with

(h × h)[Bf ] ⊆ Bg. Let d ∈ D. Since (d, f(d)) ∈ Bf (Lemma 2.1(2)), it follows that

(h(d), h(f(d))) ∈ Bg; hence in particular g(h(d)) ≤ h(f(d)).

Conversely, let g ∈ G and choose some f ∈ F with g ◦h ≤ h◦f . Let (d, e) ∈ Bf . Then

g(h(d)) ≤ h(f(d)) ≤ h(e) and g(h(e)) ≤ h(f(e)) ≤ h(d). Thus, (h× h)[Bf ] ⊆ Bg.
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Let D = (D,≤,F) be an F-poset and assume that the underlying uniform space

(D,UD) (topological space (D, τD), respectively) has some property E. Then, for the

sake of simplicity, we say that D has property E. For instance, if (D,UD) is totally

bounded, then we say that D is totally bounded. If not explicitly stated otherwise, all

mentioned uniform (topological, respectively) properties refer to the F-uniformity (F-

topology, respectively).

Examples. We finish this section by giving several examples of F-posets and by inves-

tigating their topology.

2.15. Example. Let DR be the approximating F-poset as given in Example 2.4. Then

for all ε > 0 we have Bfε = {(x, y) ∈ R2 | |x− y| ≤ ε}; hence the F-uniformity coincides

with the Euclidean uniformity and thus the F-topology is the Euclidean topology.

2.16. Example. Consider the unit interval [0, 1] with the usual linear order. Let I be

a non-empty set and equip [0, 1]I with the product order. For all n ∈ N, all finite I0 ⊆
I and all (xi)i∈I ∈ [0, 1]I let fn,I0((xi)i∈I) := (yi)i∈I with yi = max{0, xi − 1/n} if

i ∈ I0 and yi = 0 otherwise. Let F := {fn,I0 | n ∈ N, I0 ⊆ I finite}. It is routine

to check that ([0, 1]I ,≤,F) is an approximating F-poset. One easily sees that Bfn,I0 =

{((xi)i∈I , (yi)i∈I) ∈ ([0, 1]I)2 | |xi−yi| ≤ 1/n for all i ∈ I0}; hence UF coincides with the

product uniformity of the family ([0, 1],U|·|)i∈I , where U|·| is the Euclidean uniformity on

[0, 1]. In particular, the F-topology is the product topology on [0, 1]I with [0, 1] carrying

the Euclidean topology. Therefore, this F-poset is compact. Proposition 2.8 tells us that

the mappings fn,I0 ∈ F are finitely separated from id[0,1]I . Note that ([0, 1]I ,≤) is an

FS-domain in the sense of Jung [28]; cf. also Section 2.3.

Next, we consider subchains of the set F . The following are equivalent:

(i) I is countable.

(ii) F has a cofinal subchain.

(iii) F has a subchain C with UC = UF .

(iv) F has a subchain C with the pointwise supremum being sup C = id[0,1]I .

The equivalence of (ii) and (iii) follows from Lemma 2.6. The implication (ii)⇒(iv) is triv-

ial. If I is countable, then F is also countable and we find a cofinal chain by induction. This

proves (i)⇒(ii). It remains to show (iv)⇒(i). Let C ⊆ F be a chain with sup C = id[0,1]I .

Clearly, fn1,I1 ≤ fn2,I2 if and only if n1 ≤ n2 and I1 ⊆ I2. As sup C = id[0,1]I , the union

of the ⊆-chain {I0 | fn0,I0 ∈ C for some n0 ∈ N} must be equal to I (if we found an

i1 ∈ I with i1 6∈ I0 whenever fn0,I0 ∈ C, then the i1th coordinate of fn0,I0((1)i∈I) would

be equal to 0 for all fn0,I0 ∈ C, a contradiction). As a consequence, I has to be countable.

More generally, note that if I is uncountable, then there is no family G such that

([0, 1]I ,≤,G) is an F-poset with G being a chain and UG = UF . This follows from Cor. 3.2

in Nyikos and Reichel [45]. It states that a compact Hausdorff space is metrizable if and

only if the (unique) uniformity inducing the topology has a linearly ordered basis.

If |I| = 1, then we obtain the approximating F-poset D[0,1] := ([0, 1],≤, {fn | n ∈ N})
with fn(x) = max{0, x−1/n} (x ∈ [0, 1], n ∈ N), see Figure 2.3. Its uniformity (topology)

coincides with the Euclidean uniformity (Euclidean topology) on [0, 1].
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id[0,1]
1

10 1
n

fn

Fig. 2.3. The unit interval as an approximating F-poset

2.17. Example. Consider again the unit interval ([0, 1],≤). For all n ∈ N let gn : [0, 1]→
[0, 1] be defined as follows: g1(x) := 0 for all x ∈ [0, 1]. For all n ≥ 2 let gn(x) := 0 if

x ∈ [0, 1/n), gn(x) := i/n if x ∈ [(i+ 1)/n, (i+ 2)/n), i ∈ {0, . . . , n − 2}, and gn(x) :=

(n− 2)/n if x = 1 (cf. Figure 2.4).

id[0,1]
1

10
1
n

gn

Fig. 2.4. An approximating F-poset with discontinuous mappings

Clearly, gn is monotone and below id[0,1] for all n ∈ N. It is easy to check that

gn ≤ g2n ◦ g2n and gm ≤ gn for all m,n ∈ N, m ≤ n. Further, supn∈N gn = id[0,1].

Therefore, D = ([0, 1],≤, {gn | n ∈ N}) is an approximating F-poset. Compare D with

the approximating F-poset D[0,1] = ([0, 1],≤, {fn | n ∈ N}) at the end of Example 2.16.

Obviously, gn ≤ fn for all n ∈ N, whence τD ⊆ τD[0,1]
(cf. Corollary 2.2). As τD[0,1]

is

the Euclidean topology and therefore compact Hausdorff, we obtain τD = τD[0,1]
. Note

that all gn are discontinuous with respect to the F-topology (and not Scott-continuous,

either).

2.18. Example. Let D = (D,≤,F) be an F-poset such that each f ∈ F is an order

isomorphism. Then we have Bf (d) = {e ∈ D | f(d) ≤ e ≤ f−1(d)} = f(d)↑ ∩ f−1(d)↓ for

all f ∈ F and all d ∈ D.
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An element is isolated with respect to τD if and only if it is a fixpoint of some f ∈ F ;

that is, isol(D) =
⋃
f∈F fix f . To see this, let d ∈ D be a fixpoint of f ∈ F . Then

Bf (d) = {e ∈ D | d ≤ e ≤ d} = {d}. The converse is true by Proposition 2.10(4).

It is clear that D−1 := (D,≥, {f−1 | f ∈ F}) is also an F-poset. The standard basis

{Bf | f ∈ F} of UD is obviously a basis for UD−1 since Bf = {(d, e) | f−1(d) ≥ e ≥ f(d)}
for all f ∈ F . Thus, UD = UD−1 .

Recall that if (D,≤) is a chain, then an element d ∈ D is compact if and only if it is

either the least element or there is some element c < d with c↑ ∩ d↓ = {c, d}. The chain

(D,≤) is called dense in itself provided that for all c, d ∈ D with c < d there is some

x ∈ D with c < x < d. Therefore, K(D) = ∅ if and only if (D,≤) is dense in itself and

has no least element.

Now assume that D is approximating, (D,≤) is linear, and all f ∈ F are fixpoint free

order isomorphisms. Then

(1) (D,≤) is dense in itself and has no least element;

(2) The F-topology coincides with the interval topology of (D,≤).

This can be checked as follows. Suppose that there is some d ∈ K(D). Since supf∈F f(d)

= d, we find some f ∈ F with f(d) = d, a contradiction. Therefore, K(D) = ∅, which

proves (1). By Corollary 2.12 we know that the interval topology is coarser than τD. Let

f ∈ F and let d ∈ D. We have f(d) < d and thus d < f−1(d). Hence, d ∈ (D \ f(d)↓) ∩
(D \ f−1(d)↑) ⊆ f(d)↑ ∩ f−1(d)↓ = Bf (d). This proves (2).

Notice that since (D,≤) is linearly ordered, the interval topology coincides with the

Lawson topology.

2.19. Example. Let (G, ·,≤) be a linearly ordered group, i.e. (G, ·) is a group, (G,≤) is

a linearly ordered set, and for all x, y ∈ G the inequality x ≤ y implies ax ≤ ay and

xa ≤ ya for all a ∈ G. Let 1 be the identity of (G, ·). We assume G 6= {1} in what follows.

Let P := {a ∈ G | 1 < a} and N := {a ∈ G | a < 1} = {a−1 | a ∈ P} be the subsets of

all positive and all negative elements, respectively. For each a ∈ G \ {1} let fa : G → G

be the left translation x 7→ ax. Clearly, fa is a fixpoint free order isomorphism. If a ∈ N ,

then fa ≤ idG. For all a, b ∈ G we have a ≤ b if and only if fa ≤ fb. Therefore, the

set F := {fa | a ∈ N} yields a chain with respect to the pointwise order. Furthermore,

the conditions (a) supa∈N fa(x) = x for all x ∈ G, (b) supN = 1, (c) inf P = 1, (d)

K(G) = ∅, and (e) (G,≤) is dense in itself, are all equivalent. Clearly, (a)⇔(b)⇔(c), and

(d)⇔(e) because of Example 2.18 (recall that a linearly ordered group with more than

one element has neither a least nor a largest element). The implication (a)⇒(e) follows

from 2.18 as well, and (e)⇒(b) is clear.

The question arises when G := (G,≤,F) is an F-poset. This can be characterized as

follows:

The following are equivalent:

(i) G is an F-poset.

(ii) G is an approximating F-poset.

(iii) For all d ∈ P there is an element e ∈ P with e2 ≤ d.
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In this case, the F-topology is precisely the interval topology of (G,≤) (which is known to

turn (G, ·) into a topological group).

Proof. (i)⇔(iii). The mapping ϕ : a 7→ fa is an order isomorphism from (N,≤) onto

(F ,≤) with ϕ(a · b) = fa·b = fa ◦ fb = ϕ(a) ◦ ϕ(b) for all a, b ∈ N . Therefore, (i) is

equivalent to saying that for all a ∈ N there is some b ∈ N with a ≤ b2. Clearly, this

statement is equivalent to (iii).

(ii)⇒(i) is trivial. To show (iii)⇒(ii), it is enough to check that inf P = 1. Let d ∈ G
with d ≤ P . Suppose that 1 < d. By (iii) we find some e ∈ P with e2 ≤ d. Since

1 < e ≤ e2 ≤ d ≤ P , we obtain e = e2 = d. Hence, 1 = e = d, a contradiction.

If conditions (i)–(iii) are satisfied, then we infer from Example 2.18 that the F-topology

is the interval topology of (G,≤).

For the following example we need some basic facts concerning C∗-algebras. We refer

the reader to the standard literature, e.g. Dixmier [15], Kadison and Ringrose [30].

2.20. Example. Let A be a unital C∗-algebra with identity e. For all x ∈ A let σ(x) be

the spectrum of x, i.e. σ(x) := {λ ∈ C | x − λe is not invertible}. An element x ∈ A is

called self-adjoint if x = x∗, where ∗ denotes the involution of the C*-algebra A. Let D

be the real vector space of all self-adjoint elements of A. Clearly, D is closed in A with

respect to the norm topology. The convex cone D+ := {x ∈ D | σ(x) ⊆ R≥0} induces a

partial order ≤ on D via x ≤ y if y − x ∈ D+.

Next, we turn (D,≤) into an F-poset by letting fε(x) := x− εe for all x ∈ D and all

ε > 0. Obviously, this yields a monotone mapping fε : D → D. As e ∈ D+ and ε > 0, we

have εe ∈ D+, whence fε ≤ idD. Clearly, fε = fε/2 ◦ fε/2. Since fδ ≥ fε for all 0 < δ ≤ ε,
we infer that DA := (D,≤, {fε | ε > 0}) is an F-poset.

Recall that D+ is closed in the norm topology τ‖·‖. Thus, ≤ is closed in (D2, τ 2
‖·‖). As

in the proof of Proposition 2.11(iii)⇒(i) we derive DA to be approximating. Note that in

the case of A = C, we obtain DC = DR as in Example 2.4.

2.21. Proposition. The F-uniformity of DA coincides with the norm uniformity of the

C∗-algebra A restricted to D. In particular , DA is complete, and the F-topology is precisely

the restriction of the norm topology to D.

Proof. We have Bfε = {(x, y) ∈ D2 | −εe ≤ x − y ≤ εe} for all ε > 0. The sets

Eε := {(x, y) ∈ D2 | ‖x − y‖ ≤ ε}, ε > 0, form a basis for the norm uniformity of A

restricted to D. Therefore, it is sufficient to show that Bfε = Eε for all ε > 0. In fact,

we prove that −εe ≤ z ≤ εe if and only if ‖z‖ ≤ ε (z ∈ D, ε > 0). The “if” part follows

from the well known inequality −‖z‖e ≤ z ≤ ‖z‖e. To prove the converse, we remark

that by virtue of the functional calculus in C∗-algebras we have σ(z+ εe) = σ(z) + ε and

σ(−z + εe) = −σ(z) + ε. Hence, −εe ≤ z ≤ εe if and only if z + εe,−z + εe ∈ P if and

only if σ(z) ⊆ [−ε, ε]. Recall that ‖z‖ ∈ σ(z) or −‖z‖ ∈ σ(z). Therefore, ‖z‖ ∈ [−ε, ε] or

−‖z‖ ∈ [−ε, ε]; hence ‖z‖ ≤ ε.

We conclude this section by equipping the formal ball model of Edalat and Heckmann

[16] with a canonical F-poset structure:
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2.22. Example. Let (X, %) be a metric space and let D := X × R≥0. Define a partial

order on D as follows ([16]): (x, r) ≤ (y, s) :⇔ %(x, y) ≤ r − s. Recall from [16] that:

(1) (D,≤) is a continuous poset.

(2) (D,≤) is a dcpo if and only if (X, %) is complete.

(3) (D,≤) has a countable basis if and only if (X, %) is separable.

Now we define for all ε > 0 a mapping fε : D → D by fε((x, r)) := (x, r + ε).

One easily sees that fε is monotone and below the identity, and fε = fε/2 ◦ fε/2. Again,

0 < δ ≤ ε implies fδ ≥ fε. Therefore, Dfb(X, %) := (D,≤, {fε | ε > 0}) is an F-poset.

Suppose that (x, r+ ε) ≤ (y, s) for all ε > 0, i.e. %(x, y) ≤ r+ ε− s for all ε > 0. Then

%(x, y) ≤ r − s and (x, r) ≤ (y, s). This shows us that Dfb(X, %) is approximating.

2.23. Proposition. The F-uniformity of Dfb(X, %) equals the product uniformity of X×
R≥0 and , in particular , the F-topology is the corresponding product topology.

Proof. Let ε > 0. Then

Bfε = {((x, r), (y, s)) ∈ D2 | %(x, y) ≤ r + ε− s, %(x, y) ≤ s+ ε− r}
= {((x, r), (y, s)) ∈ D2 | %(x, y) + s− r ≤ ε, %(x, y) + r − s ≤ ε}
= {((x, r), (y, s)) ∈ D2 | %(x, y) + |r − s| ≤ ε}.

Hence, the assertion follows.

It follows immediately from the previous proposition that Dfb(X, %) is complete (sep-

arable, respectively) if and only if (X, %) is complete (separable, respectively).

2.2. Continuous domains and convergence of monotone nets

In the present section we deal with uniform completeness. Therefore, we begin with a

description of Cauchy nets:

2.24. Lemma. Let (D,≤,F) be an F-poset and let (dn)n∈N be a net in D. Then the

following are equivalent :

(i) (dn)n∈N is a Cauchy net (with respect to the F-uniformity).

(ii) For all f ∈ F there is an index n0 ∈ N with f(dm) ≤ dn and f(dn) ≤ dm for all

m,n ≥ n0.

(iii) For all f ∈ F there is an index n0 ∈ N with f(dn0
) ≤ dn and f(dn) ≤ dn0

for

all n ≥ n0.

Proof. The equivalence of (i) and (ii) follows immediately from the definition of the F-

uniformity. The implication (ii)⇒(iii) is trivial. To show (iii)⇒(ii), let f ∈ F and choose

a mapping g ∈ F with f ≤ g ◦ g. By (iii) we find an index n0 ∈ N with g(dn0
) ≤ dn and

g(dn) ≤ dn0
for all n ≥ n0. Let m,n ∈ N such that m,n ≥ n0. Then f(dm) ≤ g(g(dm)) ≤

g(dn0
) ≤ dn and, analogously, f(dn) ≤ dm.

Next, we show that directed completeness implies uniform completeness provided that

all mappings in F are Scott-continuous.
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2.25. Proposition. Let D = (D,≤,F) be an F-poset with (D,≤) being a dcpo. Suppose

further that all mappings f ∈ F are Scott-continuous. Then D is complete.

Proof. Let (dn)n∈N be a Cauchy net in D. For all f ∈ F fix kf ∈ F and nf ∈ N with

f ≤ kf ◦kf and f(dm) ≤ dn and f(dn) ≤ dm for all m,n ≥ nf . Let A := {f(dn) | n ≥ nkf ,

f ∈ F}. We show that A is directed. Let f(dm), g(dn) ∈ A. Let h ∈ F with h ≥ kf , kg.

Let l ∈ N with l ≥ nkf , nkg , nkh . Then f(dm) ≤ kf (kf (dm)) ≤ kf (dl) ≤ h(dl) ∈ A.

Similarly, g(dn) ≤ h(dl).

We prove that (dn)n∈N converges to supA. Let f ∈ F . Define B := {g(dm) | m ≥
nkg , nf , g ∈ F}. Clearly, B ⊆ A. Now B is cofinal in A because if f(dn) ∈ A, then if

we let m ∈ N with m ≥ nk(kf )
, nkf , nf , we have f(dn) ≤ kf (kf (dn)) ≤ kf (dm) because

m,n ≥ nkf and kf (dm) ∈ B since m ≥ nk(kf )
, nf . Next, for all n ≥ nf we have f [B] ≤ dn.

To see this, let g(dm) ∈ B. Then f(g(dm)) ≤ f(dm) ≤ dn for all n ≥ nf . Summing up

we deduce f(supA) = f(supB) = sup f [B] ≤ dn for all n ≥ nf . Furthermore, for all

n ≥ nkf we have f(dn) ∈ A, whence f(dn) ≤ supA. This yields (dn)n∈N → supA.

Note that, in general, Scott-continuity of the mappings f ∈ F is indispensable for

Proposition 2.25. A counterexample is provided by Example 3.27 below. Moreover, an

F-poset may be complete in its F-uniformity although the underlying poset is not a dcpo

(cf. Example 2.4/2.15).

For approximating F-posets we can slightly strengthen Proposition 2.25. To do this,

we need the following technical lemma. It gives us a sufficient condition for the existence

of suprema and infima.

2.26. Lemma. Let (D,≤,F) be an approximating F-poset and let A ⊆ D. Suppose

that sup f [A] exists and f(sup g[A]) = sup f [g[A]] for all f, g ∈ F with f ≤ g. Then

(sup f [A])f∈F is a Cauchy net. If it converges with respect to the F-topology , then A has

a supremum with supA = lim(sup f [A])f∈F . Similarly for the infimum.

Proof. For all f ∈ F let df := sup f [A]. Let f, g ∈ F with f ≤ g. Then, for each a ∈ A,

we have f(g(a)) ≤ f(a) and f(f(a)) ≤ g(a); hence sup f [g[A]] ≤ df and sup f [f [A]] ≤ dg.
Therefore, f(dg) ≤ df and f(df ) ≤ dg. Consequently, (df )f∈F is a Cauchy net.

Now assume that (df )f∈F converges to some d ∈ D. We show that supA = d. Let

f, g ∈ F such that f ≤ g ◦ g. We find some h0 ∈ F with g(dh) ≤ d for all h ∈ F
with h ≥ h0. Let a ∈ A and let h ∈ F be such that h ≥ g, h0. Then f(a) ≤ g(g(a)) ≤
g(h(a)) ≤ g(dh) ≤ d. Hence, f [A] ≤ d for all f ∈ F . Since D is approximating, we

obtain A ≤ d. Now let e ∈ D with A ≤ e. Then f [A] ≤ f(e) and thus df ≤ f(e) for

all f ∈ F . Again, as D is approximating, we infer d ≤ e by Proposition 2.11. Therefore,

lim(sup f [A])f∈F = d = supA.

To prove the assertion for the infimum, only a minor modification is necessary. Let

df := inf f [A] for all f ∈ F . As for the supremum one checks that (df )f∈F is a Cauchy

net. Let d ∈ D be the limit of (df )f∈F and let f ∈ F . Then we find some g0 ∈ F such

that f(d) ≤ dg0
. Therefore, for all a ∈ A we have f(d) ≤ inf g0[A] ≤ g0(a) ≤ a. Hence,

f(d) ≤ A for all f ∈ F and thus d ≤ A because D is approximating. Now d = inf A can

be shown as for the supremum.
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Using Proposition 2.25 and the previous lemma, we immediately obtain:

2.27. Theorem. Let D = (D,≤,F) be an approximating F-poset and let all f ∈ F be

Scott-continuous. Then the following are equivalent :

(i) (D,≤) is a dcpo.

(ii) D is complete in its F-uniformity and for all f ∈ F and all directed subsets

A ⊆ f [D] the supremum of A in (D,≤) exists.

During a first course in calculus the students usually become acquainted with the

following easy lemma about suprema of subsets of the reals:

Let A ⊆ R, x ∈ R. Then x = supA if and only if A ≤ x and for all ε > 0 there is

some a ∈ A with x− ε ≤ a.

Here we prove an analogous statement for approximating F-posets. For this we need

a simple lemma which is known as the “squeeze rule” in calculus:

2.28. Lemma. Let (D,≤,F) be an F-poset , let (dn)n∈N , (en)n∈N , (xn)n∈N be nets in

D, and let d ∈ D with (dn)n∈N → d, (en)n∈N → d. Further , let dn ≤ xn ≤ en for all

n ∈ N . Then (xn)n∈N → d.

Proof. Let f ∈ F . We find some n0 ∈ N with f(d) ≤ dn and f(en) ≤ d for all n ≥ n0.

Therefore, f(d) ≤ xn and f(xn) ≤ d for all n ≥ n0.

2.29. Lemma. Let (D,≤,F) be an approximating F-poset , let A ⊆ D, and let d ∈ D.

(1) The following are equivalent :

(i) d = supA and d ∈ A .

(ii) A ≤ d and for all f ∈ F there exists some af ∈ A with f(d) ≤ af .

(2) If A ≤ d and if (af )f∈F is a net in A satisfying f(d) ≤ af for all f ∈ F , then

d = supA = lim(af )f∈F .

Proof. We show (1). The proof of (2) is evident by having a close look at the following

conclusions for the implication (ii)⇒(i) in (1).

To check (i)⇒(ii), let f ∈ F . As d ∈ A , we find an element af ∈ A ∩ Bf (d); hence

f(d) ≤ af .

In order to prove (ii)⇒(i), let af be as in (ii) (f ∈ F). Then we have f(d) ≤ af ≤ d

for all f ∈ F . Since (f(d))f∈F → d (Proposition 2.10(1)), we conclude that (af )f∈F → d

due to Lemma 2.28. In particular, d ∈ A . Let A ≤ e for some e ∈ D. As f(d) ≤ af ≤ e

for all f ∈ F , we obtain d = supf∈F f(d) ≤ e.
There is an analogous result for infima: let (D,≤,F) be an approximating F-poset,

let A ⊆ D, and let d ∈ D. Then d = inf A and d ∈ A if and only if d ≤ A and for each

f ∈ F there is an element af ∈ A with f(af ) ≤ d. Furthermore, if d ≤ A and if (af )f∈F
is a net in A with f(af ) ≤ d for all f ∈ F , then d = inf A = lim(f(af ))f∈F . The proof is

similar to that of Lemma 2.29.

2.30. Corollary. Let (D,≤,F) be an approximating F-poset and let A ⊆ D have a

supremum. Consider the following two statements :
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(a) supA ∈ A .

(b) supA ∈ A or f(supA) < supA for all f ∈ F .

Then (a) implies (b). If , moreover , (D,≤) is linear , then (a) and (b) are equivalent.

Proof. Let supA ∈ A and let f ∈ F . By Lemma 2.29(1) we find some a ∈ A with

f(supA) ≤ a. If supA 6∈ A, then we have f(supA) ≤ a < supA.

Next, let (D,≤) be linear and let condition (b) be satisfied. Let f ∈ F . We may

assume that supA 6∈ A. Suppose that f(supA) 6≤ a for all a ∈ A. Then a < f(supA) for

all a ∈ A, whence supA ≤ f(supA), a contradiction. Therefore, there is some a ∈ A such

that f(supA) ≤ a. Now apply Lemma 2.29(1) to complete the proof.

Now we characterize approximating F-posets in which suprema of directed sets A (if

they exist) lie in the closure of A:

2.31. Proposition. Let (D,≤,F) be an approximating F-poset. Then the following are

equivalent :

(i) For all directed subsets A ⊆ D admitting a supremum we have supA ∈ A .

(ii) f(d)� d for all f ∈ F and all d ∈ D.

In this case, (D,≤) is a continuous poset with basis
⋃
f∈F f [D]. Moreover , K(D) =⋃

f∈F fix f . In particular , each topologically isolated element is compact.

Proof. (i)⇒(ii). Let f ∈ F , let d ∈ D, and let A ⊆ D be directed with supA ≥ d. We

infer from Lemma 2.29(1) that f(d) ≤ f(supA) ≤ a for some a ∈ A.

(ii)⇒(i). Let A ⊆ D be directed with supremum. Let f ∈ F . As f(supA) � supA

by (ii), we find some af ∈ A with f(supA) ≤ af . Then supA ∈ A due to 2.29(1).

Now assume that (i) and (ii) are satisfied and let d ∈ D, let f1, f2 ∈ F , and let

x1, x2 ∈ D with f1(x1)� d, f2(x2)� d. Since d = supf∈F f(d), we find some g1, g2 ∈ F
with f1(x1) ≤ g1(d) and f2(x2) ≤ g2(d). Choose a mapping h ∈ F with h ≥ g1, g2.

Then f1(x1), f2(x2) ≤ h(d) ∈ ⋃f∈F f [D] ∩ d �. Hence,
⋃
f∈F f [D] ∩ d � is directed. As

(D,≤,F) is approximating and {f(d) | f ∈ F} ⊆ ⋃
f∈F f [D] ∩ d �, it is clear that

sup(
⋃
f∈F f [D] ∩ d �) = supf∈F f(d) = d.

Let d ∈ D. If d ∈ K(D), then there is some f ∈ F with f(d) = d because

supf∈F f(d) = d. Conversely, if there is a map f ∈ F with f(d) = d, then d = f(d)� d.

The last assertion follows from Proposition 2.10(4).

In case the approximating F-poset is a dcpo and satisfies the properties of Propo-

sition 2.31, we can switch to an “equivalent” F-poset structure where we may assume

Scott-continuity of the self-maps involved. This was pointed out to me by A. Jung.

2.32. Proposition. Let (D,≤,F) be an approximating F-poset such that (D,≤) is a

dcpo and f(d) � d for all f ∈ F and all d ∈ D. Then there is a family F̃ such that

(D,≤, F̃) is an approximating F-poset with the following properties :

(a) f̃ is Scott-continuous and f̃(d)� d for all f̃ ∈ F̃ and all d ∈ D.

(b) UF̃ = UF , and this uniformity is complete.

Proof. (D,≤) is continuous by Proposition 2.31. For all f ∈ F define f c : D → D

by f c(d) := supx�d f(x) (d ∈ D). Proposition 1.12 in Jung [27] tells us that f c is the



40 2. Continuous domains via approximating mappings

greatest Scott-continuous mapping below f (cf. also [1, Prop. 2.2.24]). If f, g ∈ F , f ≤ g,

then f c ≤ gc. Thus, F̃ := {f c | f ∈ F} is directed. Let f ∈ F and let d ∈ D. As

f c(d) ≤ f(d) � d, the map f c is below the identity and f c(d) � d. Now let g ∈ F be

such that f ≤ g ◦ g ◦ g ◦ g. Since g(d) � d, we infer g(g(d)) ≤ gc(d) by definition of gc.

Thus, f c ≤ f ≤ g ◦ g ◦ g ◦ g ≤ gc ◦ gc. Therefore, (D,≤, F̃) is an F-poset. For all d ∈ D we

have supf∈F f
c(d) = supf∈F supx�d f(x) = supx�d supf∈F f(x) = supx�d x = d; hence

sup F̃ = idD. Since f c ≤ f for all f ∈ F , Corollary 2.2 implies that UF̃ ⊆ UF . Let f ∈ F .

As we have just shown, there is some g ∈ F with f ≤ gc ◦ gc, whence f ≤ gc. This yields

UF ⊆ UF̃ again by Corollary 2.2. Then UF̃ = UF , and this uniformity is complete by

Proposition 2.25.

The following lemma deals with the existence of suprema:

2.33. Lemma. Let (D,≤,F) be an approximating F-poset and let A ⊆ D. Then the

following are equivalent :

(i) A has a supremum and supA ∈ A .

(ii) There exists a convergent net (af )f∈F such that af ∈ A and f [A] ≤ af for all

f ∈ F .

In this case we obtain supA = lim(af )f∈F .

Proof. (i)⇒(ii). Due to Lemma 2.29(1) we find for all f ∈ F an element af ∈ A with

f(supA) ≤ af . This yields a net (af )f∈F that converges to supA (Lemma 2.29(2)). Since

f is monotone, we have f [A] ≤ f(supA) ≤ af for all f ∈ F .

(ii)⇒(i). Let d := lim(af )f∈F . Let a ∈ A. By assumption, f(a) ≤ af for all f ∈ F .

As (f(a))f∈F → a (Proposition 2.10(1)), we infer from Proposition 2.11 that a ≤ d. Thus

A ≤ d. Since (af )f∈F → d, we deduce in particular that for all f ∈ F there is some

gf ∈ F with f(d) ≤ agf . Apply Lemma 2.29(1) to conclude d = supA ∈ A .

Again, we can prove a similar result concerning the existence of infima. Let (D,≤,F)

be an approximating F-poset and let A ⊆ D. Then A has an infimum with inf A ∈ A if

and only if there exists a convergent net (f(af ))f∈F such that af ∈ A and f(af ) ≤ A

for all f ∈ F . In this case we have inf A = lim(f(af ))f∈F . The proof, which is similar to

that of Lemma 2.33, is left to the interested reader.

Concerning the existence of suprema of directed sets, we have:

2.34. Lemma. Let (D,≤,F) be an approximating F-poset and let A ⊆ D be directed.

Then the following are equivalent :

(i) A has a supremum with supA ∈ A .

(ii) (a)a∈A is convergent.

In this case we obtain supA = lim(a)a∈A.

Proof. (i)⇒(ii). Lemma 2.29 tells us that there is a net (af )f∈F with af ∈ A and

f(supA) ≤ af for all f ∈ F . Let f ∈ F . Then we have f(a) ≤ a ≤ supA and

f(supA) ≤ af ≤ a for all a ∈ A with a ≥ af . Hence, supA = lim(a)a∈A.
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(ii)⇒(i). Let d := lim(a)a∈A and let f ∈ F . Then, in particular, we find some af ∈ A
with f(d) ≤ af and f(a′) ≤ d for all a′ ∈ A with a′ ≥ af . Let a ∈ A and choose an

element a′ ∈ A with a′ ≥ af , a. Then f(a) ≤ f(a′) ≤ d. As (D,≤,F) is approximating,

we infer a ≤ d. Thus, A ≤ d. Now apply 2.29(1) to obtain d = supA ∈ A .

Let (D,≤,F) be an approximating F-poset and let A ⊆ D be filtered. Then (A,≥)

is directed; hence we obtain a net (a)a∈(A,≥). We can show that A has an infimum with

inf A ∈ A if and only if (a)a∈(A,≥) is convergent. In this case, inf A = lim(a)a∈(A,≥).

Again, the details are left to the reader.

A net (dn)n∈N in D is called monotone or increasing if m ≤ n implies dm ≤ dn
(m,n ∈ N). A monotone net (dn)n∈N gives rise to a directed set A := {dn | n ∈ N}. It

is an easy observation that (dn)n∈N converges to some d if and only if (a)a∈A converges

to d. Thus, we obtain:

2.35. Corollary. Let (D,≤,F) be an approximating F-poset and let (dn)n∈N be a

monotone net in D. Then the following are equivalent :

(i) {dn | n ∈ N} has a supremum with supn∈N dn ∈ {dn | n ∈ N} .

(ii) (dn)n∈N is convergent.

In this case we have supn∈N dn = limn∈N dn.

A net is decreasing if for all m,n ∈ N with m ≤ n we have dm ≥ dn. Let (D,≤,F) be

an approximating F-poset and let (dn)n∈N be a decreasing net in D. Then {dn | n ∈ N}
has an infimum with infn∈N dn ∈ {dn | n ∈ N} if and only if (dn)n∈N is convergent. In

this case, infn∈N dn = limn∈N dn.

The previous corollary implies that any monotone net that is convergent with respect

to the F-topology has a supremum. The converse statement characterizes the approxi-

mating F-posets with the properties of Proposition 2.31:

2.36. Corollary. Let (D,≤,F) be an approximating F-poset. Then the following are

equivalent :

(i) For all monotone nets (dn)n∈N in D, if (dn)n∈N has a supremum, then it is also

convergent (and supn∈N dn = limn∈N dn in this case).

(ii) f(d)� d for all f ∈ F and all d ∈ D.

Proof. (i)⇒(ii). Let A ⊆ D be directed and assume that A has a supremum. By (i) we

know that (a)a∈A is convergent. Lemma 2.34 tells us that supA ∈ A . Now (ii) results

from Proposition 2.31.

(ii)⇒(i). Let (dn)n∈N be a net in D having a supremum. By (ii) and Proposi-

tion 2.31, supn∈N dn ∈ {dn | n ∈ N} . Then (dn)n∈N converges to supn∈N dn due to

Corollary 2.35.

2.37. Lemma. Let (D,≤,F) be an F-poset.

(1) Let A ⊆ D and for all f ∈ F let af ∈ A with f [A] ≤ af . Then (af )f∈F is a

Cauchy net.

(2) Let A ⊆ D be directed. Then for all f ∈ F there exists some af ∈ A with

f [A] ≤ af if and only if (a)a∈A is a Cauchy net.
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Proof. (1) Let f ∈ F . Then for all g ∈ F with g ≥ f we have f(ag) ≤ af (because

ag ∈ A) and f(af ) ≤ g(af ) ≤ ag (because af ∈ A). Thus, (af )f∈F is a Cauchy net by

Lemma 2.24(iii)⇒(i).

(2) Suppose first that (a)a∈A is a Cauchy net and let f ∈ F . Then we find an element

af ∈ A with f(a) ≤ af for all a ∈ A with a ≥ af . Let b ∈ A. Choose some a ∈ A with

a ≥ af , b. Then f(b) ≤ f(a) ≤ af . We see that f [A] ≤ af .

Now let f ∈ F and let af ∈ A be such that f [A] ≤ af . Then f(a) ≤ af and f(af ) ≤
af ≤ a for all a ∈ A with a ≥ af . Hence, (a)a∈A is a Cauchy net by Lemma 2.24(iii)⇒(i).

A similar result holds for filtered subsets A ⊆ D: for all f ∈ F there exists some

af ∈ A with f(af ) ≤ A if and only if (a)a∈(A,≥) is a Cauchy net.

2.38. Corollary. Let (D,≤,F) be an F-poset and assume some f0 ∈ F is an order

isomorphism. Then any monotone Cauchy net is bounded. In particular , any monotone

convergent net is bounded.

Proof. Let (dn)n∈N be a monotone Cauchy net and let A := {dn | n ∈ N}. Then A is

directed and (a)a∈A is Cauchy as well. By Lemma 2.37(2) we find some n0 ∈ N with

f0[A] ≤ dn0
. Hence, A ≤ f−1

0 (dn0
).

We use the previous results to prove the main theorem of this section. This gives

us several (topological, order-theoretic) characterizations of approximating F-posets in

which all monotone nets converge.

2.39. Theorem. Let D = (D,≤,F) be an approximating F-poset. Then the following are

equivalent :

(i) (D,≤) is a dcpo and f(d)� d for all f ∈ F and all d ∈ D.

(ii) Each directed subset A ⊆ D has a supremum with supA ∈ A .

(iii) Each monotone net in D is convergent with respect to the F-topology.

(iv) D is complete and for all directed subsets A ⊆ D and all f ∈ F there exists some

a ∈ A with f [A] ≤ a.

If these conditions are satisfied , then we also have the following :

(1) (D,≤) is a continuous dcpo and
⋃
f∈F f [D] is a basis for (D,≤).

(2) For all directed subsets A ⊆ D we have supA = lim(a)a∈A. For all monotone

nets (dn)n∈N in D we have supn∈N dn = limn∈N dn.

(3) Let h : D → D be a monotone mapping that is continuous with respect to the

F-topology. Then h is also Scott-continuous.

Proof. (i) and (ii) are equivalent and (1) is true due to Proposition 2.31. The equivalence

of (ii) and (iii) and the validity of (2) follow from Lemma 2.34 and Corollary 2.35.

Now we prove (i),(iii)⇒(iv). Completeness of D results from (i) and Proposition 2.32.

The second statement of (iv) follows from (iii) and Lemma 2.37(2).

In order to prove (iv)⇒(ii), let A ⊆ D be directed. Because of (iv) we find a net

(af )f∈F with af ∈ A and f [A] ≤ af . This net is Cauchy by Lemma 2.37(1), thus

convergent. In view of Lemma 2.33, A has a supremum with supA ∈ A . (Alternatively,
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we can prove (iv)⇒(iii) as follows. Let (dn)n∈N be a monotone net in D. Because of (iv)

and Lemma 2.37(2) we deduce that (dn)n∈N is a Cauchy net, hence convergent.)

Finally, we prove (3). Let h : D → D be monotone and continuous with respect

to τD. Let A ⊆ D be directed. Then h[A] is directed and sup h[A] ≤ h(supA). Due to (2)

we have h(supA) = h(lim(a)a∈A) = lim(h(a))a∈A. Since h(a) ≤ sup h[A] for all a ∈ A,

we deduce h(supA) = lim(h(a))a∈A ≤ suph[A] by Proposition 2.11.

2.40. Corollary. Let D = (D,≤,F) be an approximating F-poset. Suppose that each

directed subset has a countable cofinal chain. Then the following are equivalent :

(i) (D,≤) is a continuous dcpo and f(d)� d for all f ∈ F and all d ∈ D.

(ii) Each monotone sequence in D converges with respect to the F-topology.

Proof. In view of the previous theorem it is enough to show that (ii) implies (i). Let

A ⊆ D be directed. Then A contains a countable cofinal subchain C by assumption, say

C = {an | n ∈ N} with an ≤ an+1 for all n ∈ N. By (ii) and Corollary 2.35 we infer

supC = limn∈N an. Therefore, A has a supremum with supA = supC ∈ C ⊆ A . Apply

Theorem 2.39 to conclude the proof.

2.41. Example. Let D := R ∪ {+∞} with +∞ 6∈ R and extend the linear order of the

reals to a linear order of D in the usual way. For all 0 < ε ≤
√

2 consider the mapping

gε : D → D, gε(d) := min{d − ε, 1/ε}, where (+∞) + e := +∞ for all e ∈ D. This is

illustrated in Figure 2.5. Obviously, gε is monotone and below the identity. Further, one

easily sees that 0 < δ ≤ ε ≤
√

2 implies gδ ≥ gε. We show that gε ≤ gε/2 ◦ gε/2 for all

0 < ε ≤
√

2. First let d ∈ D, d− ε ≤ 1/ε. Then

d− ε

2
= d− ε+

ε

2
≤ 1

ε
+
ε

2
=

2 + ε2

2ε
≤ 2

ε
.

Thus, gε/2(gε/2(d)) = gε/2(d−ε/2) = d−ε = gε(d). Now let d−ε ≥ 1/ε and d−ε/2 ≤ 2/ε.

Then gε/2(gε/2(d)) = gε/2(d − ε/2) = d − ε ≥ 1/ε = gε(d). Finally, let d − ε ≥ 1/ε,

1
ε

ε

gε

+∞

+∞ idD

Fig. 2.5. The extended reals as an approximating F-poset
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d− ε/2 ≥ 2/ε. We deduce

gε/2(gε/2(d)) = gε/2

(
2

ε

)
=

2

ε
− ε

2
=

4− ε2

2ε
≥ 1

ε
= gε(d).

Therefore, D := (D,≤, {gε | 0 < ε ≤
√

2}) is an F-poset. It is straightforward to show

that D is approximating. Clearly, D satisfies the conditions of Theorem 2.39.

Additionally, we remark here that the restriction of UD to R is strictly coarser than

the Euclidean uniformity. (Use Examples 2.4, 2.15 to show this.) Nevertheless, the F-

topology restricted to R coincides with the Euclidean topology.

We note further that the topology of the Aleksandrov one-point compactification R∗
of R is strictly coarser than the F-topology of D, where +∞ is also considered as the point

in infinity of R∗. (Observe that Bgε(+∞) = [1/ε,+∞] ⊆ D \ [−M,M ] for all M > 0 and

0 < ε < min{1/M,
√

2}, and D \ [−M,M ] 6⊆ [1/ε,+∞] for all 0 < ε ≤
√

2 and M > 0.)

Finally, if we restrict the topology of the two-point compactification R ∪ {−∞,+∞}
to D, then we obtain precisely the F-topology.

2.42. Example. Let (X, %) be a complete metric space and consider the F-posetDfb(X, %)

of the formal ball model (Example 2.22). As (x, r) � (y, s) ⇔ %(x, y) < r − s ([16,

Prop. 7]), we have f((x, r))� (x, r). Therefore, Dfb(X, %) satisfies the conditions of 2.39.

We know that in Theorem 2.39, condition (i) implies (1). The converse does not hold.

The approximating F-poset ([0, 1],≤, {id[0,1]}) yields a counterexample.

The reals (R,≤) do not form a dcpo, but admit suprema of bounded sets. Each

bounded subset A ⊆ R is also directed because it is a chain, and we always have supA ∈
A . Therefore, we state a “local” analogue of Theorem 2.39. Recall that a poset (D,≤) is

called a local dcpo if each bounded, directed subset has a supremum (cf. Mislove [43]).

2.43. Theorem. Let D = (D,≤,F) be an approximating F-poset. Then the following are

equivalent :

(i) (D,≤) is a local dcpo and f(d)� d for all f ∈ F and all d ∈ D.

(ii) Each bounded , directed subset A ⊆ D has a supremum with supA ∈ A .

(iii) Each bounded , monotone net is convergent with respect to the F-topology.

(iv) Each bounded Cauchy net has a limit point , and for all bounded , directed sets

A ⊆ D and all f ∈ F there exists an element a ∈ A with f [A] ≤ a.

Furthermore, if these conditions are satisfied , then we also have:

(1) (D,≤) is a continuous local dcpo and
⋃
f∈F f [D] is a basis for (D,≤).

(2) For all bounded , directed subsets A ⊆ D we have supA = lim(a)a∈A. For all

bounded , monotone nets (dn)n∈N in D we have supn∈N dn = limn∈N dn.

(3) Each monotone, τD-continuous self-map of D is also Scott-continuous.

Proof. Similar to Theorem 2.39. Only the implication (ii),(iii),(2)⇒(iv) requires an ex-

planation. The second statement of (iv) follows again from (iii) and Lemma 2.37(2).

Now let (dn)n∈N be a bounded Cauchy net. For all f ∈ F fix kf ∈ F and nf ∈ N

such that f ≤ kf ◦ kf and f(dm) ≤ dn and f(dn) ≤ dm for all m,n ≥ nf . Let

A := {f(dn) | n ≥ nkf , f ∈ F}. We know from the proof of Proposition 2.25 that
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A is directed. Clearly, A is bounded because (dn)n∈N is bounded and all f ∈ F are

below the identity. By (ii) and (2) we have supA = lim(a)a∈A. Let f ∈ F . Then, in

particular, we find some a0 ∈ A with f(supA) ≤ a0. Let f0 ∈ F and n0 ≥ nkf0 with

a0 = f0(dn0
). We deduce that f(supA) ≤ f0(dn0

) ≤ (kf0
◦ kf0

)(dn0
) ≤ kf0

(dn0
) ≤ dn

for all n ≥ nkf0 . Further, for all n ≥ nkf we have f(dn) ∈ A, whence f(dn) ≤ supA.

Consequently, (dn)n∈N converges to supA.

2.44. Example. (a) Clearly, the approximating F-poset DR of Example 2.4 satisfies the

equivalent conditions of Theorem 2.43.

(b) An approximating F-poset satisfying the conditions of 2.43 need not be complete.

For instance, let D := (R,≤, {gε | 0 < ε ≤
√

2}), where gε : R → R is defined by

gε(x) := min{x − ε, 1/ε}. Then D is an approximating F-poset whose uniformity is

strictly weaker than the Euclidean uniformity and whose topology coincides with the

Euclidean topology, cf. Example 2.41 above. It satisfies all conditions of Theorem 2.43,

but it is not complete since (n)n∈N is a (non-bounded) Cauchy net without limit.

2.45. Example. Let A be the (commutative) unital C∗-algebra of all continuous, com-

plex-valued mappings on the unit interval [0, 1]. Consider the approximating F-poset

DA of Example 2.20. Its underlying poset (D,≤) consists of all continuous, real-valued

mappings of [0, 1] together with the pointwise ordering. For all n ∈ N let Fn : [0, 1]→ C
be defined by Fn(x) := −2nxn+1 if x ∈ [0, 1/2] and Fn(x) := 0 if x ∈ (1/2, 1]. Obviously,

(Fn)n∈N is a bounded, monotone sequence in D. As {Fn | n ∈ N} has no supremum,

(D,≤) cannot be a local dcpo.

Even if a directed subset of D has a supremum, it need not lie in its closure. For

instance, let Gn : [0, 1] → C, Gn(x) := −xn + 1. Then (Gn)n∈N is a monotone sequence

in D with supn∈NGn = 1 in (D,≤), where 1 is the constant map sending all elements

of D to 1. But (Gn)n∈N has no limit in D with respect to the F-topology. Otherwise, in

view of Corollary 2.35, its limit would be 1. Then (Gn)n∈N → 1 with respect to the norm

topology (Proposition 2.21), whence in particular (Gn(1))n∈N → 1, a contradiction.

However, if A ⊆ D is directed and if supA exists in D such that supA coincides with

the pointwise supremum of all functions in A, then supA ∈ A by Dini’s Theorem.

We mention here the following: let, more generally, A be the commutative unital

C*-algebra of all continuous, complex-valued mappings on a compact Hausdorff space

(X, τ), and let DA = (D,≤, {fε | ε > 0}) be as in Example 2.20. Clearly, (D,≤)

is a lattice. It can be shown that (D,≤) is a bcpo if and only if (X, τ) is extremely

disconnected, i.e. each open subset of X has an open closure. We refer the interested

reader to Kadison and Ringrose [30, 3.4.16, p. 223, 5.7.14, p. 373]. (For instance, the

Čech–Stone compactification of (N, τdis) is extremely disconnected; see e.g. Engelking [18,

Cor. 6.2.29].)

Recall from Corollary 2.12 that the Lawson topology λ(D,≤) is coarser than the

F-topology of an approximating F-poset (D,≤,F) if and only if the Scott topology is.

Here, we show that this situation occurs in the case when f(d)� d for all f ∈ F and all

d ∈ D. If, furthermore, all f ∈ F are finitely separated from idD, then we even deduce

λ(D,≤) to be equal to the F-topology.
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2.46. Theorem. Let D = (D,≤,F) be an F-poset such that f(d)� d for all f ∈ F and

all d ∈ D.

(1) If the pointwise supremum supF exists , then the following are equivalent :

(i) D is approximating.

(ii) (D,≤) is continuous and λ(D,≤) ⊆ τD.

(2) If (D,UD) is totally bounded , then τD ⊆ λ(D,≤).

Proof. (1) (i)⇒(ii). Note that (D,≤) is continuous and B(D) :=
⋃
f∈F f [D] is a basis

for (D,≤) by Proposition 2.31. In view of Corollary 2.12 it is enough to show that

σ(D,≤) ⊆ τD. First we prove that for all d ∈ D the family {f(d)
� | f ∈ F} is a σ(D,≤)-

neighbourhood basis of d. Clearly, d ∈ f(d)

� ∈ σ(D,≤) for all f ∈ F . Let U ∈ σ(D,≤) with

d ∈ U . As U =
⋃
x∈B(D)∩U x

�

(cf. [1, Prop. 2.3.6]), we find some f ∈ F and e ∈ D such

that d ∈ f(e)

� ⊆ U . Since d = supf∈F f(d), there is a mapping g ∈ F with f(e) ≤ g(d).

Let h ∈ F with g ≤ h ◦ h. Then f(e) ≤ h(h(d))� h(d) and h(d)

� ⊆ f(e)

� ⊆ U .

Next, we show that Bg(d) ⊆ f(d)

�

for all d ∈ D and all f, g ∈ F with f ≤ g ◦ g.

Let e ∈ Bg(d). Then f(d) ≤ g(g(d)) ≤ g(e) � e and thus e ∈ f(d)

�

. Clearly, this yields

σ(D,≤) ⊆ τD.

(ii)⇒(i). As (D,≤) is continuous, we infer that (D,λ(D,≤)) is Hausdorff (cf. [1, Prop.

4.2.20.1]; [27, Theorem 4.7(i)]). Consequently, the finer topology τD is Hausdorff as well.

By Proposition 2.11, D is approximating.

(2) Let d ∈ D and let f ∈ F . By applying Proposition 2.8 we find a finite separating

set M ⊆ D of f and idD. Let U := f(d)

� ∩⋂{D \m↑ | m ∈M ∩ (D \d↓)}. As M is finite,

we conclude U ∈ λ(D,≤). By assumption we have d ∈ f(d)

�

. If m ∈ M ∩ (D \ d↓), then

d ∈ D \m↑. Therefore, d ∈ U . We prove that U ⊆ Bf (d). Let e ∈ U . Clearly, f(d) ≤ e.

Let m ∈ M be such that f(e) ≤ m ≤ e. Suppose that m 6≤ d. Then m ∈ M ∩ (D \ d↓)
and thus e ∈ D \m↑; that is, m 6≤ e, a contradiction. Hence, f(e) ≤ m ≤ d. This yields

e ∈ Bf (d).

2.3. Compact approximating F-posets and FS-domains

This section deals with compactness of the F-topology. Its main result states that FS-

domains, which have been introduced by Jung in [28], appear precisely as compact ap-

proximating F-posets with least element.

The following theorem yields a domain-theoretic characterization of approximating

F-posets to be compact with respect to the F-topology. It turns out that compact ap-

proximating F-posets are exactly those approximating F-posets satisfying the conditions

of Theorem 2.39 and Proposition 2.8:

2.47. Theorem. Let D = (D,≤,F) be an approximating F-poset. Then the following are

equivalent :

(i) D is compact.

(ii) (D,≤) is a (continuous) dcpo, f is finitely separated from idD and f(d)� d for

all f ∈ F and all d ∈ D.
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Proof. (i)⇒(ii). By Proposition 2.8 all f ∈ F are finitely separated from idD. Let A ⊆ D
be directed. Let f ∈ F . Let M ⊆ D be a finite separating set of f and idD. For all

a ∈ A choose some ma ∈M with f(a) ≤ ma ≤ a. The set N := {ma | a ∈ A} is

finite; let N =: {m1, . . . ,mn} for some n ∈ N. We find elements a1, . . . , an ∈ A with

f(aν) ≤ mν ≤ aν for all ν = 1, . . . , n. Let a ∈ A be such that a ≥ a1, . . . , an. Let b ∈ A
and let ν ∈ {1, . . . , n} with f(b) ≤ mν . As mν ≤ aν ≤ a, we obtain f(b) ≤ a. Thus,

f [A] ≤ a, and we see that D satisfies condition (iv) of Theorem 2.39. This proves (ii).

(ii)⇒(i). Apply Theorem 2.39(i)⇒(iv) and Proposition 2.8.

By Lemma 2 in Jung [28] a Scott-continuous mapping f : D → D that is finitely

separated from idD satisfies f(d)� d for all d ∈ D. Hence, we obtain from the previous

theorem:

2.48. Corollary. Let D = (D,≤,F) be an approximating F-poset with each f ∈ F
being Scott-continuous. Then D is compact if and only if (D,≤) is a (continuous) dcpo

and each f ∈ F is finitely separated from idD.

Theorem 2.47 tells us that compact approximating F-posets satisfy the conditions of

Theorem 2.46(1) and (2). As a consequence, we get:

2.49. Corollary. The F-topology of a compact approximating F-poset (D,≤,F) is pre-

cisely the Lawson topology of (D,≤).

Next, we head for FS-domains.

2.50. Theorem. Let (D,≤) be a poset. Then the following are equivalent :

(i) There exists a directed family F such that (D,≤,F) is a compact approximating

F-poset.

(ii) There exists a directed family F̃ consisting of Scott-continuous mappings such

that (D,≤, F̃) is a compact approximating F-poset.

(iii) (D,≤) is a (continuous) dcpo, and there exists a directed family G consisting of

Scott-continuous mappings finitely separated from idD with supG = idD.

Proof. (i)⇒(ii). From Theorem 2.47 we know that (D,≤) is a (continuous) dcpo. There-

fore, (ii) follows from Proposition 2.32.

(ii)⇒(iii). Again by Theorem 2.47, (D,≤) is a continuous dcpo and all f ∈ F̃ are

finitely separated from the identity. Hence, set G := F̃ .

(iii)⇒(i). Define F := {g ◦ g | g ∈ G}. Obviously, F is a directed family of Scott-

continuous mappings below idD and cofinal in the directed set {g ◦ h | g, h ∈ G}. Due to

Scott-continuity we derive

supF = sup
g,h∈G

(g ◦ h) = (sup
g∈G

g) ◦ (sup
h∈G

h) = idD ◦ idD = idD.

Analogously, supg∈G(g◦g◦g◦g) = idD. By Jung [28, Lemma 2], we know that g◦g � idD
for all g ∈ G because g is Scott-continuous and finitely separated from idD. Hence, for all

g ∈ G we find some g′ ∈ G with g ◦ g ≤ g′ ◦ g′ ◦ g′ ◦ g′; that is, for all f ∈ F there is a

mapping f ′ ∈ F with f ≤ f ′ ◦ f ′. Consequently, (D,≤,F) is an approximating F-poset.

As all g ∈ G are finitely separated from idD, this is also true for g ◦ g ≤ g. Now apply

Corollary 2.48 to deduce that (D,≤,F) is compact.
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The next definition is due to Jung [28]:

Definition. A pointed dcpo (D,≤) is an FS-domain if there is a directed family G of

Scott-continuous mappings on D, each finitely separated from idD, such that supG = idD.

We just remark here that the category of FS-domains is one of the two maximal

cartesian closed subcategories of the category of all pointed continuous dcpo’s together

with Scott-continuous mappings as morphisms (see Jung [28]; cf. also [1, Section 4]).

2.51. Corollary. Let (D,≤) be a pointed poset. Then the following are equivalent :

(i) (D,≤) is an FS-domain.

(ii) There is a family F such that (D,≤,F) is a compact approximating F-poset.

Note that if (D,≤) is an FS-domain, then due to Jung [28, Theorem 4(i)], the set

F := {f : D → D | f Scott-continuous, f � idD} induces a compact approximating

F-poset (D,≤,F) whose F-topology coincides with the Lawson topology.

Observe that the Lawson topology of an FS-domain may be the topology of a compact

approximating F-poset D = (D,≤,F) where all f ∈ F are not Scott-continuous (and

thus not τD-continuous, cf. Theorem 2.39(3)). Such an example is given in 2.17.



3. FROM POSETS WITH PROJECTIONS

TO ALGEBRAIC DOMAINS

This chapter specializes in F-posets (D,≤,P) in which each mapping of P is a projection.

We call them pop’s (posets with projections). The assumption of idempotence leads to

topological and order-theoretic consequences. We obtain zero-dimensional spaces and ul-

trametrics. Order continuity of (D,≤) is replaced by algebraicity. Instead of FS-domains,

bifinite domains come into play.

Section 3.1 provides us with some necessary information on projections. Though easy

to prove, the presented properties of projections turn out to be quite useful.

An algebraic description of pop’s is the beginning of Section 3.2. We show a pop

to be representable by two families of subsets of a given set and some closure operator

(Theorem 3.10). Then we turn to investigating additional properties of the F-uniformity

and the F-topology of pop’s, which we call pop uniformity and pop topology, respectively.

Again, various examples, among them the closed ball model of ultrametric spaces and

examples naturally occurring in trace theory, show us that pop’s are interesting objects

appearing in quite distinct areas.

Section 3.3 deals with complete approximating pop’s (D,≤,P). They turn out to be

isomorphic to an inverse limit built up by the sets p[D] with p ∈ P . On the other hand,

inverse limits of posets induce a pop structure yielding a complete approximating pop

(Theorem 3.40).

Section 3.4 consists of two parts. The first is devoted to the connection of order and

topology. Resuming the results on F-posets from Section 2.2, we derive similar properties

for the existence of suprema. Let (D,≤,P) be an approximating pop. Analogously to The-

orem 2.39, we characterize (D,≤) to be an algebraic dcpo with K(D) =
⋃
p∈P p[D] if and

only if each monotone net is convergent with respect to the pop topology (Theorem 3.48).

The second part of the section concerns the question under which order-theoretic condi-

tions a poset (D,≤) admits a directed family P of projections such that (D,≤,P) has

the properties just mentioned. If such a family P exists, then we call (D,≤) a P-domain.

An “external” characterization (Theorem 3.51) tells us that (D,≤) is a P-domain if and

only if it is order-isomorphic to an inverse limit of posets satisfying the ascending chain

condition. We also obtain “internal” characterizations in the spirit of the well known

description of bifinite domains by “mub-completeness” and the U∞-operator (cf. Theo-

rem 3.53 and Corollary 3.54).

As for F-posets we finish the present chapter with compactness in Section 3.5. We

prove that compact approximating pop’s appear precisely as bifinite domains (Corol-

[49]
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lary 3.57). Moreover, we characterize a P-domain to be bifinite if and only if it is compact

in its Lawson topology (Corollary 3.59).

Some results of this chapter are also presented in the extended abstract [32].

3.1. Projections

As defined in Chapter 1, a projection on a poset is a monotone, idempotent mapping

below the identity. This section deals with some of their fundamental properties.

3.1. Lemma. Let (D,≤) be a poset and let p, q : D → D be idempotent mappings. Then

we have

(1) p ◦ q = p⇔ ker p ⊇ ker q.

(2) q ◦ p = p⇔ p[D] ⊆ q[D].

(3) If p and q are below the identity , then p ◦ q = p⇒ p ≤ q ⇒ q ◦ p = p.

(4) If p and q are projections , then the conditions (i) p ≤ q, (ii) p◦q = p, (iii) q◦p = p,

(iv) ker p ⊇ ker q, (v) p[D] ⊆ q[D] are all equivalent.

Proof. (1) Let p ◦ q = p and let (d, e) ∈ ker q. Then p(d) = p(q(d)) = p(q(e)) = p(e),

i.e. (d, e) ∈ ker p. Now let ker p ⊇ ker q, and let d ∈ D. As (d, q(d)) ∈ ker q ⊆ ker p, we

infer p(d) = p(q(d)).

(2) If q ◦ p = p, then p[D] = q[p[D]] ⊆ q[D]. To show the converse, recall that

p(d) ∈ q[D] is a fixpoint of q for all d ∈ D (Lemma 1.1).

(3) Let p ◦ q = p. Since p ≤ idD, we have p = p ◦ q ≤ q. Now let p ≤ q. Then

p = p ◦ p ≤ q ◦ p ≤ p because q ≤ idD. Hence p = q ◦ p.
(4) We only need to show (iii)⇒(ii). Let q ◦p = p. As p and q are monotone and below

the identity, we obtain p = p ◦ p = p ◦ q ◦ p ≤ p ◦ q ≤ p, whence p = p ◦ q.

3.2. Corollary. A projection is uniquely determined by its kernel and , respectively , by

its image: if p and q are projections , then p = q ⇔ ker p = ker q ⇔ p[D] = q[D].

Notice that for any projection p : D → D and any d ∈ D we have p(d) =

max(d↓ ∩ p[D]) (cf. p. 14).

We call a projection p : D → D compact-valued if p[D] ⊆ K(D). Compact-valued

projections will play an important rôle in view of the topological results in Section 3.4.

We give the following characterization:

3.3. Lemma. Let p : D → D be a projection on a poset (D,≤). Then the following are

equivalent :

(i) p is compact-valued.

(ii) p(d)� d for all d ∈ D.

(iii) p(supA) is the greatest element of p[A] for all directed subsets A ⊆ D that have

a supremum.

(iv) p is Scott-continuous and p[A] has a greatest element for all directed subsets

A ⊆ D that have a supremum.
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Proof. (i)⇒(ii). Let d ∈ D. Since p(d) ∈ K(D), we have p(d) � p(d) ≤ d and thus

p(d)� d.

(ii)⇒(iii). Let A ⊆ D be directed and suppose that supA exists. As p(supA) �
supA, we find some a ∈ A such that p(supA) ≤ a. Consequently, p(p(supA)) ≤ p(a) ≤
p(supA) and p(a) = p(supA). Therefore, p(supA) is the greatest element of p[A].

(iii)⇒(iv). Obvious.

(iv)⇒(i). Let d ∈ D and let A ⊆ D be directed such that supA ≥ p(d). By assumption

we find an element a ∈ A with p(a) = max p[A] = sup p[A] = p(supA). Thus, we have

a ≥ p(a) = p(supA) ≥ p(d). This yields p(d) ∈ K(D).

Keep in mind that any compact-valued projection is Scott-continuous.

3.4. Corollary. Each Scott-continuous projection with finite range is compact-valued.

Proof. Let p be a Scott-continuous projection on a poset (D,≤) such that p[D] is finite.

Let A ⊆ D be directed. Then p[A] is directed and finite; hence it has a greatest element.

Now apply Lemma 3.3(iv)⇒(i) to conclude the proof.

We say that a projection p : D → D is downwards closed provided that p[D] is a lower

set.

3.5. Lemma. Let (D,≤) be a poset and let p : D → D be a projection. Then the following

are equivalent :

(i) p is downwards closed.

(ii) p preserves lower subsets.

(iii) p preserves ideals.

Proof. (i)⇒(iii). Let A ⊆ D be an ideal. Obviously, p[A] is directed. Let a ∈ A and

let d ∈ D with d ≤ p(a). As d ≤ a, we obtain d ∈ A. By (i) we have d ∈ p[D]; hence

d = p(d) ∈ p[A].

(iii)⇒(ii). Let A ⊆ D be a lower set. Then p[A] =
⋃
a∈A p[a↓] is also a lower set

because p[a↓] is a lower set by (iii).

(ii)⇒(i). This is trivial since D is a lower set.

Note that the composition of two projections need not be a projection:

3.6. Example. Let (D,≤) be as follows:

3

2

1

We define two projections p and q by p(1) := 1, p(2) := p(3) := 2, and q(1) := q(2) := 1,

q(3) := 3. Then q ◦ p is a projection, whereas p ◦ q is not. Further, we have q ◦ p < p ◦ q.
3.7. Lemma. Let (D,≤) be a poset and let p and q be projections on D. Then the following

are equivalent :
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(i) p ◦ q and q ◦ p are projections.

(ii) p ◦ q = q ◦ p.

In this case, p ◦ q is the greatest projection on D below p and q.

Proof. (i)⇒(ii). By (i) we obtain p ◦ q = p ◦ q ◦ p ◦ q ≤ q ◦ p = q ◦ p ◦ q ◦ p ≤ p ◦ q.
(ii)⇒(i). Clearly, p ◦ q is monotone and below the identity. Using (ii), we have p ◦ q ◦

p ◦ q = p ◦ p ◦ q ◦ q = p ◦ q; that is, p ◦ q is idempotent. Similarly for q ◦ p.
Next, suppose that (i) and (ii) are satisfied. Due to Lemma 3.1 and the equations

p ◦ (p ◦ q) = p ◦ q = (p ◦ q) ◦ q, we have p ◦ q ≤ p, q. Let r : D → D be a projection with

r ≤ p, q. Then r = r◦p and r = r◦q by Lemma 3.1. Hence, r◦(p◦q) = (r◦p)◦q = r◦q = r.

Again by 3.1, we obtain r ≤ p ◦ q.
In the remainder of this section we investigate how an Abelian semigroup of idem-

potent mappings of a set D induces a partial order on D with respect to which these

mappings become projections. Let D be a set and let (S, ◦) be an Abelian semigroup

consisting of idempotent mappings from D into itself. We define a binary relation vS on

D as follows: for all d, e ∈ D let

d vS e provided that d = e or there exists some p ∈ S such that d = p(e).

By definition, vS is reflexive. Let c, d, e ∈ D and let p, q ∈ S. To check transitivity,

suppose that c = p(d) and d = q(e). Then c = (p ◦ q)(e). Hence, vS is transitive. Next,

let d = p(e) and e = q(d). Then d = p(q(d)) = q(p(d)) = q(p(p(e))) = q(p(e)) = e. Thus,

vS is also antisymmetric. Consequently, vS is a partial order on D. Let p ∈ S and let

d, e ∈ D. Clearly, p(d) vS d. Let d vS e; we may assume d = q(e) for some q ∈ S.

Then p(d) = p(q(e)) = q(p(e)), whence p(d) vS p(e). This shows us that all p ∈ S are

projections of (D,vS). We obtain:

3.8. Proposition. Let D be a set and let (S, ◦) be an Abelian semigroup whose elements

are idempotent mappings from D into itself. Then (D,vS) is a poset. Each element of

D\⋃p∈S p[D] is maximal in (D,vS). All mappings in S are downwards closed projections

with respect to (D,vS).

Proof. We have already proven that (D,vS) is a poset and that all mappings in S are

projections. Let p ∈ S and let d, e ∈ D with d vS p(e). Then d = p(e) or there exists a

projection q ∈ S with d = q(p(e)) = p(q(e)); hence d ∈ p[D]. Thus, p[D] is a lower set.

The statement on D \⋃p∈S p[D] is obvious.

In view of the previous proposition, we call vS the projection order of (D,S). For

mappings f, g : D → D we write f vS g if f(d) vS g(d) for all d ∈ D.

3.9. Corollary. Let (D,≤) be a poset and let (S, ◦) be an Abelian semigroup of projec-

tions on (D,≤). Then

(1) d vS e implies d ≤ e for all d, e ∈ D, i.e. vS is a subset of ≤.

(2) vS is the least order ≤′ on D such that (D,≤′) is a poset with each element of

S being a projection on (D,≤′).

(3) p vS q if and only if p ≤ q for all p, q ∈ S, i.e. (S,vS) = (S,≤).
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Proof. (1) is obvious and (2) follows from (1).

(3) All elements of S are projections with respect to vS (Proposition 3.8). By applying

Lemma 3.1 to the posets (D,vS) and (D,≤), we obtain p vS q if and only if p ◦ q = p if

and only if p ≤ q.
We will return to this later.

3.2. F-posets with projections

The present section introduces F-posets (D,≤,F) where each mapping in F is idempo-

tent, i.e. a projection.

Definition. Let (D,≤) be a poset and let P be a directed family of projections on

D. We call (D,≤,P) a poset with projections or pop. The set P is the projection set of

(D,≤,P).

Before we start with our topological investigations, we give an algebraic description

of pop’s. Recall that a closure operator on a poset (D,≤) is a kernel operator on (D,≥).

In particular, for any set X and any B ⊆ P(X) a closure operator on (B,⊆) is a mapping

c : B → B with c(B1) ⊆ c(B2), c(c(B)) = c(B), and c(B) ⊇ B for all B1, B2, B ∈ B with

B1 ⊆ B2. Now the next theorem states that any pop can be represented canonically by

two families of subsets of a set X and a closure operator on P(X). This was pointed out

to me by B. Ganter, Dresden.

We need a definition first. Let X be a set and let A ⊆ P(X). Let Q ⊆ P(X) be

directed with respect to the inclusion. Let B := A ∪ {A ∩ Q | A ∈ A, Q ∈ Q}. Let

c : B → B be a closure operator on (B,⊆) such that c[B] = A (i.e. A is precisely the set

of all “c-closed” sets of B). Then we say that R = (X,A,Q, c) is a pop representation

system. For instance, if h : P(X) → P(X) is a closure operator on (P(X),⊆) such that

each A ∈ A is closed with regard to h and h(A ∩ Q) ∈ A for all A ∈ A and all Q ∈ Q,

then the restriction of h to B yields such a mapping c.

3.10. Theorem. (1) Let D = (D,≤,P) be a pop. Let AD := {d↓ | d ∈ D} and let

QD := {p[D] | p ∈ P}. Then RD := (D,AD,QD, ↓) is a pop representation

system.

(2) Let R = (X,A,Q, c) be a pop representation system. For each Q ∈ Q define a

mapping rQ : A → A by rQ(A) := c(A ∩Q). Then DR := (A,⊆, {rQ | Q ∈ Q})
is a pop.

(3) With the notation of (1) and (2), the mapping ϕ : D → AD defined by ϕ(d) := d↓
is an order isomorphism from (D,≤) onto (AD,⊆) with rp[D] ◦ ϕ = ϕ ◦ p for all

p ∈ P.

Proof. (1) Lemma 3.1 tells us that QD is directed. Obviously, ↓ is a closure operator on

P(X). Let d ∈ D and let p ∈ P . Recall that p(d) is the greatest element of d↓ ∩ p[D];

hence (d↓ ∩ p[D])↓ = p(d)↓ ∈ AD. Consequently, RD is a pop representation system.

(2) By definition of a pop representation system, the mapping rQ is well defined for all

Q ∈ Q. Let A ∈ A and let Q ∈ Q. Since c is monotone, we deduce that rQ is monotone.



54 3. From posets with projections to algebraic domains

As rQ(A) = c(A ∩ Q) ⊆ c(A) = A, we see that rQ is below idA. By monotonicity,

rQ(rQ(A)) ⊆ rQ(A). Furthermore, A ∩ Q ⊆ c(A ∩ Q) implies rQ(A) = c(A ∩ Q ∩ Q) ⊆
c(c(A ∩ Q) ∩ Q) = rQ(rQ(A)). Therefore, rQ is idempotent and thus a projection on

(A,⊆). If Q1, Q2 ∈ Q with Q1 ⊆ Q2, then rQ1
is below rQ2

because c is monotone. We

conclude that DR is a pop.

(3) We know that ϕ is an order isomorphism. Let p ∈ P and let d ∈ D. Then

rp[D](ϕ(d)) = rp[D](d↓) = (d↓ ∩ p[D])↓ = p(d)↓ = ϕ(p(d)).

Part (3) of the previous theorem states that the pop’s (D,≤,P) and (AD,⊆, {rp[D] |
p ∈ P}) are “isomorphic”. We will study pop homomorphisms and isomorphisms in

Chapter 4.

3.11. Remark. With the notation of Theorem 3.10, we have the following:

(1) If (D,≤,P) is a pop with all p ∈ P being downwards closed, then RD =

(D,AD,QD, idB).

(2) If (X,A,Q, idB) is a pop representation system, then rQ is downwards closed for

all Q ∈ Q.

Proof. (1) Clearly, d↓ ∩ p[D] ⊆ (d↓ ∩ p[D])↓. Let b ∈ (d↓ ∩ p[D])↓ and let c ≤ d with

p(c) = c and b ≤ c. As p is downwards closed, we have b = p(b) and thus b ∈ d↓ ∩ p[D].

We conclude idB(d↓ ∩ p[D]) = d↓ ∩ p[D] = (d↓ ∩ p[D])↓.
(2) Let Q ∈ Q, let A1, A2 ∈ A with A1 ⊆ rQ(A2) = A2 ∩ Q. Then A1 = A1 ∩ Q =

rQ(A1).

Let (D,≤,P) be a pop. Clearly, as each p ∈ P is idempotent, (D,≤,P) is an

F-poset. Therefore, we adopt notions like approximating F-posets, complete F-posets

etc. and speak of approximating pop’s, complete pop’s, and so forth. Note that an F-poset

(D,≤,F) is a pop if and only if f ≤ f ◦f for all f ∈ F , because we always have f ◦f ≤ f .

3.12. Remark. Let D = (D,≤,P) be a pop such that the supremum of {p(d) | p ∈ P}
exists for all d ∈ D. Then the pointwise supremum ξ := supP is a projection satisfying

p ◦ ξ = ξ ◦ p = p for all p ∈ P . Certainly, D is approximating if and only if ξ = idD.

Proof. Clearly, ξ is monotone and below the identity. Let d ∈ D. We know that p(ξ(d)) ≤
p(d). As p(d) ≤ ξ(d), we deduce p(d) = p(p(d)) ≤ p(ξ(d)). This yields p(d) = p(ξ(d))

for all p ∈ P , whence ξ(d) = supp∈P p(d) = supp∈P p(ξ(d)) = ξ(ξ(d)). Therefore, ξ is a

projection with p = p ◦ ξ. From Lemma 3.1 we infer p = ξ ◦ p.
Next, we formulate the analogue to Theorem 2.5 for pop’s (D,≤,P). Recall that

Corollary 2.3 tells us that Bp = ker p for all p ∈ P ; hence the kernels of all projections

in P form a basis for the F-uniformity. Similarly to 2.5, we describe all uniformities on a

poset induced by some directed family of projections.

3.13. Theorem. Let (D,≤) be a poset.

(1) If (D,≤,P) is a pop, then {ker p | p ∈ P} is a basis for the F-uniformity UP
on D. For all p ∈ P and all d ∈ D we have Bp(d) = Bp(p(d)) = Bp(e) for all

e ∈ Bp(d).
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(2) Let U be a uniformity on D having a basis B that consists of equivalence relations

such that the following are satisfied :

(a) For all B ∈ B and for all d ∈ D there exists a least element minB(d) of

B(d).

(b) For all B ∈ B and for all d, e ∈ D with d ≤ e we have minB(d) ≤ minB(e).

For all B ∈ B define a mapping qB : D → D by qB(d) := minB(d). Then

(D,≤, {qB | B ∈ B}) is a pop.

(3) With the notation of (1) and (2) we have

(a) p = qBp for all p ∈ P , whence (D,≤,P) = (D,≤, {qBp | p ∈ P}).

(b) B = ker qB for all B ∈ B, hence (D,U) = (D,U{qB|B∈B}).

Proof. (1) We already know that Bp = ker p for all p ∈ P . Let p ∈ P and let d ∈ D.

Lemma 2.1(2) implies that p(d) ∈ Bp(d). It is obvious that Bp(d) = Bp(e) for all e ∈
Bp(d).

(2) In view of Theorem 2.5(2) we only need to show that each qB is idempotent. To

do this, let B ∈ B and let d ∈ D. Set d̃ := minB(d). Clearly, (d, d̃) ∈ B. As B is an

equivalence relation, we deduce that B(d) = B(d̃). This implies qB(d) = minB(d) =

minB(d̃) = minB(minB(d)) = qB(qB(d)).

(3) (a) follows from Theorem 2.5(3). In order to show (b), let B ∈ B. Let (d, e) ∈ B.

Then qB(d) = minB(d) ≤ e and qB(d) = qB(qB(d)) ≤ qB(e). Dually, as B is symmet-

ric, we obtain qB(e) ≤ qB(d). Therefore, (d, e) ∈ ker qB . (See also the proof of 2.5(3).)

Conversely, let (d, e) ∈ ker qB . Then minB(d) = minB(e). Since (d,minB(d)) ∈ B and

(minB(e), e) ∈ B (for B is symmetric), we infer (d, e) ∈ B ◦B ⊆ B.

Let D = (D,≤,P) be a pop. Then we call the F-uniformity UD = UP the pop

uniformity of D. The induced F-topology τD is the pop topology of D.

3.14. Proposition. Let D = (D,≤,P) be a pop.

(1) The pop uniformity of D is the initial uniformity on D generated by the family

((p[D],Udis), p)p∈P .

(2) For all p ∈ P the restriction of the pop uniformity to p[D] is the discrete unifor-

mity.

(3) Each projection p ∈ P is uniformly continuous with respect to the pop uniformity.

Proof. (1) follows from the equation ker p = (p× p)−1[idp[D]] for all p ∈ P .

(2) Recall that the family {ker q ∩ p[D]2 | q ∈ P} forms a basis for the relative

uniformity on p[D]. Using Lemma 3.1, we easily infer ker p ∩ p[D]2 = idp[D]. This yields

the assertion.

(3) is a consequence of (1) and (2).

The preceding proposition depicts the first major difference to arbitrary F-posets.

Whilst the mappings f ∈ F of an F-poset (D,≤,F) need not be continuous with respect

to the F-topology (Example 2.17), all projections p ∈ P of a pop (D,≤,P) are even

uniformly continuous. Note further that Proposition 3.14 implies that the pop topology

of D is the initial topology generated by the family ((p[D], τdis), p)p∈P . Moreover, the pop

topology restricted to p[D] is the discrete topology.
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We know by Proposition 2.7 that the pop uniformity is pseudo-metrizable if and only

if P contains a countable cofinal chain. This statement can be strengthened a bit.

3.15. Theorem. Let D = (D,≤,P) be a pop.

(1) Let {pn | n ∈ N0} be a cofinal subset of P such that m ≤ n implies pm ≤ pn. For

all d, e ∈ D define

`D(d, e) := sup{n ∈ N0 | pn(d) = pn(e)} ∈ N0 ∪ {∞}.
Then, with the usual convention 2−∞ := 0, the mapping

%D : D ×D → [0, 1], (d, e) 7→ 2−`D(d,e),

is a pseudo-ultrametric on D inducing the pop uniformity. Furthermore, Bpn(d) =

{e ∈ D | %D(d, e) ≤ 2−n}, and %D(d, e) = 2−n if and only if pn(d) = pn(e) and

pn+1(d) 6= pn+1(e).

(2) The following are equivalent :

(i) The pop uniformity of D is pseudo-ultrametrizable.

(ii) P contains a cofinal ω-chain or a greatest element.

Proof. (1) It is routine to check that %D is a pseudo-ultrametric on D. Moreover, ker pn =

{(d, e) ∈ D2 | pn(d) = pn(e)} = {(d, e) ∈ D2 | `D(d, e) ≥ n} = {(d, e) ∈ D2 | %D(d, e) ≤
2−n}. Hence, %D induces the pop uniformity of D by Lemma 2.6. Finally, %D(d, e) = 2−n

if and only if `D(d, e) = n if and only if pn(d) = pn(e) and pn+1(d) 6= pn+1(e).

(2) follows from (1) and Proposition 2.7.

Let (D,≤) be a poset and let p : D → D be a projection. Clearly, if p has finite range,

then it is finitely separated from idD because p[D] is a finite separating set. We prove

that the converse is also true. Let p be finitely separated from idD and let M ⊆ D be

a finite separating set. Let d ∈ D and choose some m ∈ M with p(d) ≤ m ≤ d. Then

p(d) ≤ p(m) ≤ p(d), i.e. p(d) = p(m). Consequently, p[D] = p[M ] is finite. Together with

Proposition 2.8, this yields

3.16. Proposition. The pop uniformity of a pop (D,≤,P) is totally bounded if and only

if p[D] is finite for all p ∈ P.

Similarly to the remarks after Proposition 2.8, we deduce for any pop (D,≤,P) and

any subset A ⊆ D that (A,UP |A) is totally bounded if and only if the set p[A] is finite

for all p ∈ P .

Next, we formulate the basic properties of the pop topology. Convergence of nets can

be described as follows (cf. the corresponding Lemma 2.9 for F-posets).

3.17. Lemma. Given a pop (D,≤,P), a net (dn)n∈N in D converges to an element d ∈ D
if and only if , for all p ∈ P , there is an index np ∈ N such that p(dn) = p(d) for all

n ≥ np.

Recall further that the net (p(d))p∈P converges to d and that, in particular,
⋃
p∈P p[D]

is dense in D (Proposition 2.10(1)).
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3.18. Proposition. Let D = (D,≤,P) be a pop. Then

(1) {Bp(d) | d ∈ D, p ∈ P} is a basis for τD consisting of clopen sets. Hence, (D, τD)

is zero-dimensional.

(2) (D, τD) is Hausdorff if and only if , for all d, e ∈ D, the equality p(d) = p(e) for

all p ∈ P implies d = e.

(3) (D, τD) is Hausdorff if and only if it is totally disconnected.

(4) If (D, τD) is Hausdorff , then p[M ] is closed in (D, τD) for all M ⊆ D.

Proof. (1) Let d ∈ D and let p ∈ P . Due to Theorem 3.13(1) we have Bp(d) = Bp(e) for

all e ∈ Bp(d), whence Bp(d) is open and {Bp(d) | d ∈ D, p ∈ P} is a basis for τD. Let

e ∈ D \Bp(d). Then Bp(d)∩Bp(e) = ∅. Thus, e is in the interior of D \Bp(d) and Bp(d)

is closed.

(2) results from Proposition 2.10(3).

(3) Zero-dimensional Hausdorff spaces are totally disconnected. Totally disconnected

topological spaces are T1.

(4) By Proposition 3.14(2) we know that the pop uniformity restricted to p[M ] is

the discrete uniformity; hence p[M ] is complete in the relative uniformity. As (D, τD) is

Hausdorff, p[M ] is closed.

Let (D,≤,P) be a pop. As we have seen in Example 3.6, two projections of P need

not commute. In the following we shall require that any two elements of P commute. We

call the projection set P Abelian if p ◦ q = q ◦ p for all p, q ∈ P . From Lemma 3.7 we

immediately derive:

3.19. Proposition. Let (D,≤,P) be a pop. Then the projection set P is Abelian if and

only if p ◦ q is a projection for all p, q ∈ P.

Let (D,≤,P) be a pop with P Abelian. Then P is uniformly equicontinuous. To see

this, let p, r ∈ P and let d, e ∈ D be such that (d, e) ∈ ker p. Then p(r(d)) = r(p(d)) =

r(p(e)) = p(r(e)), whence (r(d), r(e)) ∈ ker p.

For a pop (D,≤,P) let (〈P〉, ◦) denote the semigroup of mappings from D into itself

generated by P . Clearly, P is Abelian if and only if (〈P〉, ◦) is an Abelian semigroup. In

the case when P is a chain, we infer from Lemma 3.1 that P is Abelian and P = 〈P〉.

3.20. Proposition. Let (D,≤,P) be a pop with Abelian projection set P. Then (〈P〉, ◦)
is an Abelian semigroup consisting of projections on D. Moreover , (D,≤, 〈P〉) is a pop

with an Abelian projection set. The pointwise supremum supP exists if and only if sup〈P〉
exists , and they are equal then. The pop uniformities UP and U〈P〉 coincide.

Proof. First of all, 〈P〉 consists of projections only because of Proposition 3.19. The

remaining assertions follow from the fact that P is cofinal in 〈P〉 (cf. the remarks after

Lemma 2.6).

An inf-semilattice is a poset (I,≤) in which any two elements have an infimum.

The following simple (and well known) observation shows us that inf-semilattices appear

exactly as Abelian semigroups consisting of idempotent elements only:
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3.21. Remark. (1) Let (S, ◦) be an Abelian semigroup whose elements are all idempo-

tent. For all x, y ∈ S define x 4 y if x ◦ y = x. Then (S,4) is an inf-semilattice

with inf{x, y} = x ◦ y for all x, y ∈ S.

(2) Let (I,≤) be an inf-semilattice and set i◦ j := inf{i, j} for all i, j ∈ I. Then (I, ◦)
is an Abelian semigroup consisting of idempotent elements only.

Proof. (1) As all elements of S are idempotent, the relation 4 is reflexive. Let x, y, z ∈ S.

If x 4 y and y 4 x, then x ◦ y = x and y ◦ x = y. Since (S, ◦) is Abelian, we infer x = y.

Finally, let x 4 y and y 4 z. Then x◦y = x and y◦z = y; hence x◦z = x◦y◦z = x◦y = x,

i.e. x 4 z. Thus, 4 is a partial order. Clearly, x ◦ y 4 x, y. Let z 4 x, y. Then z ◦ x = z

and z ◦ y = z, z ◦ x ◦ y = z ◦ y = z, and hence z 4 x ◦ y.

(2) is obvious.

Let (D,≤) be a poset and let (S, ◦) be an Abelian semigroup consisting of projections

on D, where ◦ is the composition of mappings. Then, in view of Lemma 3.1, the partial

order 4 defined in 3.21(1) coincides with the pointwise order on S.

In what follows we will consider inf-semilattices that are also directed. Basic exam-

ples are lattices and, in particular, linearly ordered sets. It turns out that directed inf-

semilattices can be characterized as Abelian projection sets P of (approximating) pop’s

with P = 〈P〉:

3.22. Proposition. (1) Let (D,≤,P) be a pop with Abelian projection set P. Then

(〈P〉,≤) is a directed inf-semilattice with inf{q, r} = q ◦ r for all q, r ∈ 〈P〉.
(2) Let (I,≤) be a directed inf-semilattice. For all i ∈ I define a mapping pi : I → I

by pi(j) := inf{i, j}. Then I := (I,≤, {pi | i ∈ I}) is an approximating pop with

Abelian projection set. The mapping ϕ : I → {pi | i ∈ I}, i 7→ pi, is an order

isomorphism. For all i, j ∈ I we have pi ◦ pj = pinf{i,j}. All projections pi are

downwards closed.

Proof. (1) By Proposition 3.20, 〈P 〉 is directed and consists of idempotent elements only.

Now the assertion follows from 3.21(1) and the remark after it (or from Lemma 3.7).

(2) Clearly, pi is a projection for all i ∈ I. As pi ≤ pj whenever i ≤ j, we infer

that I is a pop and ϕ is monotone. Obviously, pi ◦ pj = pinf{i,j} for all i, j ∈ I. In

particular, {pi | i ∈ I} is Abelian. By definition, ϕ is surjective. Let i, j ∈ I with

pi ≤ pj . Then i = pi(i) ≤ pj(i) = inf{i, j}, whence i ≤ j. Thus, ϕ is order-reflecting

and in particular injective. Let k ∈ I. As pi(k) = inf{i, k} = k for all i ≥ k, we obtain

k = supi≥k pi(k) = supi∈I pi(k). Therefore, I is approximating. Since pi[I] = i↓, the

projections pi are downwards closed for all i ∈ I.

We know that if (D,≤,P) is a pop with an Abelian projection set, then (〈P〉, ◦) is an

Abelian semigroup whose elements are projections (Proposition 3.20). Conversely, if D is

a set and (S, ◦) is an Abelian semigroup consisting of idempotent mappings from D into

itself, then the projection order vS is a partial order on D such that each element of S
is a (downwards closed) projection on (D,vS) (Proposition 3.8). If we can ensure S to

be directed with respect to vS , then we obtain a pop.
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3.23. Proposition. Let D be a set and let (S, ◦) be a non-empty Abelian semigroup

whose elements are idempotent mappings from D into itself. Then for all p, q ∈ S there

is an element r ∈ S such that p ◦ r = p and q ◦ r = q if and only if (D,vS ,S) is a pop.

Proof. Let p, q ∈ S and let r ∈ S with p ◦ r = p and q ◦ r = q. Then p, q vS r by

Lemma 3.1. Hence, S is directed. The converse also follows from Lemma 3.1.

3.24. Proposition. Let (D,≤,P) be a pop with Abelian projection set such that P = 〈P〉.
Then

(1) (D,vP ,P) is a pop with all p ∈ P downwards closed.

(2) vP is the least order ≤′ on D such that (D,≤′,P) is a pop.

(3) (P ,vP) = (P ,≤).

(4) If (P ,≤) is a chain, then (D,vP) is a tree.

(5) The pop uniformities of (D,≤,P) and (D,vP ,P) coincide.

Proof. (1) From Lemma 3.1 and Proposition 3.23 we deduce that (D,vP ,P) is a pop.

Proposition 3.8 tells us that each p ∈ P is downwards closed.

(2) and (3) follow from Corollary 3.9.

(4) Let c, d, e ∈ D with c, d vP e. Without loss of generality, let p, q ∈ P be such that

p ≤ q, c = p(e), and d = q(e). Then p◦q = p by Lemma 3.1 and c = p(e) = p(q(e)) = p(d);

hence c vP d.

(5) is trivial.

Let (D,≤,P) be a pop with Abelian P satisfying P = 〈P〉. Note that the partial

orders ≤ and vP need not coincide. For instance, Example 3.27 below exhibits a pop

whose projection set is an ω-chain, but no projection is downwards closed. But even if all

projections in P are downwards closed, ≤ and vP may be different (cf. Example 3.35).

Examples. As we did for F-posets, we illustrate the manifold occurrences of pop’s in

different areas. We start with some basic examples and then revisit the domain-theoretic

model for ultrametric spaces given by Flagg and Kopperman [19]. Moreover, we shall

realize that pop’s occur quite naturally in the theory of traces.

∞1 ∞2

4

3

2

1

Fig. 3.1. A pop that is not Hausdorff
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3.25. Example. (a) Let (D,≤) be as in Figure 3.1. For all n ∈ N we define a projection

pn by pn(∞1) := pn(∞2) := n, pn(m) := min{m,n} (m ∈ N). Then (D,≤, {pn | n ∈ N})
is a pop that is not Hausdorff (and in particular not approximating).

(b) Consider the poset (D,≤) given in Figure 3.2. We define projections pn (n ∈ N)

as follows: pn(d) := dn, pn(e) := en, pn(dm) := dmin{m,n}, pn(em) := emin{m,n}. This

yields a pop (D,≤, {pn | n ∈ N}) that is Hausdorff but not approximating (because

{dm | m ∈ N} has no supremum).

d e

e4

d4 e3

d3 e2

d2 e1

d1

Fig. 3.2. A Hausdorff pop that is not approximating

3.26. Example. Let I be a non-empty index set and let D := N I
0 be endowed with

the product order. Let n ∈ N0 and let I0 ⊆ I be finite. Define a projection pn,I0 by

pn,I0((ki)i∈I) := (li)i∈I with li = min{ki, n} if i ∈ I0 and li = 0 otherwise. Clearly,

P := {pn,I0 | n ∈ N0, I0 ⊆ I finite} is directed and has idD as supremum. Hence,

D := (D,≤,P) is an approximating pop.

Obviously, ker pn,I0 = {((ki)i∈I , (li)i∈I) ∈ D2 | min{ki, n} = min{li, n} for all i ∈ I0}.
Let πi be the canonical projection from D onto the ith coordinate space. Let (ki)i∈I ∈ D
and let I0 ⊆ I be finite. Let n ∈ N0 with n > ki for all i ∈ I0. Then

Bpn,I0 ((ki)i∈I) = {(li)i∈I ∈ D | min{ki, n} = min{li, n} for all i ∈ I0}
= {(li)i∈I ∈ D | ki = li for all i ∈ I0} =

⋂

i∈I0
π−1
i [ki].

Hence, the pop topology of D is the product topology of the family (N0, τdis)i∈I .
Since each pn,I0 has finite range, D is totally bounded (Proposition 3.18). Clearly, D

is not compact.

If |I| = 1, then D = (N0,≤, {pn | n ∈ N0}) with pn(m) = min{m,n}. Note that then

the pop topology is discrete whereas the pop uniformity is not because ker pn ! idN0
for

all n ∈ N0.
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3.27. Example. For all n ∈ N0 and all r ∈ [0, 1] define truncn(r) := br · 10nc · 10−n,

where bxc denotes the greatest integer less than or equal to x. Thus, we get truncn(r) by

truncating r after the nth decimal. Then ([0, 1],≤, {truncn | n ∈ N0}) is an approximating

pop. Note that
⋃
n∈N0

truncn[[0, 1]] is precisely the set of all terminating decimals in [0, 1].

The projections truncn are not Scott-continuous: we have sup{1− 10−m | m ∈ N0} = 1,

whence truncn(sup{1− 10−m | m ∈ N0})= 1; but sup{truncn(1 − 10−m) | m ∈ N0} =

sup{truncn(1− 10−m) | m ≥ n} = 1− 10−n 6= 1.

As truncn(r) = truncn(s) implies |r − s| < 10−n, whereas the converse is not true

in general, we see that the pop uniformity (pop topology, respectively) is strictly finer

than the Euclidean uniformity (Euclidean topology, respectively). Furthermore, ([0, 1],

≤, {truncn | n ∈ N0}) is not complete since the sequence (1− 10−m)m∈N0
is Cauchy, but

it does not converge with respect to the pop topology.

Note that we may also consider other counting systems, i.e. bases other than 10.

3.28. Example. (a) Let X be a non-empty set, let (D,≤) be a poset with least element ⊥,

and let F (X,D) := {f | f : X → D}. As usual, let F (X,D) be ordered pointwise. For all

A ⊆ X and all f ∈ F (X,D) we define the mapping pA(f) : X → D by pA(f)(x) := f(x) if

x ∈ A and pA(f)(x) := ⊥ otherwise. Then pA : f 7→ pA(f) is a projection on F (X,D). Let

κ be an infinite cardinal. Then, clearly, (F (X,D),≤, {pA | |A| < κ}) is an approximating

pop with an Abelian projection set. Endow D with the discrete uniformity and notice

that ker pA = {(f, g) ∈ F (X,D)2 | f |A = g|A} for all A ⊆ D. Consequently, the pop

uniformity of (F (X,D),≤, {pA | |A| < κ}) is the uniformity of uniform convergence in

all sets A having cardinality less than κ.

(b) Let R≥0[[x1, . . . , xn]] be the set of all formal power series over the non-negative

real numbers in the indeterminates x1, . . . , xn. Let

f =
∑

i1,...,in∈N0

a(i1,...,in)x
i1
1 · · ·xinn and g =

∑

i1,...,in∈N0

b(i1,...,in)x
i1
1 · · ·xinn

be elements of R≥0[[x1, . . . , xn]]. We define a partial order by letting f ≤ g if a(i1,...,in) ≤
b(i1,...,in) for all (i1, . . . , in) ∈ Nn0 . For all (m1, . . . ,mn) ∈ Nn0 define

p(m1,...,mn)(f) :=
∑

0≤iν≤mν , ν=1,...n

a(i1,...,in)x
i1
1 · · ·xinn .

Clearly, (R≥0[[x1, . . . , xn]],≤, {p(m1,...,mn) | (m1, . . . ,mn) ∈ Nn0 }) is an approximating

pop. Note that p(m1,...,mn)(f) is a polynomial.

Observe that (R≥0[[x1, . . . , xn]],≤) can be interpreted as (F (X,D),≤) in (a) with

X = Nn0 and D = R≥0. From this point of view we have p(m1,...,mn) = pA with A =

{(i1, . . . , in) ∈ Nn0 | 0 ≤ iν ≤ mν for all ν = 1, . . . , n}. In fact, the set {p(m1,...,mn) |
(m1, . . . ,mn) ∈ Nn0 } is cofinal in {pA | |A| < ℵ0}. By (a) we deduce that the pop

uniformity is the uniformity of pointwise convergence (where R≥0 carries the discrete

uniformity).

In the following example we derive a pop from a pop representation system.

3.29. Example. Let (G, ·) be a group. (In fact, we may take any (universal) algebra. For

the sake of simplicity, we deal with groups here.) Let L(G) be the family of all subgroups
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of G. Let Pfin(G) be the set of all finite subsets of G. Given a set M ⊆ G, let 〈M〉 denote

the smallest subgroup of G containing M . Clearly, 〈·〉 is a closure operator on (P(G),⊆).

Let S ∈ L(G) and let F ∈ Pfin(G). Then certainly 〈S〉 = S and 〈S ∩ F 〉 ∈ L(G), whence

R = (G,L(G),Pfin(G), 〈·〉) is a pop representation system. As usual, we write H1 ≤ H2

for any H1, H2 ∈ L(G) with H1 ⊆ H2. Let DR = (L(G),≤, {rF | F ∈ Pfin(G)}) be

the induced pop (cf. Theorem 3.10). Recall that (L(G),≤) is a complete lattice. Given

any M ⊆ L(G), we have supM = 〈⋃M〉 and infM =
⋂M. To show that DR is

approximating, let S ∈ L(G). Then supF∈Pfin(G) rF (S) = 〈⋃{〈S ∩ F 〉 | F ⊆ G finite}〉 =

〈⋃{〈F ′〉 | F ′ ⊆ S finite}〉 = S.

It is well known that K(L(G)) = {S ∈ L(G) | S is finitely generated} and that

(L(G),≤) is algebraic. Let S ∈ K(L(G)) and let F ∈ Pfin(G) with S = 〈F 〉. Then rF (S) =

〈F 〉 = S. Hence, each S ∈ K(L(G)) is the image of some projection rF . Conversely, if

F ∈ Pfin(G) and S ∈ K(L(G)), then rF (S) = 〈S ∩ F 〉 is finitely generated. We conclude

that K(L(G)) =
⋃
F∈Pfin(G) rF [L(G)], i.e. the set of compact elements of L(G) coincides

with the set of all images of all projections rF . We shall investigate approximating pop’s

with this property in Section 3.4. From Lemma 3.3 we infer that each projection rF is

Scott-continuous. Moreover, note that for any F ∈ Pfin(G) we have rF [L(G)] = {〈S∩F 〉 |
S ≤ G} = {〈F ′〉 | F ′ ⊆ F}. This implies that rF [L(G)] has at most 2|F | elements and

hence has finite range. As a consequence, L(G) is totally bounded with respect to the

pop uniformity (Proposition 3.16). In addition, since (L(G),≤) is a complete lattice and

thus a dcpo and since all projections rF are Scott-continuous, (L(G),UDR) is complete

(Proposition 2.25). Summing up, DR is a compact approximating pop. By Corollary 2.49

the pop topology coincides with the Lawson topology of (L(G),≤).

In view of the previous example we remark here the following. Let (D,≤) be an

algebraic Scott domain, i.e. an algebraic dcpo which is also a bcpo. (For instance, a

complete algebraic lattice is such a domain.) Then it is not hard to see that we obtain an

approximating pop D = (D,≤, {pA | A ∈ Pfin(K(D))}) by setting pA(d) := sup(d↓ ∩ A)

for all d ∈ D, A ∈ Pfin(K(D)). Clearly, we have K(D) =
⋃
A∈Pfin(K(D)) pA[D] and each

pA has finite range. As pointed out before, D is compact with its pop topology being the

Lawson topology of the domain.

Notice that there is a similar but more complicated construction of projections for

the more general class of bifinite domains. This well known construction uses a certain

notion of “completeness”. We will come back to this later in Section 3.4.

In contrast to Edalat and Heckmann’s [16] continuous poset of formal balls for arbi-

trary metric spaces (cf. Example 2.22), Flagg and Kopperman [19] showed that the closed

balls of any ultrametric space together with all its singletons form an algebraic poset. As

we endowed the formal ball model with an F-poset structure (2.22), we can equip the

closed ball model of an ultrametric space with a pop structure.

Given any ultrametric space (X, %), x∈X, and r>0, let Br(x) := {y ∈ X | %(x, y) ≤ r}
be the closed ball with centre x and radius r. Since

⋂
r>0Br(x) = {x}, it is natural to

set B2−∞(x) := B0(x) := {x}.
3.30. Example. Let (X, %) be an ultrametric space and letD := Dcb(X, %) := {B2−m(x) |
x ∈ X, m ∈ N0} ∪ {{x} | x ∈ X}. Clearly, (D,⊇) is a poset. Recall from [19] that:
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(1) (D,⊇) is an algebraic bcpo with K(D) = {B2−m(x) | x ∈ X, m ∈ N0}.
(2) (D,⊇) is a dcpo if and only if (X, %) is complete.

(3) (D,⊇) has a countable basis if and only if (X, %) is separable.

For all n ∈ N0 we define pn as follows. Let x ∈ X and let m ∈ N0. Then set

pn(B2−m(x)) := B2−min{m,n}(x) and pn({x}) := B2−n(x). We show that Dcb(X, %) :=

(Dcb(X, %),⊇, {pn | n ∈ N0}) is an approximating pop.

Let n ∈ N0. Let m1,m2 ∈ N0∪{∞} and let x1, x2 ∈ X with B2−m1 (x1) = B2−m2 (x2).

We may assume m1 ≤ m2. If n ≤ m1, then B2−n(x1) ⊇ B2−m1 (x1) 3 x2, whence

B2−n(x1) = B2−n(x2) because % is an ultrametric. If m1 ≤ n ≤ m2, then B2−n(x2) ⊇
B2−m2 (x2) 3 x1 and thus B2−n(x2) = B2−n(x1). If m2 ≤ n, then min{m1, n} = m1,

min{m2, n} = m2, and by assumption B2−m1 (x1) = B2−m2 (x2). This shows us that pn is

well defined. Now let B2−m1 (x1) ⊇ B2−m2 (x2). If m1 ≤ m2, then clearly B2−min{m1,n}(x1)

⊇ B2−min{m2,n}(x1) = B2−min{m2,n}(x2) because B2−m1 (x1) = B2−m1 (x2). If m1 ≥ m2,

then B2−m1 (x1) = B2−m1 (x2) ⊆ B2−m2 (x2). Hence B2−m1 (x1) = B2−m2 (x2) and thus

B2−min{m1,n}(x1) = B2−min{m2,n}(x2) by the arguments above. Therefore, pn is monotone.

Obviously, pn is below the identity and idempotent, and n1 ≤ n2 implies pn1
(d) ⊇ pn2

(d)

for all d ∈ D. Moreover, supn∈N0
pn(B2−m(x)) = supn≥m pn(B2−m(x)) = B2−m(x) for all

m ∈ N0 and supn∈N0
pn({x}) =

⋂
n∈N0

B2−n(x) = {x} because (X, %) is Hausdorff.

Next, we investigate the order structure of the closed ball model (and thereby improve

Theorem 2.2 in [19]).

3.31. Proposition. The order ⊇ coincides with the projection order of (Dcb(X, %), {pn |
n ∈ N0}). In particular , (Dcb(X, %),⊇) is a tree. Further , (Dcb(X, %),⊇) is well founded.

Each directed subset of Dcb(X, %) is a countable chain that is either finite or isomorphic

to ω or ω + 1.

Proof. Let x1, x2 ∈ X, let m1,m2 ∈ N0 ∪ {∞}, and let B2−m1 (x1) ⊇ B2−m2 (x2). If m1 <

m2, then B2−m1 (x1) = B2−m1 (x2) = pm1
(B2−m2 (x2)). If m1 ≥ m2, then B2−m1 (x1) =

B2−m1 (x2) ⊆ B2−m2 (x2) ⊆ B2−m1 (x1), i.e. B2−m1 (x1) = B2−m2 (x2). Hence, ⊇ is equal to

v{pn|n∈N0} (Proposition 3.24(2)). By 3.24(4), (Dcb(X, %),⊇) is a tree.

To prove well foundedness, it is enough to show that (D,⊇) satisfies the descend-

ing chain condition. Thus, for all n ∈ N let dn ∈ D with dn ⊆ dn+1. Let xn ∈ X

and let mn ∈ N0 ∪ {∞} with dn = B2−mn (xn), whence B2−mn (xn) ⊆ B2−mn+1 (xn+1).

Then B2−mn (xn) = B2−mn (x1) for all n ∈ N. Note that if mn ≤ mn+1, then we obtain

B2−mn (x1) ⊇ B2−mn+1 (x1) and thus B2−mn (x1) = B2−mn+1 (x1). Contraposition yields

mn > mn+1 whenever B2−mn (xn)  B2−mn+1 (xn+1). Therefore, {dn | n ∈ N} has to be

finite.

Clearly, directed subsets of trees are chains. As each principal ideal is countable, each

chain is countable as well. Since (D,⊇) is well founded, every chain must be isomorphic

to some countable ordinal α. The assertion follows from the fact that each principal ideal

is either finite or isomorphic to ω + 1.

We retrieve the uniform structure of (X, %) when considering the maximal elements

of D = Dcb(X, %). Obviously, MaxD = {{x} | x ∈ X}. We have
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3.32. Proposition. The mapping x 7→ {x} is a uniform isomorphism from (X,U%) onto

(MaxD,UDcb(X,%)|MaxD).

Proof. Let x, y ∈ X and let n ∈ N0. Then %(x, y) ≤ 2−n if and only if B2−n(x) = B2−n(y)

if and only if pn({x}) = pn({y}).

Since K(D) = {B2−m(x) | x ∈ X, m ∈ N0}, we immediately obtain D \ K(D) =

{{x} | x is not isolated in (X, τ%)}. Next, we prove that this set is precisely the set of all

elements that are not isolated in (D, τDcb(X,%)).

3.33. Proposition. An element of Dcb(X, %) is isolated with respect to the pop topology

if and only if it is compact.

Proof. First let d = B2−m(x) be compact (m ∈ N0, x ∈ X). Suppose that d = {x}.
Let pm(d) = pm(B2−m̃(x̃)) for some m̃ ∈ N0 ∪ {∞}, x̃ ∈ X. Then {x} = d = pm(d) =

pm(B2−m̃(x̃)) = B2−min{m̃,m}(x̃), whence x̃ = x. If m̃ ≤ m, then d = B2−m̃(x̃). If m̃ > m,

then d = B2−m(x̃). In particular, d = {x} = {x̃} = B2−m̃(x̃). Hence, d = {x} is isolated.

Now suppose that d 6= {x}. Let m0 ∈ N0 be maximal with d = B2−m(x) = B2−m0 (x).

Let pm0+1(d) = pm0+1(B2−m̃(x̃)) for some m̃ ∈ N0 ∪{∞}, x̃ ∈ X. Thus, d = pm0+1(d) =

pm0+1(B2−m̃(x̃)) = B2−min{m̃,m0+1}(x̃) = B2−min{m̃,m0+1}(x). By definition of m0 we have

m̃ ≤ m0, whence d = B2−m̃(x̃). Therefore, d is isolated.

Conversely, let d be non-compact, i.e. d = {x} such that x is non-isolated in (X, %).

Thus, B2−n(x) 6= {x} and pn(B2−n(x)) = pn({x}) for all n ∈ N0. Consequently, {x} is

not isolated in Dcb(X, %). Alternatively, by virtue of Lemma 3.3 we may apply Proposi-

tion 2.31 to deduce that each topologically isolated element is compact.

3.34. Proposition. Let (X, %) be an ultrametric space. Then

(1) Dcb(X, %) is complete if and only if (X, %) is complete.

(2) Dcb(X, %) is separable if and only if (X, %) is separable.

(3) Dcb(X, %) is totally bounded (compact , respectively) if and only if (X, %) is totally

bounded (compact , respectively).

Proof. Let D = Dcb(X, %).

(1) First let Dcb(X, %) be complete. Proposition 3.33 implies that MaxD is closed in

(D, τDcb(X,%)). As Dcb(X, %) is Hausdorff, MaxD is complete with respect to the relative

pop uniformity. Proposition 3.32 tells us that (X, %) must be complete as well.

Conversely, let (X, %) be complete. Then we know ([19, Theorem 2.5]) that (D,⊇) is a

dcpo. As each projection pn is compact-valued, it has to be Scott-continuous (Lemma 3.3).

Consequently, Dcb(X, %) is complete by Proposition 2.25.

(2) Let Dcb(X, %) be separable. As Dcb(X, %) is metrizable by Theorem 3.15, it must

be second countable. Second countability is hereditary, whence MaxD is second countable

and thus separable with respect to the relative pop topology. Hence, the assertion results

from Proposition 3.32.

Now let (X, %) be separable. Then K(D) is countable ([19, Cor. 2.8]). Since K(D) =

{B2−m(x) | x ∈ X, m ∈ N0} =
⋃
n∈N0

pn[D], we deduce that K(D) is dense in D with

respect to the pop topology (Proposition 2.10(1)).
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(3) Let Dcb(X, %) be totally bounded. Subspaces of totally bounded spaces are totally

bounded, whence (X, %) is totally bounded due to Proposition 3.32.

Finally, let (X, %) be totally bounded. By definition of the projections each pn has

finite range. Hence, we are done by virtue of Proposition 3.16.

Traces as approximating pop’s. In the next examples we endow real and approxi-

mating traces with a pop structure. This enables us to give easy proofs of the topological

properties of traces given in Kwiatkowska [38], Bonizzoni, Mauri, and Pighizzini [5], and

Diekert and Gastin [12].

3.35. Example. Let (Σ,D) be a dependence alphabet.

(a) Consider the poset (R(Σ,D),≤) of real traces over (Σ,D). Let t = [V,E, λ] ∈
R(Σ,D) and let n ∈ N0. Let Wn := {v ∈ V | |v↓E∗ | ≤ n}, i.e. Wn is the set of all vertices

v of t, each having at most n elements in its past v↓E∗ . Let pn(t) := [Wn, E|Wn×Wn
, λ|Wn

].

Clearly, pn(t) is a closed and finite subgraph of t and pn(pn(t)) = pn(t). If s ∈ R(Σ,D)

with s ≤ t and m ∈ N0 with m ≤ n, then pn(s) ≤ pn(t) and pm(t) ≤ pn(t). Consequently,

we obtain projections pn and a pop D1 = (R(Σ,D),≤, {pn | n ∈ N0}). It is approximating

since all vertices of a real trace have finite past. Each pn is obviously downwards closed.

The projections pn are illustrated in Figure 3.3.

a a a a a a a · · ·

t = b b b

c c c c c · · ·
d d

a

p1(t) =

c

d

a

p2(t) =

c

d d

a

p3(t) = b

c

d d

a a a a

p9(t) = b b

c c c

d d

Fig. 3.3. The projections pn on R(Σ,D) with (Σ,D) = a—b—c d

We show that

pn(t) = sup{s ∈ R(Σ,D) | s ≤ t, |s| ≤ n}.
If s ≤ t with |s| ≤ n, then for each vertex v of s we have |v↓| ≤ n. Hence, v is a
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vertex of pn(t). As s is a closed subgraph of t, we deduce s ≤ pn(t). On the other hand,

let u ∈ R(Σ,D) with s ≤ u for all s ≤ t with |s| ≤ n. Let v be a vertex of pn(t).

Then v↓ induces a closed subgraph sv of pn(t) ≤ t. Since |v↓| ≤ n, we obtain |sv| ≤ n.

Consequently, sv ≤ u. This implies that pn(t) is a closed subgraph of u, i.e. pn(t) ≤ u.

Therefore, pn(t) = sup{s ∈ R(Σ,D) | s ≤ t, |s| ≤ n}.
As a consequence, we infer that

`pref(s, t) = sup{n ∈ N0 | pn(s) = pn(t)}
(cf. Proposition 4.5 below for a more general statement). By Theorem 3.15, the prefix

metric thus induces the pop uniformity of D1.

Using our results on F-posets and pop’s, we present a simple proof of Theorem 1.8

for (R(Σ,D), dpref) to be a compact metric space in which M(Σ,D) is dense and whose

induced topology coincides with the Lawson topology (cf. Kwiatkowska [38]). We have

K(R(Σ,D)) = M(Σ,D) =
⋃
n∈N0

pn[R(Σ,D)] (cf. Theorem 1.7); hence pn is Scott-

continuous by Lemma 3.3 and M(Σ,D) is dense in R(Σ,D) by Proposition 2.10(1).

As Σ is finite, pn has finite range for all n ∈ N0. Hence, (R(Σ,D), dpref) is totally

bounded by Proposition 3.16. Since (R(Σ,D),≤) is a dcpo, (R(Σ,D), dpref) is complete

by Proposition 2.25. Therefore, (R(Σ,D), dpref) is compact. The induced topology is the

Lawson topology because of Corollary 2.49.

(b) Compared to (a) we define a different pop structure on (R(Σ,D),≤) yielding a

different ultrametric but the same uniformity and thus the same topology (namely the

Lawson topology of (R(Σ,D),≤)).

Let t = [V,E, λ] be a real trace and let v ∈ V . Then the set {n ∈ N0 | ∃v1, . . . , vn
∈ V : vn = v and (vi, vi+1) ∈ E for all i = 1, . . . , n − 1} is bounded. Its maximum h(v)

is the height of v. Further, for all n ∈ N0 let Vn := {v ∈ V | h(v) ≤ n} and define

hn(t) := [Vn, E|Vn×Vn , λ|Vn ]. We call hn(t) the nth Foata prefix of t. By definition we

have hn(t) ≤ t. All vertices of hn(t) have height at most n. It is straightforward to check

that this definition leads to a projection hn on (R(Σ,D),≤) and that we obtain a pop

D2 = (R(Σ,D),≤, {hn | n ∈ N0}). It is approximating since each vertex of any real trace

has a height in the above sense. Moreover, each hn is downwards closed. We call hn the

nth Foata projection of R(Σ,D). The Foata projections are visualized in Figure 3.4.

As in Theorem 3.15 we obtain an ultrametric inducing the pop uniformity. Given

s, t ∈ R(Σ,D), we define

`fnf(s, t) := sup{n ∈ N0 | hn(s) = hn(t)}, dfnf(s, t) := 2−`fnf (s,t).

We call dfnf the Foata normal form metric. We note that it is the ultrametric introduced

by Bonizzoni, Mauri, and Pighizzini [5]. To see this, recall the definition of Foata normal

forms: an ID-clique of (Σ,D) is a subset A ⊆ Σ such that (a, b) ∈ ID for all a, b ∈ A with

a 6= b, i.e. the elements of A are pairwise independent. Let Ω be the set of all non-empty

ID-cliques of (Σ,D). A finite word A1 · · ·An ∈ Ω? (an infinite word A1A2 · · · ∈ Ωω,

respectively) is called a Foata normal form over (Σ,D) if for all 2 ≤ i ≤ n (for all 2 ≤ i,
respectively) and for all b ∈ Ai there is some a ∈ Ai−1 such that (a, b) ∈ D. Recall

that there is a one-to-one correspondence between Foata normal forms and real traces

(see [21, Section 11.2.3]). In fact, the Foata normal form fnf(t) of a trace t ∈ M(Σ,D)
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a a a a a a a · · ·

t = b b b

c c c c c · · ·
d d

a

h1(t) =

c

d

a

h2(t) = b

c

d d

a a

h3(t) = b

c c

d d

a a a a a a a

h9(t) = b b

c c c c c

d d

Fig. 3.4. The Foata projections hn on R(Σ,D) with (Σ,D) = a—b—c d

is the Ω-word A1 · · ·An with Ai = alph(hi−1(t)−1hi(t)) for i = 1, . . . , n, where n is the

maximal height of a vertex in t. The Foata normal form of an infinite real trace t equals

the infinite word A1A2 · · · with Ai = alph(hi−1(t)−1hi(t)) for all i ∈ N. For instance, the

Foata normal form of the trace t given in Figures 3.3 and 3.4 is the word

{a, c, d}{b, d}{a, c}{a, c}{a}{b}{a, c}{a, c}{a}{b} · · ·
Note that the set FNF(Σ,D) of all Foata normal forms over (Σ,D) is a subset of Ω∞.

Hence, it is equipped both with the prefix order and with the prefix metric dpref of Ω∞.

Clearly, `fnf(s, t) is the length of the largest common prefix of the Foata normal forms of

s and t; hence dfnf(s, t) = dpref(fnf(s), fnf(t)). (In [5] this equation is used as a definition.)

The Foata normal form metric thus “coincides” with the prefix metric on FNF(Σ,D).

More precisely, the map fnf sending each real trace t to its Foata normal form fnf(t) is a

(dfnf , dpref)-isometry from R(Σ,D) onto FNF(Σ,D).

Consider the projection order of (D, {hn | n ∈ N0}). We write vfnf for v{hn|n∈N0}. Let

s vfnf t and assume that there is a number n ∈ N0 with s = hn(t). By the remarks above

we have fnf(hn(t)) ≤ fnf(t). Therefore, fnf(s) ≤ fnf(t). Conversely, let s, t ∈ R(Σ,D)

be such that fnf(s) ≤ fnf(t). Let s 6= t, i.e. fnf(s) 6= fnf(t). Hence, fnf(s) is a finite

word A1 · · ·An over Ω. Since A1 · · ·An ≤ fnf(t) and Ai = alph(hi−1(s)−1hi(s)) for all

i = 1, . . . , n, we conclude that Ai = alph(hi−1(t)−1hi(t)) for all i = 1, . . . , n and thus

s = hn(t). We infer s vfnf t. As a consequence, the mapping fnf is an order isomorphism

from (R(Σ,D),vfnf) onto (FNF(Σ,D),≤).
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It is well known that the prefix metric and the Foata normal form metric are uniformly

equivalent ([21, Section 11.5.3]). (This can also be inferred from Corollary 2.2 and the

inequalities pn ≤ hn ≤ pn·l for all n ∈ N0, where l = max{|A| | A ⊆ Σ is an ID-

clique}.) Hence, the pop uniformity (pop topology) of D2 coincides with the one in (a).

In particular, (R(Σ,D), dfnf) is compact. This compactness result can also be obtained

as follows: it is easy to show that FNF(Σ,D) is a closed subset of Ω∞ with respect to

the topology induced by the prefix metric. It is well known that (Ω∞, dpref) is compact

(this follows also from (a)). We thus find (FNF(Σ,D), dpref) to be compact. As fnf is a

(dfnf , dpref)-isometry, (R(Σ,D), dfnf) has to be compact as well.

3.36. Example. Let (Σ,D) be a dependence alphabet.

(a) Consider the poset (Fα(Σ,D),v) of α-traces over (Σ,D). Using the Foata pro-

jections hn from Example 3.35, we define (by abuse of language) for each n ∈ N0 a

projection hn : Fα(Σ,D) → Fα(Σ,D) by hn(r, A) := (hn(r), A ∪ alph(hn(r)−1r)). The

reader may check without difficulty that (Fα(Σ,D),v, {hn | n ∈ N0}) is an approximat-

ing pop. (To show that it is approximating, calculate supn∈N0
hn(x) for all x ∈ Fα(Σ,D)

as in Theorem 1.9.)

Using Theorem 3.15, an ultrametric on Fα(Σ,D) inducing the pop uniformity is given

by the following definition:

`α((r, A), (s,B)) := sup{n ∈ N0 | hn(r) = hn(s) and

A ∪ alph(hn(r)−1r) = B ∪ alph(hn(s)−1s)},
dα((r, A), (s,B)) := 2−`α((r,A),(s,B)).

We call it the α-metric on Fα(Σ,D). We give a pop-theoretic proof of Theorem 1.10

(without the statement on Fαf (Σ,D) to be discrete and open in Fα(Σ,D)) and show that

the α-metric is uniformly equivalent to the distance in 1.10. To do this, we proceed as

in Example 3.35(a). First of all, K(Fα(Σ,D)) = Fαf (Σ,D) by Theorem 1.9 and, clearly,

Fαf (Σ,D) =
⋃
n∈N0

hn[Fα(Σ,D)]. Therefore, each hn is compact-valued and in particular

Scott-continuous (Lemma 3.3). As (Fα(Σ,D),v) is a dcpo (Theorem 1.9), we see that

(Fα(Σ,D), dα) is complete by Proposition 2.25. Since Σ is finite, each hn has finite

range, whence (Fα(Σ,D), dα) is totally bounded (Proposition 3.16). Summing things up,

we find (Fα(Σ,D), dα) to be compact. Its induced topology is the Lawson topology of

(Fα(Σ,D),v) by Corollary 2.49. The set of finite α-traces is dense in Fα(Σ,D) in view

of Proposition 2.10(1). Now let x ∈ Fα(Σ,D) and recall that x[n] = sup{p ∈ Fα(Σ,D) |
p v x and |p| ≤ n} (p. 24). Setting pn(x) := x[n], we obtain a projection pn for all n ∈ N0

(see Proposition 4.5 below). In fact, (Fα(Σ,D),v, {pn | n ∈ N0}) is an approximating

pop whose pop uniformity is induced by the ultrametric d introduced in [12] (cf. p. 24 and

Theorem 3.15). Let p = (r, A) and x = (s,B) be α-traces with p v x and |p| ≤ n ∈ N0.

Since |r| = |p| ≤ n, each vertex of r has height at most n. Therefore, r = hn(r) and

p = (r, A) = (hn(r), A ∪ alph(hn(r)−1r)) = hn(p) v hn(x). Consequently, pn(x) v hn(x)

and thus pn v hn for all n ∈ N0. Corollary 2.2 implies that τd = τ{pn|n∈N0} ⊆ τ{hn|n∈N0}
= τdα . As (Fα(Σ,D), τdα) is compact Hausdorff, we deduce τd = τdα ; hence d and dα are

uniformly equivalent.
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(b) Similarly to (a), we define for each n ∈ N0 a projection hn on the poset (Fδ(Σ,D),

v) of δ-traces over (Σ,D) as follows: hn(r,D(A)) := (hn(r), D(A) ∪D(alph(hn(r)−1r)))

for all (r,D(A)) ∈ Fδ(Σ,D). This leads to an approximating pop (Fδ(Σ,D),v, {hn |
n ∈ N0}). An ultrametric that induces the pop uniformity is given by

`δ((r,D(A)), (s,D(B))) := sup{n ∈ N0 | hn(r) = hn(s) and

D(A) ∪D(alph(hn(r)−1r)) = D(B) ∪D(alph(hn(s)−1s))},
dδ((r,D(A)), (s,D(B))) := 2−`δ((r,D(A)),(s,D(B))).

We call dδ the δ-metric on Fδ(Σ,D). Again, dδ is uniformly equivalent to the ultrametric

defined in [12, Sect. 6]. As in (a), (Fδ(Σ,D), dδ) is compact and it is the metric completion

of (Fδf (Σ,D), dδ). Its induced topology is the Lawson topology of (Fδ(Σ,D),v).

3.3. Complete approximating pop’s

This section deals with approximating pop’s (D,≤,P) whose uniformity is complete,

i.e. each Cauchy net has a limit point. We characterize such pop’s as inverse limits based

on the sets p[D] with p ∈ P . Conversely, inverse limits of posets via embedding-projection

pairs are complete approximating pop’s with a natural pop structure.

The following analogue to Lemma 2.24 describes Cauchy nets in pop’s.

3.37. Lemma. A net (dn)n∈N of a pop (D,≤,P) is a Cauchy net if and only if , for all

p ∈ P , there is an index np ∈ N such that p(dn) = p(dnp) for all n ≥ np.

Recall from Proposition 2.25 that a pop (D,≤,P) is complete whenever (D,≤) is a

dcpo and all projections in P are Scott-continuous. Example 3.27 shows us that this is

not true anymore if we do not assume Scott-continuity. We reformulate Theorem 2.27 for

approximating pop’s:

3.38. Theorem. Let D = (D,≤,P) be an approximating pop such that each p ∈ P is

Scott-continuous. Then the following are equivalent :

(i) (D,≤) is a dcpo.

(ii) D is complete in its pop uniformity and (p[D],≤) is a dcpo for all p ∈ P.

Proof. This follows from Theorem 2.27 and Lemma 1.3.

We need the following lemma to show that the underlying poset of a complete ap-

proximating pop (D,≤,P) can be represented by an inverse limit built up by the sets

p[D] with p ∈ P . Furthermore, we shall use this lemma to prove that there exists a “pop

completion” (see Chapter 5).

3.39. Lemma. Let D = (D,≤,P) be a pop. Let

D∞ :=
{

(dp)p∈P ∈
∏

p∈P
p[D]

∣∣∣ ∀p, q ∈ P : p ≤ q ⇒ dp = p(dq)
}

and define ψ : D → D∞ by ψ(d) := (p(d))p∈P . Let D∞ be endowed with the product

order and let V be the uniformity on D∞ that is induced by the product uniformity of the

family (p[D],Udis)p∈P . Then
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(1) ψ is monotone and (UD,V)-uniformly continuous. ψ[D] is dense in (D∞, τV).

(2) ψ is injective if and only if D is Hausdorff. In this case, ψ−1 : ψ[D] → D is

(V|ψ[D],UD)-uniformly continuous.

(3) If D is approximating , then ψ−1 is monotone.

(4) If D is Hausdorff and complete, then ψ is a uniform isomorphism from (D,UD)

onto (D∞,V).

Proof. Note first that ψ is well defined: due to Lemma 3.1 we have p(d) = p(q(d)) for all

p, q ∈ P with p ≤ q and all d ∈ D.

(1) Clearly, ψ is monotone. Let P0 ⊆ P be finite, let Np := idp[D] if p ∈ P0 and

Np := p[D]2 if p ∈ P \ P0. Let N :=
∏
p∈P Np ∩D 2

∞. Now choose some q ∈ P with q ≥ p
for all p ∈ P0. Then, letting πp be the projection of

∏
p∈P p[D] onto the pth coordinate

space, for all (d, e) ∈ ker q and all p ∈ P0 we have (πp(ψ(d)), πp(ψ(e))) = (p(d), p(e)) =

(p(q(d)), p(q(e))) = (p(q(d)), p(q(d))) = (p(d), p(d)) ∈ Np. Therefore, (ψ × ψ)[ker q] ⊆ N

and we deduce that ψ is uniformly continuous.

Let (dp)p∈P ∈ D∞. Again, let P0 ⊆ P be finite, let Vp := {dp} if p ∈ P0 and

Vp := p[D] if p ∈ P \ P0. Let V :=
∏
p∈P Vp ∩D∞. Let q ∈ P with q ≥ p for all p ∈ P0.

Then πp(ψ(dq)) = p(dq) = dp for all p ∈ P0; hence ψ(dq) ∈ V and ψ[D] ∩ V 6= ∅.
(2) Note that ψ(d) = ψ(e) if and only if p(d) = p(e) for all p ∈ P . From Proposi-

tion 3.18(2) we see that ψ is injective if and only if D is Hausdorff.

Let ψ be injective. Let p ∈ P , let Np := idp[D], and let Nq := q[D]2 for all q ∈ P \{p}.
Define N :=

∏
q∈P Nq ∩ψ[D]2. For all d, e ∈D with ((q(d))q∈P , (q(e))q∈P) ∈ N we have

p(ψ−1((q(d))q∈P)) = p(d) = p(e) = p(ψ−1((q(e))q∈P)); that is,

(ψ−1((q(d))q∈P), ψ−1((q(e))q∈P)) ∈ ker p.

This leads to (ψ−1 × ψ−1)[N ] ⊆ ker p, whence ψ−1 is uniformly continuous.

(3) Let d, e ∈ D with ψ(d) ≤ ψ(e). Then p(d) ≤ p(e) ≤ e for all p ∈ P . As D is

approximating, we deduce d = supp∈P p(d) ≤ e.
(4) Since D is Hausdorff, ψ is a uniform isomorphism from (D,UD) onto (ψ[D],V|ψ[D])

(see (1) and (2)). As (D,UD) is complete, (ψ[D],V|ψ[D]) must be complete as well . As

(D∞, τV) is Hausdorff, ψ[D] is closed in (D∞, τV). Now (1) implies that ψ[D] = D∞.

3.40. Theorem. (1) Let (D,≤,P) be a complete approximating pop. Then the family

S = {(idp[D],q[D], p|q[D]) | p, q ∈ P , p ≤ q} is an inverse system such that (D,≤)

is isomorphic to (lim←−p∈P(p[D],S),≤).

(2) Let (Dγ ,≤γ)γ∈Γ be a family of posets , let (Γ,≤) be directed , and let S =

{(fγµ, gγµ) : Dγ → Dµ | γ, µ ∈ Γ, γ ≤ µ} be an inverse system. Then

(lim←−γ∈Γ (Dγ ,S),≤, {fγ ◦ gγ | γ ∈ Γ}) is a complete approximating pop.

Proof. (1) Lemma 3.1 tells us that S is an inverse system. Due to Lemma 3.39 an order

isomorphism is given by d 7→ (p(d))p∈P (d ∈ D).

(2) Let (D∞,≤) := lim←−γ∈Γ (Dγ ,S). It is well known that {fγ ◦gγ | γ ∈ Γ} is a directed

set of projections on D∞ with supγ∈Γ (fγ ◦ gγ) = idD∞ (see p. 15 for the definition of
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fγ and gγ). Hence, (lim←−γ∈Γ (Dγ ,S),≤, {fγ ◦ gγ | γ ∈ Γ}) is an approximating pop. In

order to show completeness let (cn)n∈N be a Cauchy net in D∞. Then for all γ ∈ Γ

we find an index nγ ∈ N such that fγ(gγ(cn)) = fγ(gγ(cnγ )) for all n ≥ nγ . For all

n ∈ N let cn =: (dn,µ)µ∈Γ . Next, c := (dnγ ,γ)γ∈Γ is an element of D∞ because dnγ ,γ =

gγ((dnµ,µ)µ∈Γ ) = gγν(gν((dnµ,µ)µ∈Γ )) = gγν(dnν ,ν) for all ν ≥ γ. Finally, we show that

(cn)n∈N converges to c. Let γ ∈ Γ . For all n ≥ nγ we have fγ(gγ(cn)) = fγ(gγ(cnγ )) =

fγ(dnγ ,γ) = fγ(gγ(c)).

3.4. Domains with compact-valued projections

3.4.1. Topological characterizations. We wish to characterize when the underlying

poset of an approximating pop D = (D,≤,P) is an algebraic dcpo such that its set of

compact elements coincides with the set of images of all projections p ∈ P . Notice that

in this case we have two notions of order-theoretic approximation which coincide. For

each d ∈ D we have d = supp∈P p(d) because D is approximating, d = sup(d↓ ∩K(D))

because (D,≤) is algebraic, and K(D) =
⋃
p∈P p[D]. To derive such a characterization,

we will use the results on F-posets obtained in Section 2.2.

It is clear that we need compact-valued projections in order to obtain K(D) =⋃
p∈P p[D]. In fact, we have the following:

3.41. Lemma. Let (D,≤,P) be an approximating pop. Then K(D) ⊆ ⋃
p∈P p[D]. In

particular , K(D) =
⋃
p∈P p[D] if and only if p is compact-valued for all p ∈ P.

Proof. Let x ∈ K(D). As supp∈P p(x) = x, we conclude that there is some p ∈ P with

p(x) ≥ x and thus p(x) = x.

Along the lines of Section 2.2, we investigate when suprema (and infima) in approxi-

mating pop’s exist.

3.42. Lemma. Let (D,≤,P) be an approximating pop and let A ⊆ D. Suppose that

sup p[A] exists such that p(sup q[A]) = sup p[A] for all p, q ∈ P with p ≤ q. Then

(sup p[A])p∈P is a Cauchy net. It is convergent with respect to the pop topology if and

only if A has a supremum and p(supA) = sup p[A] for all p ∈ P. In this case we obtain

supA = limp∈P sup p[A]. Similarly for the infimum.

Proof. The net (sup p[A])p∈P is Cauchy in view of Lemma 2.26 because p ◦ q = p for

all p, q ∈ P with p ≤ q (Lemma 3.1). If it is convergent, then A has a supremum

with supA = limp∈P sup p[A] again by 2.26. Since each p ∈ P is (uniformly) continuous

(Proposition 3.14), we deduce p(supA) = p(limq∈P sup q[A]) = limq∈P p(sup q[A]) =

limq∈P sup p[A] = sup p[A]. The “if” part is obvious because (p(d))p∈P → d for all

d ∈ D.

3.43. Lemma. Let (D,≤,P) be an approximating pop and let A ⊆ D.

(1) Let d ∈ D. Then d = supA and d ∈ A if and only if p(d) is the greatest element

of p[A] for all p ∈ P.
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(2) The set A has a supremum with supA ∈ A if and only if p[A] has a greatest

element for all p ∈ P and (max p[A])p∈P is convergent in the pop topology. In

this case we have supA = limp∈P max p[A].

Proof. (1) Lemma 2.29 tells us that d = supA ∈ A if and only if A ≤ d and for all

p ∈ P there is an element ap ∈ A with p(d) ≤ ap. In this case, we infer p[A] ≤ p(d)

and hence p(d) = p(p(d)) ≤ p(ap) ≤ p(d). Thus, p(d) = p(ap) is the greatest element of

p[A]. To prove the converse, let p ∈ P and let ap ∈ A with p(ap) = max p[A] = p(d).

Then p(d) ≤ ap. Furthermore, p[A] ≤ d for all p ∈ P and thus A ≤ d since (D,≤,P) is

approximating.

(2) The “only if” part follows from (1) because max p[A] = p(supA) for all p ∈ P and

(p(supA))p∈P → supA by Proposition 2.10(1). To prove the converse, let ap ∈ A with

p(ap) = max p[A]. Let d be the limit of (max p[A])p∈P . It is easy to see that d is also the

limit of the net (ap)p∈P . Since p[A] ≤ p(ap) ≤ ap for all p ∈ P , the assertion results from

Lemma 2.33.

There is an analogous statement for infima: let (D,≤,P) be an approximating pop,

let A ⊆ D, and let d ∈ D. Then d = inf A and d ∈ A if and only if p(d) is the least

element of p[A] for all p ∈ P . The set A has an infimum with inf A ∈ A if and only if

p[A] has a least element for all p ∈ P and (min p[A])p∈P is convergent. In this case we

have inf A = limp∈P min p[A]. Again, the details are left to the reader.

We have seen that greatest (and least) elements of the sets p[A] with p ∈ P play

an important rôle concerning the relationship of order and topology. For directed and

filtered subsets we have the following analogue to Lemma 2.37(2) and the remark after

it:

3.44. Lemma. Let D = (D,≤,P) be a pop and let A ⊆ D be directed. Then (a)a∈A is a

Cauchy net if and only if p[A] has a greatest element for all p ∈ P. Similarly , if B ⊆ D

is filtered , then (b)b∈(B,≥) is a Cauchy net if and only if p[B] has a least element for all

p ∈ P.

Let (dn)n∈N be a monotone net in D. Then A := {dn | n ∈ N} is directed, and it is

easy to see that (dn)n∈N is Cauchy if and only if (a)a∈A is Cauchy. Hence, the previous

lemma yields:

3.45. Corollary. Let D = (D,≤,P) be a pop. Then the following are equivalent :

(i) Each monotone net in D is a Cauchy net.

(ii) For all directed subsets A ⊆ D and for all p ∈ P the set p[A] has a greatest

element.

Next, we characterize when (D,≤) is an algebraic poset with K(D) =
⋃
p∈P p[D]

(cf. Proposition 2.31 and Corollary 2.36 for similar statements on F-posets):

3.46. Proposition. Let (D,≤,P) be an approximating pop. Then the following are

equivalent :

(i) (D,≤) is an algebraic poset with K(D) =
⋃
p∈P p[D].

(ii) p is compact-valued for all p ∈ P.
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(iii) For all directed subsets A ⊆ D that admit a supremum we have supA ∈ A .

(iv) p is Scott-continuous for all p ∈ P , and all monotone nets (dn)n∈N in D that

have a supremum are also Cauchy nets.

(v) All monotone nets (dn)n∈N in D that have a supremum are also convergent (and

supn∈N dn = limn∈N dn in this case).

Proof. The equivalences (ii)⇔(iii)⇔(v) follow from Proposition 2.31, Corollary 2.36, and

Lemma 3.3.

(ii)⇔(iv) results from Lemma 3.44 together with its succeeding remark and Lemma 3.3.

Clearly, (i) implies (ii). Now suppose (iii) holds. From Proposition 2.31 we deduce

that (D,≤) is a continuous poset with basis
⋃
p∈P p[D]. From Lemma 3.41 we infer

K(D) =
⋃
p∈P p[D]. In particular, (D,≤) is algebraic.

3.47. Proposition. Let D = (D,≤,P) be a pop and let (Id(
⋃
p∈P p[D]),⊆) be the ideal

completion of the images of all projections p ∈ P. Define

ι : D → Id
( ⋃

p∈P
p[D]

)
, d 7→

⋃

p∈P
p(d)↓.

Then ι is a monotone map. It is an order embedding if and only if D is approximating.

In this case we call ι the ideal embedding of D.

Proof. Clearly, as all p ∈ P are monotone, ι is monotone as well. Let D be approximating

and let d, e ∈ D with
⋃
p∈P p(d)↓ ⊆ ⋃p∈P p(e)↓. Let p ∈ P . Then we find a projection

q ∈ P such that p(d) ≤ q(e). Now choose some r ∈ P with r ≥ p, q. Then p(d) ≤ q(e) ≤
r(e) and p(d) ≤ p(r(e)) = p(e) by Lemma 3.1. Since D is approximating, p(d) ≤ p(e) for

all p ∈ P is equivalent to d ≤ e.
Conversely, let ι be an order embedding and let d, e ∈ D with p(d) ≤ e for all p ∈ P .

Then p(d)↓ = ι(p(d)) ⊆ ι(e) =
⋃
q∈P q(e)↓ for all p ∈ P ; hence

⋃
p∈P p(d)↓ ⊆ ⋃p∈P p(e)↓.

As ι is an order embedding, we conclude d ≤ e. Thus, d = supp∈P p(d) and D is approx-

imating.

We will come back to this result in Section 5.2, when we consider the “domain com-

pletion” of a pop.

The following theorem is the “pop analogue” to Theorem 2.39 for F-posets:

3.48. Theorem. Let D = (D,≤,P) be an approximating pop. Then the following state-

ments are equivalent :

(i) (D,≤) is an algebraic dcpo and K(D) =
⋃
p∈P p[D].

(ii) (D,≤) is a dcpo and p is compact-valued for all p ∈ P.

(iii) Each directed subset A ⊆ D has a supremum with supA ∈ A .

(iv) Each monotone net in D is convergent with respect to the pop topology.

(v) D is complete and p[A] has a greatest element max p[A] for all directed subsets

A ⊆ D and for all p ∈ P.

(vi) The ideal embedding of D is surjective.

In this case we have supA = lim(a)a∈A = lim(max p[A])p∈P for all directed subsets

A ⊆ D and limn∈N dn = supn∈N dn for all monotone nets (dn)n∈N of D.
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Proof. (i), (ii), and (iii) are equivalent by Proposition 3.46. Moreover, (iii), (iv), and (v)

are equivalent due to Theorem 2.39.

(i)⇒(vi). We know that K(D) =
⋃
p∈P p[D]. Given any d ∈ D, one easily sees that⋃

p∈P p(d)↓K(D) = {x ∈ K(D) | x ≤ d}. Since (D,≤) is algebraic, ι is an order isomor-

phism (cf. p. 14).

(vi)⇒(i). By Proposition 3.47 and (vi) the ideal embedding is an order isomorphism

from (D,≤) onto the ideal completion of
⋃
p∈P p[D]. This establishes (i) because ι(p(d)) =

p(d)↓.
The remaining assertions follow from Theorem 2.39 and Lemma 3.43.

Recall that an algebraic dcpo is said to be ω-algebraic provided that its set of compact

elements is countable.

3.49. Corollary. Let D = (D,≤,P) be a metrizable approximating pop and let p[D] be

countable for all p ∈ P. Then the following are equivalent :

(i) (D,≤) is an ω-algebraic dcpo and K(D) =
⋃
p∈P p[D].

(ii) Each monotone sequence in D is convergent.

Proof. Due to the preceding theorem only (ii)⇒(i) remains to be shown. As D is metriz-

able, we find a countable cofinal chain {pn | n ∈ N0} ⊆ P with pn ≤ pn+1 for all

n ∈ N0; cf. Proposition 2.7 (see also Theorem 3.15). Let (dm)m∈M be a monotone net.

Then B := {pn(dm) | m ∈ M, n ∈ N0} is countable and directed, whence there is

a cofinal chain C = {pnk(dmk) | k ∈ N} ⊆ B with pnk(dmk) ≤ pnk+1
(dmk+1

) for all

k ∈ N. By assumption, (pnk(dmk))k∈N is convergent. Hence, supC = limk∈N pnk(dmk)

by Corollary 2.35 and thus supB = supC. We show that (dm)m∈M converges to supB.

Let p ∈ P . We find some k0 ∈ N such that p(pnk0
(dmk0

)) = p(supC) = p(supB),

whence p(supB) ≤ p(dmk0
) ≤ p(dm) for all m ≥ mk0

. Let n ∈ N0 with pn ≥ p and let

m ∈ M . Then p(dm) ≤ pn(dm) ≤ supB. Hence, p(dm) = p(supB) for all m ≥ mk0
.

Therefore, (dm)m∈M converges to supB. Note that
⋃
p∈P p[D] =

⋃
n∈N0

pn[D] and apply

Theorem 3.48(iv)⇒(i) to complete the proof.

3.4.2. Order-theoretic characterizations. Now we deal with the question under

which (order-theoretic) conditions a directed family P of projections on (D,≤) exists

such that Theorem 3.48(i)–(vi) is satisfied.

Definition. A dcpo (D,≤) is a P-domain if there exists a directed family P of compact-

valued projections on D such that supP = idD.

Hence, due to Theorem 3.48, a poset (D,≤) is a P-domain if and only if there exists a

family P such that (D,≤,P) is an approximating pop satisfying the equivalent conditions

of Theorem 3.48. In particular, a P-domain is always algebraic.

In what follows we give several order-theoretic characterizations of P-domains. In this

connection, posets satisfying the ascending chain condition play a prominent rôle. These

posets turn out to be exactly the dcpo’s consisting of compact elements only. As we show,

P-domains arise precisely as inverse limits of such posets. Further, we describe P-domains

(D,≤) using a certain system of “complete” subsets of K(D) that satisfy the ascending

chain condition.
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A poset (D,≤) is said to satisfy the ascending chain condition (ACC ) or is called

Noetherian if each monotone sequence in D is eventually constant. Notice that (D,≤) is

Noetherian if and only if each non-empty subset of D has some maximal element. Further

characterizations are listed in the following well known lemma (cf. e.g. Gierz et al. [22,

Example I.1.3(4)]).

3.50. Lemma. Let (D,≤) be a poset. Then the following are equivalent :

(i) (D,≤) satisfies the ascending chain condition.

(ii) Each directed subset of D has a greatest element.

(iii) (D,≤) is a dcpo with K(D) = D.

(iv) (D,≤) is a dcpo and f : D → E is Scott-continuous for all posets (E,≤) and all

monotone mappings f .

Proof (included for the sake of convenience). (i)⇒(ii). Let A ⊆ D be directed. Suppose

that A does not have a greatest element. Then, as A is directed, it contains no maximal

element, a contradiction to (i).

(ii)⇒(iii). Clearly, (D,≤) is a dcpo. Let d ∈ D and let A ⊆ D be directed such that

supA ≥ d. Since supA ∈ A, we conclude d ∈ K(D).

(iii)⇒(iv). Let A ⊆ D be directed. As supA ∈ K(D), there is an element a0 ∈ A

with a0 = supA. Since f is monotone, f(a0) = f(supA) is the greatest element of f [A],

whence f(a0) = sup f [A].

(iv)⇒(i). Suppose that there exists a strictly increasing sequence (dn)n∈N in (D,≤).

Let d := sup{dn | n ∈ N}. Let E := {0, 1} with 0 < 1 and define f(x) := 0 for all

x < d and f(x) := 1 otherwise (x ∈ D). Then f is a monotone mapping that is not

Scott-continuous, a contradiction.

We remark here that, in particular, Lemma 3.50 implies that any poset with the

ascending chain condition yields a P-domain (take P = {id}). In fact, each P-domain can

be built from Noetherian posets:

3.51. Theorem. Let (D,≤) be a poset. The following are equivalent :

(i) (D,≤) is a P-domain.

(ii) There exists a directed set (Γ,≤), a family (Dγ ,≤γ)γ∈Γ of dcpo’s with K(Dγ) =

Dγ for all γ ∈ Γ , and an inverse system S of Scott-continuous epp’s such that

(D,≤) is isomorphic to (lim←−γ∈Γ (Dγ ,S),≤).

(iii) There exists a directed set (Γ,≤), a family (Dγ ,≤γ)γ∈Γ of posets satisfying the

ascending chain condition, and an inverse system S of epp’s such that (D,≤) is

isomorphic to (lim←−γ∈Γ (Dγ ,S),≤).

Proof. (i)⇒(iii). We find a directed set P of compact-valued projections such that

(D,≤,P) is a complete approximating pop (Theorem 3.48). Let p ∈ P and let A ⊆ p[D]

be directed. Then p[A] = A has a greatest element by Lemma 3.3. Lemma 3.50 tells us

that p[D] satisfies the ACC. Now the assertion follows from Theorem 3.40(1).

(iii)⇒(ii) results from Lemma 3.50. Observe that this lemma in particular implies

that the given epp’s are Scott-continuous.

(ii)⇒(i). Let S = {(fγµ, gγµ) : Dγ → Dµ | γ, µ ∈ Γ, γ ≤ µ}. Let (fγ , gγ) be the

embedding projection pair as defined on p. 15. By Theorem 3.40(2), (lim←−γ∈Γ (Dγ ,S),
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≤, {fγ ◦gγ | γ ∈ Γ}) is a (complete) approximating pop. Further, (lim←−γ∈Γ (Dγ ,S),≤) is a

dcpo and (fγ , gγ) is a Scott-continuous epp for all γ ∈ Γ (Lemma 1.4(1)). In particular,

fγ [Dγ ] = fγ [K(Dγ)] ⊆ K(lim←−γ∈Γ (Dγ ,S)). Hence, fγ ◦ gγ is a compact-valued projection

for all γ ∈ Γ . Therefore, (lim←−γ∈Γ (Dγ ,S),≤) and thus (D,≤) is a P-domain.

The reader having some knowledge in domain theory has surely noticed that P-

domains generalize a class of algebraic dcpo’s called “bifinite domains” (which are due

to Plotkin [47]). These domains are obtained when we replace the condition “posets sat-

isfying the ascending chain condition” by “finite posets” in Theorem 3.51(iii). Formally,

we have the following definition:

Definition. A poset (D,≤) is called a bifinite domain if there is a directed index set

(Γ,≤), a family (Dγ ,≤γ)γ∈Γ of finite posets, and an inverse system S = {(fγµ, gγµ) |
γ, µ ∈ Γ, γ ≤ µ} of embedding projection pairs such that (D,≤) is order isomorphic to

(lim←−γ∈Γ (Dγ ,S),≤).

The names profinite domains (Gunter [25]) or FB-domains (Jung [27], cf. also [1]) are

also in common use. By Theorem 3.51, a bifinite domain is a P-domain.

As to bifinite domains, there is a similar result to 3.51. It is due to Gunter [25,

Theorem 37], cf. also Jung [27, Theorems 1.26 and 3.11]:

3.52. Theorem (Gunter [25]). A dcpo (D,≤) is a bifinite domain if and only if there

exists some directed set P of Scott-continuous projections with finite range such that

supP = idD.

Proof. Clearly, if (D,≤) is a bifinite domain, then the assertion follows immediately from

Theorem 3.40(2). To prove the converse, note that (D,≤,P) is an approximating pop

which is complete in its pop uniformity by Proposition 2.25. Thus, Theorem 3.40(1)

implies that (D,≤) is a bifinite domain.

Jung [27] even shows that for a bifinite domain the set of all its Scott-continuous

projections with finite range is directed and has idD as supremum.

Next, we derive “internal” characterizations of P-domains. For this, the following

definition is crucial:

Definition. Let (D,≤) be a poset and let B,C ⊆ D. We say that C is complete for B

if, whenever B ≤ d for some d ∈ D, there is an element c ∈ C with B ≤ c ≤ d.

For all subsets A ⊆ D of a poset (D,≤) let mub(A) be the set of all minimal upper

bounds of A. Note that mub(A) may be empty. We say that (D,≤) has property m

(or: is mub-complete) if, for all finite subsets A ⊆ D, mub(A) is complete for A (cf.

[1, Def. 4.2.1.1], [25, p. 23], [27, p. 38]). For instance, it is well known that the set of

compact elements of a bifinite domain has property m. We note that this need not be

true for P-domains (see Example 3.55(a) below).

A poset (D,≤) has property M if it has property m and mub(A) is finite for all finite

subsets A ⊆ D (cf. [25, p. 23], [27, p. 38]). Again, the set of compact elements of a bifinite

domain has property M.
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For a subset A ⊆ D let (cf. [25, p. 23], [27, p. 38])

U(A) := {x ∈ D | x ∈ mub(M) for some finite subset M ⊆ A},
U0(A) := A,

Un+1(A) := U(Un(A)) for all n ∈ N0,

U∞(A) :=
⋃

n∈N0

Un(A).

Recall that if (D,≤) is a continuous dcpo, then minimal upper bounds of finite sets

of compact elements are again compact (cf. [1, Prop. 2.2.18.1], [27, Prop. 1.9]). In this

case we have U∞(A) ⊆ K(D) for all A ⊆ K(D).

There is a well known “internal” characterization of bifinite domains (see Plotkin [47,

Theorem 5], cf. also Gunter [25, Theorem 37], Jung [27, Theorem 1.32]):

An algebraic dcpo (D,≤) is bifinite if and only if K(D) has property m and U∞(A)

is finite for all finite sets A ⊆ K(D).

Clearly, in this case U∞(A) is complete for all (necessarily finite) subsets B ⊆ U∞(A).

Moreover, we obtain a compact-valued and image-finite projection pA : D → D by setting

pA(d) := sup(U∞(A) ∩ d↓) for all d ∈ D (cf. e.g. Jung [27, Prop. 1.31]). We will extend

this well known construction of projections to give a description of P-domains.

As the set of compact elements of a P-domain need not satisfy property m, the

following characterization (Theorem 3.53) is more abstract than the above mentioned

characterization of bifinite domains. But for algebraic dcpo’s (D,≤) with K(D) having

property m, we can formulate a simpler version of Theorem 3.53 using the U∞-operator,

(see Corollary 3.54 below).

3.53. Theorem. Let (D,≤) be an algebraic dcpo. Then the following are equivalent :

(i) (D,≤) is a P-domain.

(ii) There is a ⊆-monotone mapping C : Pfin(K(D)) → P(K(D)) satisfying the fol-

lowing conditions for all finite subsets A ⊆ K(D):

(1) A ⊆ C(A).

(2) C(A) is complete for all finite subsets B ⊆ C(A).

(3) C(A) satisfies the ascending chain condition.

(iii) There is a ⊆-monotone mapping C : Pfin(K(D)) → P(K(D)) satisfying the

following conditions for all finite subsets A ⊆ K(D):

(1) A ⊆ C(A).

(2) C(A) is complete for all subsets B ⊆ C(A).

Proof. (i)⇒(iii). By definition there is a directed family P of projections on D with

supP = idD and p[D] ⊆ K(D) for all p ∈ P . As follows, we choose inductively a

projection pA ∈ P for all finite subsets A ⊆ K(D) with the property pA(a) = a for

all a ∈ A and pA1
≤ pA2

for A1 ⊆ A2. For A = ∅ fix any p∅ ∈ P . Let A ⊆ K(D)

with |A| = n ≥ 1. There exist elements a1, . . . , an ∈ D and p1, . . . , pn ∈ P such that

A = {p1(a1), . . . , pn(an)} because K(D) =
⋃
p∈P p[D]. As P is directed, we can choose
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a projection pA ∈ P with pA ≥ p1, . . . , pn and pA ≥ pA\{a} for all a ∈ A. Therefore,

pA(a) = a for all a ∈ A (cf. Lemma 3.1).

Next we set C(A) := pA[D]. Clearly, A ⊆ C(A) ⊆ K(D). Let B ⊆ C(A) and let

d ∈ D such that B ≤ d. Then we have pA(d) ∈ C(A) and B = pA[B] ≤ pA(d) ≤ d; that

is, C(A) is complete for B.

Let A1 ⊆ A2 be finite subsets of K(D). Then we have pA1
≤ pA2

, and C(A1) ⊆ C(A2)

follows from Lemma 3.1.

(iii)⇒(ii). Let B ⊆ C(A) be directed and let d := supB. As C(A) is complete for

B, there is some c ∈ C(A) with B ≤ c ≤ d. Hence d = c ∈ K(D) and d is the greatest

element of B. Lemma 3.50 tells us that C(A) satisfies the ACC.

(ii)⇒(i). Let A ⊆ K(D) be finite and let d ∈ D. Condition (ii)(2), applied to the

empty set, implies that C(A) ∩ d↓ is non-empty. Let x, y ∈ C(A) ∩ d↓. Since C(A) is

complete for {x, y}, there is some z ∈ C(A) with {x, y} ≤ z ≤ d. Hence, C(A) ∩ d↓
is a directed subset of C(A). We define pA(d) := sup(C(A) ∩ d↓). This gives rise to a

mapping pA : D → D. Obviously, pA is monotone and pA ≤ idD. As C(A) satisfies

the ACC, pA(d) must be the greatest element of C(A) ∩ d↓ (Lemma 3.50). This yields

pA(pA(d)) = sup(C(A)∩ pA(d)↓) = pA(d). Therefore, pA is a compact-valued projection.

For finite subsets A1 ⊆ A2 of K(D) we have C(A1) ⊆ C(A2). This leads to pA1
≤ pA2

,

whence P := {pA | A ⊆ K(D) finite} is directed. We still have to show that supP = idD.

To see this, notice that p{x}(x) = sup(C({x}) ∩ x↓) = x for all x ∈ K(D) because

x ∈ C({x}). Consequently, {p(d) | p ∈ P} is a cofinal subset of K(D) ∩ d↓. As (D,≤) is

algebraic, we deduce d = sup(K(D) ∩ d↓) = supp∈P p(d).

We have just proven that an operator C given as in 3.53(iii) also satisfies the conditions

of 3.53(ii). An analysis of the implication (ii)⇒(i) in the above proof shows us that the

converse is true as well: a mapping C as in 3.53(ii) satisfies the conditions of 3.53(iii).

3.54. Corollary. Let (D,≤) be an algebraic dcpo and let K(D) have property m. Then

the following statements are equivalent :

(i) (D,≤) is a P-domain.

(ii) U∞(A) satisfies the ascending chain condition for all finite subsets A ⊆ K(D).

Proof. (i)⇒(ii). Let P be a directed set of compact-valued projections on D with supP =

idD. Let A ⊆ K(D) be finite. As seen in the proof above, there is a projection p ∈ P
such that p(a) = a for all a ∈ A. By definition of the U∞-operator it is easy to see

that p(x) = x for all x ∈ U∞(A). Let B ⊆ U∞(A) be directed. Then, by Theorem 3.48,

p[B] has a greatest element. As p[B] = B, we conclude that U∞(A) satisfies the ACC

(Lemma 3.50).

(ii)⇒(i). Let A ⊆ K(D) be finite. As K(D) has property m, we find U∞(A) to be

complete for all finite subsets B ⊆ U∞(A). Clearly, if A1 ⊆ A2, then U∞(A1) ⊆ U∞(A2).

We set C(A) := U∞(A) and complete the proof by applying Theorem 3.53(ii)⇒(i).

Let (D,≤) be a P-domain and let K(D) have property m. We have just shown

that the U∞-operator is a monotone mapping from Pfin(K(D)) to P(K(D)) satisfy-

ing the conditions of Theorem 3.53. Let us note that U∞ is even the least operator

C : Pfin(K(D)) → P(K(D)) with these properties. To see this, let A ⊆ K(D) be
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finite. We have to check that U∞(A) ⊆ C(A). We show this by induction. Clearly,

U0(A) = A ⊆ C(A). Let x ∈ Un+1(A). Then we find a finite set M ⊆ Un(A) with

x ∈ mub(M). As M ≤ x, as M ⊆ C(A) by induction hypothesis, and as C(A) is com-

plete for M , there is an element c ∈ C(A) with M ≤ c ≤ x. Consequently, x = c ∈ C(A).

3.55. Example. The following algebraic dcpo’s are well known not to be bifinite (see

e.g. [1, Fig. 12], [27, Fig. 1.3, 1.4, 1.5]). The first two satisfy the ACC and hence are

P-domains.

(a) (b) (c)

Fig. 3.5

(a) Figure 3.5(a) shows a P-domain (D,≤) in which K(D) = D does not have prop-

erty m.

(b) In Figure 3.5(b) a P-domain (D,≤) is shown in which K(D) = D has property m

(but not property M).

(c) The algebraic dcpo (whose set of compact elements has property M) in Figure

3.5(c) cannot be a P-domain due to Corollary 3.54.

3.5. Characterizations of bifinite domains

In this section we characterize bifinite domains as compact approximating pop’s and as

Lawson-compact P-domains.

The next theorem may be seen as the “pop analogue” to Theorem 2.47.

3.56. Theorem. Let D = (D,≤,P) be an approximating pop. Then the following are

equivalent :

(i) D is compact.

(ii) (D,≤) is an (algebraic) dcpo and each p ∈ P is a Scott-continuous projection

with finite range.

In this case, K(D) =
⋃
p∈P p[D]. The Lawson topology of (D,≤) coincides with the pop

topology.
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Proof. (i)⇒(ii). Proposition 3.16 tells us that all p ∈ P have finite range. Therefore,

condition (v) of Theorem 3.48 is satisfied implying that (D,≤) is an algebraic dcpo

with K(D) =
⋃
p∈P p[D]. In particular, each p ∈ P is Scott-continuous (Lemma 3.3).

Moreover, it follows from Corollary 2.49 that the Lawson topology and the pop topology

coincide.

(ii)⇒(i). D is totally bounded because of Proposition 3.16 and complete by virtue of

Proposition 2.25 (or Theorem 3.38).

The following corollary is similar to the characterization of FS-domains (Corol-

lary 2.51).

3.57. Corollary. Let (D,≤) be a poset. Then the following statements are equivalent :

(i) (D,≤) is a bifinite domain.

(ii) There exists a directed family P of projections such that (D,≤,P) is a compact

approximating pop.

Next, we show that P-domains with K(D) having property M have to be bifinite

already:

3.58. Theorem. Let (D,≤) be a poset. Then the following are equivalent :

(i) (D,≤) is a bifinite domain.

(ii) (D,≤) is a P-domain and K(D) has property M.

Proof. We need only prove (ii)⇒(i). Let A ⊆ K(D) be finite. We show that U∞(A) is

finite. We do this by contradiction and assume that U∞(A) is infinite. Then we may

follow the arguments of Smyth’s proof of Lemma 4 in [49], where König’s Lemma is

applied to show that there is a strictly increasing sequence in U∞(A) in contradiction to

Corollary 3.54. Alternatively, to prove the existence of such a sequence we can also use

selection functions as done in Jung [27, proof of Lemma 2.2].

Plotkin’s so-called “2/3-SFP Theorem” states that an algebraic dcpo (D,≤) is Law-

son-compact if and only if K(D) has property M (cf. e.g. [27, Cor. 4.19]). Therefore, we

immediately derive from Theorem 3.58:

3.59. Corollary. A P-domain is bifinite if and only if it is compact in its Lawson

topology.



4. HOMOMORPHISMS AND FUNCTION SPACES

OF POSETS WITH PROJECTIONS

We continue our investigation of posets with projections by studying structure preserving

maps between them. These mappings induce function spaces that can be turned into

pop’s again. We prove that properties such as completeness and compactness of the pop

uniformity are inherited by the function pop’s. Moreover, in a very basic setting we study

the question how to obtain both cartesian closed categories of pop’s and pop’s that are

isomorphic to their own exponent.

In Section 4.1 we state the definition of indexed pop’s or (I,≤)-pop’s. It is a very

slight extension of the definition of pop’s. Roughly speaking, an (I,≤)-pop is a pop

whose projection set is given by a monotone net (pi)i∈I of projections. The directed

index set (I,≤) is merely a fixed constant. We use it to define structure preserving

maps between (I,≤)-pop’s. Given two (I,≤)-pop’s (D,≤, (pi)i∈I) and (E,≤, (qi)i∈I),
we let a pop homomorphism be a mapping f : D → E that is compatible with the

partial orders as well as with the projections. The image of each projection pi can be

viewed as the “ith level of approximation” (cf. Spreen [50]). Hence, we require f to be

monotone and to preserve these levels of approximation. Besides homomorphisms, we also

consider weak homomorphisms. They are monotone maps satisfying a weaker condition

than homomorphisms.

Section 4.2 is devoted to a particular class of indexed pop’s, namely to (N0,≤)-

pop’s. We call them ω-pop’s. As we shall point out, “projection spaces” in the sense

of Ehrig, Große-Rhode and others [17, 23, 24], “rank ordered sets” investigated by Bruce

and Mitchell [8], and “pseudo rank ordered posets” as defined by Baier and Majster-

Cederbaum [2] may be regarded as ω-pop’s. Moreover, we investigate length, pseudo-

weight, and weight functions on posets (D,≤). Informally, if we think of D as a certain

set of “processes”, then d ≤ e can be interpreted as “d is a subprocess of e”. Now a

weight on D assigns to each process d ∈ D the maximal number of steps (possibly in-

finitely many) which an execution of d has to perform (cf. Baier and Majster-Cederbaum

[2, 40]). If d is a subprocess of e, then the weight of d is below the corresponding weight

of e. A pseudo-weight function dispenses with the latter condition. We show that there

is a one-to-one correspondence between pseudo-weight functions on posets and ω-pop’s.

Furthermore, we describe all ω-pop’s coming from a weight function. Then we study weak

homomorphisms and homomorphisms of ω-pop’s and characterize them in terms of some

canonical pseudo-ultrametric and the pseudo-weight. Finally, we apply our results to real

traces. In particular, we give an order-theoretic characterization of dfnf -isometries of real

[81]
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traces using the projection order induced by the Foata projections (Theorem 4.18).

Coming back to the general case, we discuss function spaces of (I,≤)-pop’s in Sec-

tion 4.3. We endow several sets of mappings between (I,≤)-pop’s with a canonical pop

structure. In particular, we consider function spaces of weak homomorphisms and homo-

morphisms. We prove that the uniformity of the function pop’s is the uniformity of uni-

form convergence. This enables us to show that completeness and compactness properties

transfer to function spaces. Finally, we obtain cartesian closed categories of (I,≤)-pop’s

with respect to both weak homomorphisms and homomorphisms. Concerning weak homo-

morphisms, the exponential object coincides with the function space (cf. Theorem 4.29).

This does not hold anymore when we deal with homomorphisms. Here, the exponential

object is “larger” than the function space (see Theorem 4.35). We also consider cartesian

closed categories of (I,≤)-pop’s whose underlying posets are dcpo’s and where all pop

structure preserving maps are required to be Scott-continuous (see Theorems 4.32 and

4.37). This enables us to apply Scott’s D∞-construction to get (I,≤)-pop’s that are pop

isomorphic to their own exponent (Theorem 4.42). Thus, we obtain new models of the

untyped λ-calculus.

The main results of this chapter concerning homomorphisms are presented in [35].

4.1. Homomorphisms and substructures of indexed pop’s

How can we compare pop’s? As is usual in mathematics, the answer should be: use

homomorphisms! Thus, how can we define a suitable notion of a “pop homomorphism”?

Consider, for instance, two pop’s (D,≤, {pn | n ∈ N0}) and (E,≤, {qn | n ∈ N0}) whose

projection sets are given by monotone sequences (pn)n∈N0
and (qn)n∈N0

, respectively.

Of course, a “pop homomorphism” f : D → E should be monotone. But we should also

require some compatibility condition between f and the projections pn and qn for all

n ∈ N0. For example, qn ◦ f = f ◦ pn would be fine. However, there are also pop’s whose

projection set is not given by a sequence (pn)n∈N0
. For this reason, we give the following

definition, which slightly extends the notion of a pop.

Definition. Let (I,≤) be a directed index set, let (D,≤) be a poset, and let (pi)i∈I be

a monotone net of projections on D. Then we call the triple D = (D,≤, (pi)i∈I) a poset

with (I,≤)-indexed projections, or (I,≤)-pop for short. The net (pi)i∈I is the projection

net of D.

Sometimes we use the notion of an indexed pop to indicate that we deal with (I,≤)-

pop’s for some directed set (I,≤).

Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let PD := {pi | i ∈ I}. It is obvious that

then DD := (D,≤,PD) is a pop, which we call the associated pop of D. Note that two

(I,≤)-pop’s may have the same associated pop. Conversely, each pop (D,≤,P) induces

a (P ,≤)-pop (D,≤, (p)p∈P).

We write UD for the pop uniformity of DD and say that UD is the pop uniformity of D.

Similarly for the pop topology τD. If the associated pop DD of an (I,≤)-pop D has some

property E, then we say that D has property E. For instance, if DD is approximating,
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then we say that D is approximating. Furthermore, if PD is Abelian, then we call (pi)i∈I
an Abelian projection net.

We define substructures of indexed pop’s as follows:

Definition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let X ⊆ D. We say that X

induces a subpop of D if pi[X] ⊆ X for all i ∈ I. Then, together with the induced order

and the restricted projections, we call X = (X,≤, (pi|X)i∈I) a subpop of D.

Clearly, any subpop X = (X,≤, (pi|X)i∈I) of an (I,≤)-pop is an (I,≤)-pop itself. If

D is approximating, then X is also approximating.

Next, we define homomorphisms between (I,≤)-pop’s. As mentioned before, we re-

quire them to be compatible both with the partial orders and with the projections. We

also introduce the notion of a weak homomorphism, which satisfies a weaker condition

than a homomorphism.

Definition. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and let

f : D → E.

(1) We call f non-expansive if qi ◦ f = qi ◦ f ◦ pi for all i ∈ I (see Figure 4.1).

D

piD
f

E

qi = D
f

E

qiE

E

Fig. 4.1. The condition qi ◦ f = qi ◦ f ◦ pi

(2) The mapping f commutes with all projections if qi ◦ f = f ◦ pi for all i ∈ I

(cf. Figure 4.2).

D

=pi

f
E

qi

D
f

E

Fig. 4.2. The condition qi ◦ f = f ◦ pi

(3) We say that f is a weak (pop) homomorphism if f is monotone and non-expansive.

(4) We call f a (pop) homomorphism provided that f is monotone and commutes

with all projections.

(5) We say that f is a (pop) embedding if f is an order embedding and a pop homo-

morphism.



84 4. Homomorphisms and function spaces of posets with projections

(6) Finally, f is a (pop) isomorphism if f is both an order isomorphism and a pop

homomorphism. Two (I,≤)-pop’s are said to be (pop) isomorphic if there exists

a pop isomorphism between them.

We remark here that for projection spaces, non-expansive mappings and mappings

that commute with all projections were introduced by Ehrig et al. [17] (see also [23, 24])

as “projection compatible mappings” and “projection morphisms”, respectively.

The property of f : D → E being non-expansive has a topological motivation. In

the case of (I,≤) = (N0,≤) we will show (Proposition 4.12 below) that non-expansive

mappings f in the sense of the previous definition are precisely the (metrically non-

expansive) mappings satisfying %E(f(d1), f(d2)) ≤ %D(d1, d2) for all d1, d2 ∈ D, where

%D and %E are canonical pseudo-ultrametrics (cf. Section 4.2 below).

Intuitively, the image pi(d) can be seen as the “ith approximation” of the element

d ∈ D. Hence, the property of f : D → E to commute with all projections means that

f preserves all levels of approximation: the ith approximation of f(d) coincides with the

image of the ith approximation of d.

Clearly, if f : D → E commutes with all projections, then it is non-expansive. Hence,

homomorphisms are weak homomorphisms. Each non-expansive mapping is uniformly

continuous with respect to the pop uniformities. Some further relations between the

above definitions are listed in the following lemma. The equivalence (3)(ii)⇔(iii) for

approximation structures can be found in [50, Lemma 9].

4.1. Lemma. Let (D,≤, (pi)i∈I) and (E,≤, (qi)i∈I) be (I,≤)-pop’s and let f : D → E.

(1) The following are equivalent :

(i) f is non-expansive.

(ii) (f × f)[ker pi] ⊆ ker qi for all i ∈ I.

(iii) ker pi ⊆ ker(qi ◦ f) for all i ∈ I.

The next statement is necessary and , if f is monotone, also sufficient for the

previous ones :

(iv) qi ◦ f ≤ f ◦ pi for all i ∈ I.

(2) f is a weak homomorphism if and only if f is monotone and qi ◦ f ≤ f ◦ pi for

all i ∈ I.

(3) The following are equivalent :

(i) f commutes with all projections.

(ii) f is non-expansive and f ◦ pi = qi ◦ f ◦ pi for all i ∈ I.

(iii) f is non-expansive and f [pi[D]] ⊆ qi[E] for all i ∈ I.

In particular , f is a homomorphism if and only if f is a weak homomorphism

with f ◦ pi = qi ◦ f ◦ pi for all i ∈ I if and only if f is a weak homomorphism with

f [pi[D]] ⊆ qi[E] for all i ∈ I.

(4) Let f be bijective. If f commutes with all projections , then f and f−1 are non-

expansive. If f is monotone and f and f−1 are non-expansive, then f commutes

with all projections.
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(5) f is a pop isomorphism if and only if f is bijective and both f and f−1 are weak

homomorphisms.

Proof. (1) Clearly, (ii) and (iii) are equivalent.

(i)⇒(ii). Let i ∈ I and let d, e ∈ D with pi(d) = pi(e). Then qi(f(d)) = qi(f(pi(d))) =

qi(f(pi(e))) = qi(f(e)).

(ii)⇒(i). Let d ∈ D and let i ∈ I. As (pi(d), d) ∈ ker pi, we infer qi(f(pi(d))) =

qi(f(d)).

(i)⇒(iv). qi ◦ f = qi ◦ f ◦ pi ≤ f ◦ pi for all i ∈ I.

(iv)⇒(i). Let f be monotone. Then for all i ∈ I we have qi ◦f = qi ◦ qi ◦f ≤ qi ◦f ◦pi
≤ qi ◦ f , whence qi ◦ f = qi ◦ f ◦ pi.

(2) follows from (1) (i)⇔(iv).

(3) (i)⇔(ii) and (ii)⇒(iii) are clear. To prove (iii)⇒(ii), let d ∈ D and let i ∈ I. We

find some e ∈ E with f(pi(d)) = qi(e). Thus, qi(f(pi(d))) = qi(e) and so f(pi(d)) =

qi(f(pi(d))). Notice that in fact we have shown f ◦ pi = qi ◦ f ◦ pi to be equivalent to

f [pi[D]] ⊆ qi[E].

(4) Let f be bijective. First assume that f commutes with all projections. Then f−1

commutes with all projections as well. We conclude that f and f−1 are non-expansive.

Now let f be monotone and let f and f−1 be non-expansive. Let i ∈ I. Then we have

qi ◦ f ≤ f ◦ pi and pi ◦ f−1 ≤ f−1 ◦ qi by (1). From the latter inequality we deduce

f ◦ pi ≤ qi ◦ f because f is monotone. This yields the assertion.

(5) results from (4).

There is an obvious connection between subpop’s and pop embeddings: let D =

(D,≤, (pi)i∈I) be an (I,≤)-pop. If X = (X,≤, (pi|X)i∈I) is a subpop of D, then the

inclusion map idX,D is a pop embedding. Conversely, let E = (E,≤, (qi)i∈I) be an (I,≤)-

pop and let f : D → E be a pop embedding. Then f [D] induces a subpop of E that is

pop isomorphic to D.

A natural question is when all projections pi of an (I,≤)-pop (D,≤, (pi)i∈I) are also

(weak) homomorphisms. Abelian projection nets give the answer:

4.2. Lemma. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Then the following are equivalent :

(i) (pi)i∈I is Abelian.

(ii) pi is a homomorphism for all i ∈ I.

(iii) pi is a weak homomorphism for all i ∈ I.

(iv) pi[D] induces a subpop of D for all i ∈ I.

Proof. (i)⇒(ii) and (ii)⇒(iv) are trivial.

(iv)⇒(iii). Let i ∈ I. Then pj(pi(d)) ∈ pi[D] for all j ∈ I and all d ∈ D because

pi[D] induces a subpop. Thus, pj(pi(d)) = pi(pj(pi(d))) ≤ pi(pj(d)) for all j ∈ I, d ∈ D.

Because of Lemma 4.1(2), pi is non-expansive.

(iii)⇒(i). Let i, j ∈ I. Then pj ◦ pi ≤ pi ◦ pj ≤ pj ◦ pi by Lemma 4.1(2); hence

pj ◦ pi = pi ◦ pj .
4.3. Lemma. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s such that

(pi)i∈I and (qi)i∈I are Abelian. Then any mapping f : D → E that commutes with all
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projections is monotone with respect to the projection orders , i.e. f is a homomorphism

from (D,v{pi|i∈I}, (pi)i∈I) to (E,v{qi|i∈I}, (qi)i∈I). If , furthermore, f is injective, then

f is an embedding of (D,v{pi|i∈I}, (pi)i∈I) into (E,v{qi|i∈I}, (qi)i∈I).

Proof. This results from the definition of the projection order (p. 52).

Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let E = (E,≤, (qj)j∈J) be a (J,≤)-pop.

For all i ∈ I and all j ∈ J define pij := pi and qij := qj . Obviously, D′ := (D,≤,
(pij)(i,j)∈I×J) and E ′ := (E,≤, (qij)(i,j)∈I×J) are (I × J,≤)-pop’s with DD′ = DD and

EE′ = EE . Therefore, if we really want to compare an (I,≤)-pop with a (J,≤)-pop, we

could do this by switching to the product index set (I×J,≤). Nevertheless, one should be

careful with this. Comparing D with E and comparing D′ with E ′ could yield two different

results. For instance, let D = (D,≤, (pi)i∈I) be an (I,≤)-pop such that there are indices

i0, j0 ∈ I with pi0 6= pj0 . Clearly, the identity is a pop isomorphism from D onto itself.

Now consider D′ = (D,≤, (pij)(i,j)∈I×I) with pij = pi and E ′ = (D,≤, (qij)(i,j)∈I×I) with

qij = pj for all i, j ∈ I. Then the identity is not a pop homomorphism from D′ to E ′
because qi0j0 ◦ idD = pj0 6= pi0 = idD ◦ pi0j0 .

4.2. ω-pop’s and length functions

In this section we consider (N0,≤)-pop’s. We call them ω-pop’s in what follows. Recall

that the pop uniformity of an ω-pop D = (D,≤, (pn)n∈N0
) can be given by a pseudo-

ultrametric: for all d, e ∈ D let

`D(d, e) := sup{n ∈ N0 | pn(d) = pn(e)} ∈ N0 ∪ {∞},
%D(d, e) := 2−`D(d,e) (with 2−∞ := 0).

Theorem 3.15(1) tells us that %D is a pseudo-ultrametric on D that induces the pop uni-

formity. We call %D the canonical pseudo-ultrametric of D. Note that we have `D(d, e) ≥ n
if and only if pn(d) = pn(e) and, moreover, `D(d, e) = n if and only if pn(d) = pn(e) and

pn+1(d) 6= pn+1(e) (cf. also 3.15(1)).

4.4. Example. Let (Σ,D) be a dependence alphabet.

(a) Let D1 = (R(Σ,D),≤, (pn)n∈N0
) and D2 = (R(Σ,D),≤, (hn)n∈N0

), where the

projections pn and hn are defined as in Example 3.35. Then %D1
= dpref and %D2

= dfnf

(cf. 3.35).

(b) Let D3 = (Fα(Σ,D),v, (hn)n∈N0
) and D4 = (Fδ(Σ,D),v, (hn)n∈N0

) with the

projections hn as in Example 3.36. Then %D3
= dα and %D4

= dδ.

In the following we compare ω-pop’s to “projection spaces” investigated by Ehrig,

Große-Rhode and others [17, 23, 24], to “rank ordered sets” defined by Bruce and

Mitchell [8], and to “pseudo rank ordered posets” studied by Baier and Majster-Ceder-

baum [2]. It turns out that each projection space and any rank ordered set can be turned

into an ω-pop using the projection order as underlying partial order. Moreover, each

pseudo rank ordered poset is a special ω-pop.
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ω-pop’s versus projection spaces. A projection space is a pair (D, p) consisting of a

set D and a mapping p : N0 ×D → D such that p(n, p(m, d)) = p(min{m,n}, d) for all

m,n ∈ N0 and all d ∈ D (cf. [23, 24]).

To turn (D, p) into an ω-pop, we have to define a suitable partial order and a monotone

sequence (pn)n∈N0
of projections. As to the latter, for all n ∈ N0 we define pn : D → D

by pn(d) := p(n, d) for all d ∈ D. Clearly, ({pn | n ∈ N0}, ◦) is an Abelian semigroup

of idempotent mappings. Moreover, for all m,n ∈ N0 we have pm ◦ pmax{m,n} = pm and

pn◦pmax{m,n} = pn. Taking the projection order of (D, {pn | n ∈ N0}), we obtain an ω-pop

(D,v{pn|n∈N0}, (pn)n∈N0
) by virtue of Proposition 3.23. We call it induced by (D, p).

Conversely, let (D,≤, (pn)n∈N0
) be an ω-pop. Letting p : N0 ×D → D be defined by

p(n, d) := pn(d) for all n ∈ N0 and all d ∈ D, we infer that (D, p) is a projection space

because of Lemma 3.1. It is the projection space induced by (D,≤, (pn)n∈N0
).

In [17] the following additional axiom is required in the definition of a projection

space:

∀d, e ∈ D : (∀n ∈ N0 : p(n, d) = p(n, e))⇒ d = e.

If (D, p) is a projection space satisfying this condition, then its induced ω-pop is Haus-

dorff. This follows from Proposition 3.18(2). On the other hand, if (D,≤, (pn)n∈N0
) is a

Hausdorff ω-pop, then the induced projection space satisfies the above condition by the

same result. Note that this is equivalent to saying that the canonical pseudo-ultrametric

of (D,≤, (pn)n∈N0
) is in fact an ultrametric.

ω-pop’s versus rank ordered sets. A rank ordered set (D, (pn)n∈N0
) in the sense of

Bruce and Mitchell [8] consists of a set D and self-maps pn : D → D for all n ∈ N0 such

that:

(1) p0 is a constant map.

(2) pm ◦ pn = pmin{m,n} for all m,n ∈ N0.

(3) For all sequences (dn)n∈N0
in D with dn = pn(dn+1) for all n ∈ N0 there exists

a unique d ∈ D such that dn = pn(d) for all n ∈ N0.

Because of condition (2) we may view a rank ordered set as a projection space

by defining p as above. Thus, with the projection order, we obtain an ω-pop D =

(D,v{pn|n∈N0}, (pn)n∈N0
). Condition (3) is a completeness property: it implies that the

underlying uniform space of D is both Hausdorff and complete. The Hausdorff property

follows from Proposition 3.18(2) and the uniqueness condition of (3) applied to sequences

(pn(d))n∈N0
and (pn(e))n∈N0

with pn(d) = pn(e) for all n ∈ N0. In order to prove com-

pleteness, let (en)n∈N0
be a Cauchy sequence in D. Using Lemma 3.37, we find by induc-

tion a subsequence (enk)k∈N0
such that pk(en) = pk(enk) for all k ∈ N0 and all n ≥ nk.

Then pk(enk) = pk(enk+1
) = pk(pk+1(enk+1

)); hence by (3) there is a d ∈ D with pk(d) =

pk(enk) = pk(en) for all k ∈ N0 and all n ≥ nk. Consequently, (en)n∈N0
converges to d.

ω-pop’s versus pseudo rank orderings. Roughly speaking, ω-pop’s and pseudo rank

ordered posets are much the same thing. Formally, Baier and Majster-Cederbaum [2]
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define a pseudo rank ordering to be a sequence (πn)n∈N0
of mappings from a pointed

poset (D,≤) into itself such that the following conditions hold:

(1) π0 sends all elements to the least element of (D,≤).

(2) πn preserves suprema of monotone sequences (i.e. πn is ω-continuous) for all

n ∈ N0.

(3) πn ≤ idD for all n ∈ N0.

(4) πm ◦ πn = πn ◦ πm = πm for all 0 ≤ m ≤ n.

In this case, (D,≤, (πn)n∈N0
) is said to be a pseudo rank ordered poset. Thus, in view of

Lemma 3.1, pseudo rank ordered posets are precisely the ω-pop’s (D,≤, (pn)n∈N0
) with

(D,≤) having a least element ⊥ such that all pn are ω-continuous and p0(d) = ⊥ for all

d ∈ D.

A rank ordered poset is a pseudo rank ordered poset (D,≤, (πn)n∈N0
) satisfying

∀d, e ∈ D : (∀n ∈ N0 : πn(d) = πn(e))⇒ d = e;

cf. the analogous condition for projection spaces on p. 87. This condition is equivalent to

the Hausdorff property of the ω-pop (D,≤, (πn)n∈N0
) (see again Proposition 3.18(2)).

ω-pop’s induced by weight functions. Let (D,≤) be a poset. We define a length

function to be a mapping |·| : D → N0 ∪ {∞} such that sup{x ∈ D | x ≤ d, |x| ≤ n}
exists for all n ∈ N0 and all d ∈ D.

For instance, if (D,≤) is a bcpo with least element, then {x ∈ D | x ≤ d, |x| ≤ n} ⊆ d↓
has a supremum for any mapping |·| : D → N0 ∪ {∞}.

4.5. Proposition. Let (D,≤) be a poset and let |·| : D → N0 ∪ {∞} be a length function

on D. For all n ∈ N0 define a mapping q
|·|
n : D → D by

q|·|n (d) := sup{x ∈ D | x ≤ d, |x| ≤ n} (d ∈ D).

Then D = (D,≤, (q|·|n )n∈N0
) is an ω-pop. Furthermore, we have

`D(d, e) = sup{n ∈ N0 | x ≤ d⇔ x ≤ e for all x ∈ D with |x| ≤ n}.

Proof. Let n ∈ N0 and let d ∈ D. Clearly, q
|·|
n (d) ≤ d. We show that {x ∈ D |

x ≤ d, |x| ≤ n} = {x ∈ D | x ≤ q
|·|
n (d), |x| ≤ n}. The inclusion ⊇ is obvious. Let

x ∈ D with x ≤ d and |x| ≤ n. By definition of q
|·|
n (d) we have x ≤ q

|·|
n (d). There-

fore, both sets are equal; hence the suprema are the same, i.e. q
|·|
n (d) = q

|·|
n (q

|·|
n (d)). Let

d, e ∈ D with d ≤ e. Then {x ∈ D | x ≤ d, |x| ≤ n} ⊆ {x ∈ D | x ≤ e, |x| ≤ n} and thus

q
|·|
n (d) ≤ q

|·|
n (e). Next, as {x ∈ D | x ≤ d, |x| ≤ n} ⊆ {x ∈ D | x ≤ d, |x| ≤ n + 1}, we

infer q
|·|
n (d) ≤ q|·|n+1(d).

Now we prove that the sets {n ∈ N0 | q|·|n (d) = q
|·|
n (e)} and {n ∈ N0 | x ≤ d

⇔ x ≤ e for all x ∈ D with |x| ≤ n} are the same. Let n ∈ N0 such that q
|·|
n (d) = q

|·|
n (e).

Then, as we have seen above, {x ∈ D | x ≤ d, |x| ≤ n} = {x ∈ D | x ≤ q
|·|
n (d), |x| ≤

n} = {x ∈ D | x ≤ q
|·|
n (e), |x| ≤ n} = {x ∈ D | x ≤ e, |x| ≤ n}; hence x ≤ d if and only

if x ≤ e for all |x| ≤ n. Conversely, let n ∈ N0 with x ≤ d if and only if x ≤ e for all

|x| ≤ n. Then q
|·|
n (d) = q

|·|
n (e) by definition of q

|·|
n .
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We call (D,≤, (q|·|n )n∈N0
) the ω-pop induced by the length function |·|. A length function

|·| induces an ω-pop (D,≤, (pn)n∈N0
) if pn = q

|·|
n for all n ∈ N0.

4.6. Remark. Let |·| : D → N0 ∪ {∞} be a length function on D and let D = (D,≤,
(q
|·|
n )n∈N0

) be the induced ω-pop. If d ∈ D and n ∈ N0 with |d| ≤ n, then q
|·|
n (d) = d.

This follows immediately from the definition of the projections q
|·|
n .

A pseudo-weight function is a length function ‖·‖ : D → N0∪{∞} with ‖q‖·‖n (d)‖ ≤ n
for all d ∈ D and all n ∈ N0. In other words, a pseudo-weight function is a mapping

‖·‖ : D→N0∪{∞} such that for all d∈D and all n∈N0 the set {x∈D | x≤d, ‖x‖≤n}
has a greatest element (which is q

‖·‖
n (d) then).

4.7. Remark. Let ‖·‖ : D → N0 ∪ {∞} be a pseudo-weight function on D and let

D = (D,≤, (q‖·‖n )n∈N0
) be the induced ω-pop. Let d ∈ D and let n ∈ N0. Then ‖d‖ ≤ n

if and only if q
‖·‖
n (d) = d (cf. Remark 4.6). In particular, ‖d‖ ∈ N0 if and only if d ∈⋃

n∈N0
q
‖·‖
n [D]. Moreover, ‖d‖ = inf{n ∈ N0 | q‖·‖n (d) = d} (cf. [2, Rem. 2.28]).

It turns out that each ω-pop comes from a pseudo-weight function. This is implicitly

stated in [2]. On the other hand, there cannot be two different pseudo-weight functions

inducing the same ω-pop:

4.8. Proposition. Let D = (D,≤, (pn)n∈N0
) be an ω-pop.

(1) (cf. [2, Rem. 2.28]) Let ‖d‖ := inf{n ∈ N0 | pn(d) = d} for all d ∈ D. Then this

definition yields a pseudo-weight function ‖·‖ inducing D.

(2) If ‖·‖1 and ‖·‖2 are pseudo-weight functions inducing D, then ‖·‖1 = ‖·‖2.

Proof. (1) Let d ∈ D and let n ∈ N0. Clearly, pn(d) ≤ d and ‖pn(d)‖ ≤ n because

pn(pn(d)) = pn(d). Hence, pn(d) ∈ {x ∈ D | x ≤ d, ‖x‖ ≤ n}. Let x ≤ d with ‖x‖ ≤ n.

Then, as {m ∈ N0 | pm(x) = x} is an upper set, we infer pn(x) = x ≤ d, whence

x = pn(x) ≤ pn(d). Thus, pn(d) = q
‖·‖
n (d), implying the result.

(2) As q
‖·‖1
n = pn = q

‖·‖2
n for all n ∈ N0, Remark 4.7 yields ‖d‖1 = ‖d‖2 for all

d ∈ D.

Thus, due to Proposition 4.8, each ω-pop D has precisely one pseudo-weight function

that induces D.

4.9. Proposition. Let D = (D,≤, (pn)n∈N0
) be an ω-pop. Let |·| be any length function

inducing D. Then the pseudo-weight function ‖·‖ of D satisfies ‖d‖ ≤ |d| for all d ∈ D.

Thus , ‖·‖ is the smallest length function inducing D.

Proof. Proposition 4.8 tells us that D is induced by ‖·‖. Let d ∈ D. Then ‖d‖ = n ∈ N
if and only if pn(d) = d and pn−1(d) 6= d, see Remark 4.7. In this case, if we had |d| < n,

then d ∈ {x ∈ D | x ≤ d, |x| ≤ n − 1}, whence d ≤ pn−1(d), a contradiction. Thus,

‖d‖ = n ≤ |d|. Clearly, this is also true for n = 0. Let ‖d‖ = ∞, i.e. pn(d) 6= d for all

n ∈ N0. Similarly, |d| <∞ would yield a contradiction.

As mentioned before, a “weight” on D assigns to any process d ∈ D the maximal

number of steps required for an execution of d. This happens in such a way that for all

natural numbers n below the weight of d there is a greatest subprocess of d of weight

at most n that coincides with d in the first n steps. Further, if d is a subprocess of e,
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then it is natural to assume that the weight of d is below the corresponding weight of e.

This motivates the following definition (cf. [2, Def. 2.7]): a weight function is a monotone

pseudo-weight function.

In general, an ω-pop is not induced by a weight function. We give an equivalent

description of all ω-pop’s coming from a weight function:

4.10. Proposition. Let (D,≤) be a poset.

(1) Let ‖·‖ : D → N0∪{∞} be a weight function. Then (D,≤, (q‖·‖n )n∈N0
) is an ω-pop

with all projections q
‖·‖
n downwards closed (n ∈ N0).

(2) Let D = (D,≤, (pn)n∈N0
) be an ω-pop such that pn is downwards closed for all

n ∈ N0. Then the pseudo-weight function of D is a weight function.

Proof. (1) Let n ∈ N0 and let d, e ∈ D with d ≤ q
‖·‖
n (e). Then ‖d‖ ≤ ‖q‖·‖n (e)‖ ≤ n.

Therefore, q
‖·‖
n (d) = d (see Remark 4.7).

(2) Let ‖·‖ be the canonical pseudo-weight function of D. We need to show that ‖·‖ is

monotone. Let d, e ∈ D with d ≤ e. Let m ∈ N0 be such that pm(e) = e. Then d ≤ pm(e),

whence pm(d) = d. Consequently, {m ∈ N0 | pm(d) = d} ⊇ {m ∈ N0 | pm(e) = e} and so

‖d‖ ≤ ‖e‖.
Hence, ω-pop’s induced by weight functions are precisely the ω-pop’s with downwards

closed projections.

4.11. Example. Let (Σ,D) be a dependence alphabet.

(a) As (R(Σ,D),≤) is a bcpo with least element (Theorem 1.7), the map |·| assigning

the length |t| to each real trace t is a length function. Let t = [V,E, λ] ∈ R(Σ,D)

and let n ∈ N0. Then we have q
|·|
n (t) = sup{s ∈ R(Σ,D) | s ≤ t, |s| ≤ n} = pn(t),

where pn is defined as in Example 3.35(a). That is, pn(t) = [Wn, E|Wn×Wn
, λ|Wn

] with

Wn := {v ∈ V | |v↓E∗ | ≤ n} (cf. 3.35(a)). In general, |·| is not a pseudo-weight function.

The pseudo-weight function ‖·‖ of (R(Σ,D),≤, (pn)n∈N0
) can be computed as follows: for

each real trace t = [V,E, λ] and each n ∈ N0 we have pn(t) = t if and only if |v↓E∗ | ≤ n

for each vertex v ∈ V of t. Thus, by Proposition 4.8, ‖t‖ = sup{|v↓E∗ | | v ∈ V } and

pn = q
‖·‖
n for all n ∈ N0. It is obvious that ‖·‖ is monotone, i.e. ‖·‖ is in fact a weight

function. We call it the weight of traces.

(b) Let t = [V,E, λ] ∈ R(Σ,D) and define h(t) := sup{h(v) | v ∈ V }. We call h(t) the

height of t. This yields a length function h : R(Σ,D) → N0 ∪ {∞}. For n ∈ N0 we have

qhn(t) = sup{s ∈ R(Σ,D) | s ≤ t, h(s) ≤ n}. Similarly to the equation q
|·|
n (t) = pn(t)

(see (a) and Example 3.35(a)), we obtain qhn(t) = hn(t); hence qhn coincides with the

Foata projection hn and (R(Σ,D),≤, (hn)n∈N0
) is induced by h. By Proposition 4.5,

`fnf(s, t) = sup{n ∈ N0 | p ≤ s⇔ p ≤ t for all p ∈ R(Σ,D) with h(p) ≤ n}.
Notice that h(qhn(t)) = h(hn(t)) ≤ n for all t ∈ R(Σ,D). Moreover, it is obvious that

h is monotone. Therefore, h is a weight function.

Note further that h(t) ≤ ‖t‖ ≤ |t| for all t ∈ R(Σ,D). It is not difficult to show that

h = ‖·‖ if and only if D is transitive and ‖·‖ = |·| if and only if D = Σ2.

Non-expansive and non-pseudo-weight increasing mappings of ω-pop’s. In the

remainder of this section we shall study mappings between ω-pop’s that are non-expansive
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or that commute with all projections. They turn out to be characterizable by properties

of the canonical pseudo-ultrametric (see p. 86) and the pseudo-weight function (cf. Propo-

sition 4.8).

We begin by showing that non-expansive mappings are exactly the maps that are

metrically non-expansive with respect to the canonical pseudo-ultrametrics. For the “if”

part in (1) of the following proposition, an analogous statement for projection spaces is

given in [17, Fact 1.12(2)].

4.12. Proposition. Let D = (D,≤, (pn)n∈N0
) and E = (E,≤, (qn)n∈N0

) be ω-pop’s and

let f : D → E.

(1) f is (%D, %E)-non-expansive if and only if f is non-expansive.

(2) %E(f(d1), f(d2)) ≥ %D(d1, d2) for all d1, d2 ∈ D if and only if ker pn ⊇ ker(qn ◦ f)

for all n ∈ N0.

Proof. (1) We have %E(f(d1), f(d2)) ≤ %D(d1, d2) for all d1, d2 ∈ D if and only if

`E(f(d1), f(d2)) = sup{n ∈ N0 | qn(f(d1)) = qn(f(d2))} ≥ sup{n ∈ N0 | pn(d1) =

pn(d2)} = `D(d1, d2) for all d1, d2 ∈ D. The latter holds if and only if {n ∈ N0 |
qn(f(d1)) = qn(f(d2))} ⊇ {n ∈ N0 | pn(d1) = pn(d2)} for all d1, d2 ∈ D (because these

sets are lower sets of non-negative integers). Clearly, this is equivalent to (d1, d2) ∈ ker pn
implying (d1, d2) ∈ ker(qn◦f) for all n ∈ N0 and all d1, d2 ∈ D; that is, ker pn ⊆ ker(qn◦f)

for all n ∈ N0. Then the assertion follows from Lemma 4.1(1)(i)⇔(iii).

(2) is proven similarly to (1).

4.13. Corollary. Let D = (D,≤, (pn)n∈N0
) and E = (E,≤, (qn)n∈N0

) be ω-pop’s and

let f : D → E.

(1) f is (%D, %E)-isometric if and only if ker pn = ker(qn ◦ f) for all n ∈ N0.

(2) Let f be bijective. Then f is a (%D, %E)-isometry if and only if qn ◦ f = qn ◦ f ◦ pn
and pn ◦ f−1 = pn ◦ f−1 ◦ qn for all n ∈ N0.

We know that non-expansive mappings f : D → E, i.e. mappings f with qn ◦ f =

qn◦f ◦pn for all n ∈ N0, can be described using the pseudo-ultrametrics %D and %E . What

about mappings with the property that f ◦pn = qn ◦ f ◦pn for all n ∈ N0? The latter can

be seen as the “second condition” for a mapping to commute with all projections (whilst

“non-expansive” is the “first condition”, cf. Lemma 4.1(3)). To give a characterization of

these mappings, we define f : D → E to be non-pseudo-weight increasing provided that

‖f(d)‖E ≤ ‖d‖D for all d ∈ D, where ‖·‖D and ‖·‖E are the pseudo-weight functions of

D and E , respectively.

4.14. Proposition. Let D = (D,≤, (pn)n∈N0
) and E = (E,≤, (qn)n∈N0

) be ω-pop’s and

let f : D → E. Then we have f ◦ pn = qn ◦ f ◦ pn for all n ∈ N0 if and only if f is

non-pseudo-weight increasing.

Proof. To prove the “if” part, let n ∈ N0 and let d ∈ D. As ‖f(pn(d))‖E ≤ ‖pn(d)‖D
≤ n, we deduce by Remark 4.7 that qn(f(pn(d))) = f(pn(d)). Conversely, let d ∈ D.

We may assume n := ‖d‖D ∈ N0. Then, again by 4.7, ‖f(d)‖E = ‖f(pn(d))‖E =

‖qn(f(pn(d)))‖E ≤ n = ‖d‖D.
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We are now able to characterize mappings that commute with all projections as those

which are metrically non-expansive and non-pseudo-weight increasing. In the case of bi-

jections, we can strengthen this result. For this, we define a mapping f : D → E between

two ω-pop’s D and E to be pseudo-weight preserving if ‖f(d)‖E = ‖d‖D for all d ∈ D.

4.15. Theorem. Let D = (D,≤, (pn)n∈N0
) and E = (E,≤, (qn)n∈N0

) be ω-pop’s and let

f : D → E.

(1) The following are equivalent :

(i) f commutes with all projections.

(ii) f is (%D, %E)-non-expansive and non-pseudo-weight increasing.

(2) The following are equivalent :

(i) f is bijective and commutes with all projections.

(ii) f is a (%D, %E)-isometry that is pseudo-weight preserving.

(iii) f is a pop isomorphism from (D,v{pn|n∈N0}, (pn)n∈N0
) onto (E,v{qn|n∈N0},

(qn)n∈N0
).

(3) The following are equivalent :

(i) f is a pop isomorphism from D onto E.

(ii) f is an order isomorphism from (D,≤) onto (E,≤) and a (%D, %E)-isometry.

(iii) f is an order isomorphism from (D,≤) onto (E,≤) and pseudo-weight pre-

serving.

Proof. (1) follows from Propositions 4.12 and 4.14.

(2) (iii)⇒(ii) follows from part (3) and (ii)⇒(i) from part (1) of this theorem. (i)⇒(iii)

is a consequence of Lemma 4.3.

(3) (i)⇒(ii) and (i)⇒(iii) are trivial. To prove (ii)⇒(i), note that f and f−1 are non-

expansive (Proposition 4.12). By Lemma 4.1(5), f is a pop isomorphism. Finally, we show

(iii)⇒(i). For all n ∈ N0 we have f ◦ pn = qn ◦ f ◦ pn and f−1 ◦ qn = pn ◦ f−1 ◦ qn by

Proposition 4.14. From the first equality we deduce f ◦ pn ≤ qn ◦ f , the latter implies

f−1 ◦ qn ≤ pn ◦ f−1 and thus qn ◦ f ≤ f ◦ pn. Hence, f commutes with all projections.

4.16. Example. Let (Σ1, D1) and (Σ2, D2) be two dependence alphabets and consider

the ω-pop’s (R(Σ1, D1),≤, (pn)n∈N0
) and (R(Σ2, D2),≤, (pn)n∈N0

), where the projections

pn are those of Example 3.35(a) (cf. also 4.11(a)). Let f : R(Σ1, D1)→ R(Σ2, D2). Then

Theorem 4.15(2) tells us that f is a weight preserving (dpref , dpref)-isometry if and only

if f is a bijection that commutes with all projections pn.

4.17. Proposition. Let (Σ1, D1) and (Σ2, D2) be two dependence alphabets and consider

the ω-pop’s (R(Σ1, D1),≤, (pn)n∈N0
) and (R(Σ2, D2),≤, (pn)n∈N0

). Let f : R(Σ1, D1)→
R(Σ2, D2) be length preserving, i.e. |f(t)| = |t| for all t ∈ R(Σ1, D1). Then f is a

(dpref , dpref)-isometry if and only if f is a bijection that commutes with all projections pn.

In this case f is also weight preserving.

Proof. From the previous example we know that f is a weight preserving (dpref , dpref)-

isometry if (and only if) f is a bijection that commutes with all projections pn. This

proves the “if” part. Conversely, let f be a (dpref , dpref)-isometry. Let t ∈ R(Σ1, D1) and
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let n ∈ N0. Let t′ := f(pn(t)). As `pref(pn(t), f−1(pn(t′))) = `pref(f(pn(t)), pn(t′)) =

`pref(f(pn(t)), pn(f(pn(t)))) ≥ n, we obtain pn(t) = pn(pn(t)) = pn(f−1(pn(t′))). Since

f and f−1 are length preserving, |pn(t)| = |pn(f−1(pn(t′)))| ≤ |f−1(pn(t′))| = |pn(t′)| ≤
|t′| = |f(pn(t))| = |pn(t)|. Therefore, |pn(t′)| = |t′|. As a consequence, pn(t′) = t′,
i.e. pn(f(pn(t))) = f(pn(t)). Since f is in particular non-expansive (Proposition 4.12), we

conclude that f commutes with all projections.

When we consider the Foata projections hn (see Examples 3.35(b) and 4.11(b)), then

we obtain the following result:

4.18. Theorem. Let (Σ1, D1) and (Σ2, D2) be two dependence alphabets and consider

the ω-pop’s (R(Σ1, D1),≤, (hn)n∈N0
) and (R(Σ2, D2),≤, (hn)n∈N0

). Let f : R(Σ1, D1)→
R(Σ2, D2) be a mapping. Then the following are equivalent :

(i) f is a (dfnf , dfnf)-isometry.

(ii) f is a height preserving (dfnf , dfnf)-isometry.

(iii) f is a bijection that commutes with all projections hn.

(iv) f is an order isomorphism from (R(Σ1, D1),vfnf) onto (R(Σ2, D2),vfnf).

Proof. (ii) and (iii) are equivalent and (iii)⇒(iv) by virtue of Theorem 4.15(2). (ii)⇒(i)

is trivial.

(i)⇒(iii). Due to Theorem 4.15(1) it is enough to show that f is non-height increasing.

Let t ∈ R(Σ1, D1). We may assume n := h(t) ∈ N0. Hence, each vertex of t has height at

most n. Let s ∈ R(Σ1, D1) with hn+1(s) = hn+1(t). Since h(t) = n, we obtain hn+1(t) = t.

Suppose that h(s) > h(t). Then s has a vertex v with h(v) = n+1. This implies hn+1(s) 6=
t, a contradiction to hn+1(s) = hn+1(t) = t. Therefore, h(s) ≤ h(t) = n and thus

s = hn+1(s) = hn+1(t) = t. We see that Bhn+1
(t) = {s ∈ R(Σ1, D1) | hn+1(s) = hn+1(t)}

= {t}. Recall that Bhn+1
(t) = {s ∈ R(Σ1, D1) | dfnf(s, t) ≤ 2−(n+1)}. As f is an isometry,

we obtain {f(t)} = f [Bhn+1
(t)] = Bhn+1

(f(t)). Since f(t), hn+1(f(t)) ∈ Bhn+1
(f(t)), we

have f(t) = hn+1(f(t)). Thus h(f(t)) ≤ n+ 1. Suppose that h(f(t)) = n+ 1. Let v′ be a

vertex of f(t) with h(v′) = n+1. Hence, v′ is a maximal vertex of f(t). It is labelled with

some a′ ∈ Σ2. Consider the dependence graph a′ consisting of one vertex labelled with a′.
We deduce for the product f(t)a′ that hn+1(f(t)a′) = hn+1(f(t)) because n+1 = h(f(t)).

Thus, f(t)a′ ∈ Bhn+1
(f(t)) \ {f(t)}, a contradiction. Consequently, h(f(t)) ≤ n = h(t).

(iv)⇒(iii). First let t ∈ M(Σ1, D1) with m := h(t). By definition of the Foata pro-

jections we have hn(t) 6= hn+1(t) for all n = 0, . . . ,m − 1 and hm(t) = t. By definition

of vfnf we have

{s ∈ R(Σ1, D1) | s vfnf t} = {h0(t) <fnf h1(t) <fnf · · · <fnf hm(t)}.
Analogously, for m′ := h(f(t)) we obtain

{s′ ∈ R(Σ2, D2) | s′ vfnf f(t)} = {h0(f(t)) <fnf h1(f(t)) <fnf · · · <fnf hm′(f(t))}.
As f is an order isomorphism with respect to vfnf , we infer

{f(h0(t)) <fnf f(h1(t)) <fnf · · · <fnf f(hm(t))}
= f [{s ∈ R(Σ1, D1) | s vfnf t}] = {s′ ∈ R(Σ2, D2) | s′ vfnf f(t)}
= {h0(f(t)) <fnf h1(f(t)) <fnf · · · <fnf hm′(f(t))}.
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Consequently, h(t) = m = m′ = h(f(t)) and f(hn(t)) = hn(f(t)) for all n = 0, . . . , h(t).

Since hn(t) = t and hn(f(t)) = f(t) for all n ≥ h(t) = h(f(t)), we have f(hn(t)) =

hn(f(t)) for all n ∈ N0.

Now let t ∈ R(Σ1, D1) \ M(Σ1, D1). Clearly, infinite real traces are precisely the

vfnf -maximal elements. Hence, f maps infinite real traces to infinite ones. Therefore,

h(t) = h(f(t)) = ∞. Let n ∈ N0. As hn(t) vfnf t, we infer f(hn(t)) vfnf f(t). Hence,

there is some m ∈ N0 with f(hn(t)) = hm(f(t)). Since h(t) > n, we have h(hn(t)) = n by

definition of h and hn. We already know that h(f(hn(t))) = h(hn(t)) = n by the above

considerations on finite traces. Analogously, h(f(t)) > m implies h(hm(f(t))) = m. We

infer that m = n.

4.3. Function spaces of indexed pop’s

This section deals with function spaces of (I,≤)-pop’s. We endow various sets of map-

pings between (I,≤)-pop’s with a canonical pop structure. In particular, we consider

homomorphisms and weak homomorphisms. As we shall show, the induced pop unifor-

mity coincides with the uniformity of uniform convergence. This allows us to apply results

from topology to prove completeness and compactness properties of the function spaces

under consideration. After that, we will see that we are in a lucky situation from some

computer scientists’ point of view: we will obtain several cartesian closed categories of in-

dexed pop’s. Such categories form the basis to obtain models of the λ-calculus. Indeed, by

a D∞-construction we obtain indexed pop’s that are isomorphic to their own exponent.

4.3.1. Function spaces from a topological viewpoint. Let X be a set and let

E = (E,≤, (qi)i∈I) be an (I,≤)-pop. Let F (X,E) be the set of all mappings from X to E

and equip it with the pointwise order. For all i ∈ I let Qi : F (X,E)→ F (X,E) be defined

by Qi(f) := qi ◦ f . Then, clearly, F(X,E) := (F (X,E),≤, (Qi)i∈I) is an (I,≤)-pop.

4.19. Proposition. The pop uniformity UF(X,E) of F(X,E) coincides with the unifor-

mity of uniform convergence. In particular , a net (fn)n∈N converges to some f : X → E

with respect to τF(X,E) if and only if it converges uniformly to f .

Proof. A basis for the uniformity of uniform convergence is given by the sets

{(f, g) ∈ F (X,E)2 | ∀x ∈ X : (f(x), g(x)) ∈ ker qi}
= {(f, g) ∈ F (X,E)2 | ∀x ∈ X : qi(f(x)) = qi(g(x))}
= {(f, g) ∈ F (X,E)2 | ∀x ∈ X : Qi(f)(x) = Qi(g)(x)} = kerQi

with i ∈ I (cf. p. 18).

The previous proposition turns out to be quite useful because it allows us to apply

results from topology whenever we work with the pop uniformity of F(X,E).

For any e ∈ E we write e for the constant map sending all elements of X to e.

4.20. Proposition. Let E = (E,≤, (qi)i∈I) be an (I,≤)-pop and let X be a set. Then

the mapping e 7→ e is a pop embedding of E into F(X,E). Moreover , F(X,E) is approx-

imating [complete, respectively ] if and only if E is approximating [complete, respectively ].
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Proof. Let e1, e2, e ∈ E. Clearly, e1 ≤ e2 if and only if e1 ≤ e2. For all i ∈ I we have

Qi(e) = qi ◦ e = qi(e). Therefore, e 7→ e is a pop embedding. Hence, E is approximating

provided that F(X,E) is approximating. Let F(X,E) be complete and let (en)n∈N be

a Cauchy net in E. One easily sees that (en)n∈N is a Cauchy net in F(X,E), hence

convergent to some mapping f : X → E in the topology of uniform convergence (Propo-

sition 4.19). In particular, (en)n∈N converges pointwise to f . Consequently, (en)n∈N
converges to f(x) for any x ∈ X. (We remark here that if E is Hausdorff, then f has to

be a constant map.)

Conversely, if E is approximating, then it is straightforward to check that F(X,E) is

approximating. Let E be complete. As the pop uniformity of F(X,E) is the uniformity

of uniform convergence (Proposition 4.19), we can use e.g. Theorem 1 in Bourbaki [7,

Section X.1.5], to obtain completeness of F(X,E).

Let (D,≤) be a poset, let E = (E,≤, (qi)i∈I) be an (I,≤)-pop, and set

M(D,E) := {f ∈ F (D,E) | f is monotone},
S(D,E) := {f ∈ F (D,E) | f is Scott-continuous}.

As all qi are monotone (i ∈ I), the projections Qi map M(D,E) to M(D,E). Hence,

M(D,E) induces a subpop M(D,E) of F(D,E). Provided that all qi are Scott-conti-

nuous, each Qi maps S(D,E) to S(D,E). In this case, S(D,E) induces a subpop S(D,E)

of M(D,E).

4.21. Proposition. Let E = (E,≤, (qi)i∈I) be an (I,≤)-pop and let (D,≤) be a poset.

(1) The mapping e 7→ e is a pop embedding of E intoM(D,E). Furthermore,M(D,E)

is approximating if and only if E is approximating. If M(D,E) is complete, then

E is complete.

(2) Let E be approximating. Then M(D,E) is closed in F (D,E) with respect to the

topology of pointwise convergence. In particular , M(D,E) is closed in τF(D,E).

In addition, M(D,E) is complete if and only if E is complete.

Proof. (1) Obviously, e ∈ M(D,E) for all e ∈ E, whence e 7→ e is a pop embedding

(Proposition 4.20). Therefore, if M(D,E) is approximating, then E is also approximat-

ing. A similar argument to that given in the proof of Proposition 4.20 shows us that E
is complete if M(D,E) is complete. Let E be approximating. Since F(D,E) is approxi-

mating (Proposition 4.20), so is M(D,E).

(2) Now let E be approximating. Let (fn)n∈N be a net in M(D,E) that converges to

some f ∈ F (D,E) in the pointwise topology. Let d1, d2 ∈ D with d1 ≤ d2 and let i ∈ I.

Then there is some ni ∈ N with qi(f(d1)) = qi(fni(d1)) and qi(f(d2)) = qi(fni(d2)). Thus,

qi(f(d1)) ≤ qi(f(d2)) for all i ∈ I. This yields f(d1) ≤ f(d2) because E is approximating.

By Proposition 4.19, the pointwise topology is coarser than τF(D,E); hence M(D,E)

is closed in F (D,E) with respect to τF(D,E). In light of Proposition 4.20, M(D,E) is

complete if E is complete.

4.22. Proposition. Let E = (E,≤, (qi)i∈I) be an (I,≤)-pop and let (D,≤) be a poset.

(1) For all i ∈ I the projection qi is Scott-continuous if and only if Qi is Scott-

continuous.



96 4. Homomorphisms and function spaces of posets with projections

(2) Let qi be Scott-continuous for all i ∈ I. Then the mapping e 7→ e is a pop embed-

ding of E into S(D,E). Moreover , S(D,E) is approximating if and only if E is

approximating. If S(D,E) is complete, then E is complete.

(3) Let all qi be Scott-continuous (i ∈ I) and let E be Hausdorff. Then S(D,E) is

closed in F (D,E) with respect to τF(D,E). Furthermore, S(D,E) is complete if

and only if E is complete.

Proof. (1) If qi is Scott-continuous, then Qi is Scott-continuous as well. This follows

from the fact that the composition map is Scott-continuous itself when applied to Scott-

continuous mappings. Conversely, qi is Scott-continuous if Qi is Scott-continuous because

whenever A ⊆ E is directed with e := supA, then A := {a | a ∈ A} is directed with

supA = e. Thus, as qi(e) = Qi(e) = supQi[A] = supa∈A qi(a), we obtain qi(e) =

sup qi[A].

(2) Now let qi be Scott-continuous for all i ∈ I. Clearly, e ∈ S(D,E), i.e. e 7→ e is a

pop embedding. This tells us that E is approximating [complete, respectively] if S(D,E)

is approximating [complete, respectively]. It is also clear that if E is approximating, then

S(D,E) is approximating.

(3) Let qi be Scott-continuous for all i ∈ I and let, furthermore, E be Hausdorff.

Let (fn)n∈N be a net in S(D,E) converging to a map f : D → E with respect to

τF(D,E). Let A ⊆ D be directed such that supA exists. Let i ∈ I and choose some

ni ∈ N with Qi(fni) = Qi(f), i.e. qi ◦ fni = qi ◦ f . Then qi(f(supA)) = qi(fni(supA)) =

sup qi[fni [A]] = sup qi[f [A]] = qi(sup f [A]). Thus, qi(f(supA)) = qi(sup f [A]) for all

i ∈ I. As E is Hausdorff, f(supA) = sup f [A] by Proposition 3.18(2). We conclude that

S(D,E) is closed in F (D,E) with respect to the pop uniformity of F(D,E). In view of

Proposition 4.20, S(D,E) is complete if E is complete.

Next, let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and define

NEX(D,E) := {f ∈ F (D,E) | f is non-expansive},
COM(D,E) := {f ∈ F (D,E) | f commutes with all projections}.

Assume that (qi)i∈I is Abelian. Then NEX(D,E) induces a subpop NEX (D,E) of

F(D,E) because each Qi maps NEX(D,E) to itself: for all i, j ∈ I and all f ∈ NEX(D,E)

we have qj ◦Qi(f) ◦ pj = qj ◦ (qi ◦ f) ◦ pj = qi ◦ (qj ◦ f ◦ pj) = qi ◦ (qj ◦ f) = qj ◦ (qi ◦ f) =

qj ◦ Qi(f). Furthermore, (Qi)i∈I is Abelian as well. Similarly, COM(D,E) induces a

subpop COM(D,E) of NEX (D,E) whenever (qi)i∈I is Abelian.

4.23. Remark. The sets NEX(D,E) and COM(D,E) are uniformly equicontinuous. To

see this, let i ∈ I. Lemma 4.1(1) tells us that (f×f)[ker pi] ⊆ ker qi for all f ∈ NEX(D,E),

implying that NEX(D,E) is uniformly equicontinuous. Since COM(D,E) ⊆ NEX(D,E),

the assertion is also true for COM(D,E).

4.24. Proposition. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and

let (qi)i∈I be Abelian.

(1) The mapping e 7→ e is a pop embedding of E into NEX (D,E).

(2) NEX(D,E) is closed in F (D,E) in the topology of pointwise convergence. In

particular , it is closed with respect to τF(D,E).
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(3) NEX (D,E) is approximating [complete, respectively ] if and only if E is approxi-

mating [complete, respectively ].

Proof. (1) Let e ∈ E and let i ∈ I. Then qi ◦ e = qi ◦ e ◦ pi. Therefore, e ∈ NEX(D,E).

The assertion follows from Proposition 4.20.

(2) Let (fn)n∈N be a net in NEX(D,E) converging to some f ∈ F (D,E) in the

pointwise topology. Let i ∈ I and let d ∈ D. We find some ni ∈ N such that qi(f(d)) =

qi(fni(d)) and qi(f(pi(d))) = qi(fni(pi(d))). Thus, qi(f(d)) = qi(fni(d)) = qi(fni(pi(d)))

= qi(f(pi(d))), whence f is non-expansive.

(3) Apply (1) to see that E is approximating [complete, respectively] if NEX (D,E) is

approximating [complete, respectively]. Clearly, if E is approximating, then NEX (D,E)

is approximating. Use (2) and Proposition 4.20 to prove that NEX (D,E) is complete if

E is complete.

4.25. Theorem. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and let

(qi)i∈I be Abelian.

(1) Let D be totally bounded. If E is totally bounded [compact , respectively ], then

NEX (D,E) is totally bounded [compact , respectively ].

(2) If NEX (D,E) is totally bounded [compact , respectively ], then E is totally bounded

[compact , respectively ].

Proof. (1) As NEX(D,E) is uniformly equicontinuous (Remark 4.23) and D and E are

totally bounded, the Ascoli Theorem tells us that NEX(D,E) is totally bounded with

respect to the uniformity of uniform convergence; see e.g. [7, Theorem 2 in Section X.2.5].

By Proposition 4.19 the uniformity of uniform convergence coincides with the pop uni-

formity.

We also give an elementary proof. Due to Proposition 3.16 it suffices to show that

Qi[NEX(D,E)] is finite for all i ∈ I. The same result tells us that pi and qi have finite

range for all i ∈ I since D and E are totally bounded. Now Qi[NEX(D,E)] = {qi ◦ f |
f ∈ NEX(D,E)} = {qi ◦ f ◦ pi | f ∈ NEX(D,E)}. The maps qi ◦ f can therefore be

interpreted as mappings from the finite set pi[D] into the finite set qi[E]. Consequently,

Qi[NEX(D,E)] has to be finite.

If, furthermore, E is compact, then it is complete. Hence, NEX (D,E) is complete by

Proposition 4.24(3) and thus compact.

(2) As Qi has finite range for all i ∈ I (Proposition 3.16), Proposition 4.24(1) implies

that qi has finite range for all i ∈ I. This shows us that E is totally bounded.

If NEX (D,E) is compact, then E is complete (and thus compact) by Proposition

4.24(3).

4.26. Proposition. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s such

that (qi)i∈I is Abelian. Let E be Hausdorff.

(1) COM(D,E) is closed in F (D,E) in the topology of pointwise convergence. In

particular , COM(D,E) is closed in F (D,E) with respect to τF(D,E).

(2) If E is approximating [complete, respectively ], then COM(D,E) is approximating

[complete, respectively ].
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Proof. (1) Let (fn)n∈N be a net in COM(D,E) converging pointwise to a mapping

f ∈ F (D,E). Let i ∈ I and let d ∈ D. There is an index ñ ∈ N such that qi(f(d)) =

qi(fn(d)) for all n ≥ ñ. Let j ≥ i and choose some nj ≥ ñ with qj(f(pi(d))) =

qj(fnj (pi(d))). Then, using Lemma 3.1, we infer qi(f(d)) = qj(qi(f(d))) = qj(qi(fnj (d)))

= qj(fnj (pi(d))) = qj(f(pi(d))) for all j ≥ i. As E is Hausdorff and (qj(f(pi(d))))j≥i con-

verges to f(pi(d)) (cf. Proposition 2.10(1)), we conclude qi(f(d)) = f(pi(d)). Therefore,

f ∈ COM(D,E).

(2) Clearly, if E is approximating, then COM(D,E) is approximating. Let E be com-

plete. Then F(D,E) is complete by Proposition 4.20. Now completeness of COM(D,E)

results from (1).

4.27. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop that is totally bounded. Let

E = (E,≤, (qi)i∈I) be a Hausdorff (I,≤)-pop with Abelian projection net (qi)i∈I . If E
is totally bounded [compact , respectively ], then COM(D,E) is totally bounded [compact ,

respectively ].

Proof. Let E be totally bounded and recall that COM(D,E) ⊆ NEX(D,E). Theo-

rem 4.25(1) tells us that NEX (D,E) is totally bounded. Consequently, this is also true

for COM(D,E). If, furthermore, E is complete, then COM(D,E) is complete by Propo-

sition 4.26(2) and thus compact.

Finally, we consider function spaces of [weak] homomorphisms. Given two (I,≤)-pop’s

D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) such that (qi)i∈I is Abelian, we define

[D → E]weak := {f ∈ F (D,E) | f is a weak homomorphism} = M(D,E) ∩NEX(D,E),

[D → E]hom := {f ∈ F (D,E) | f is a homomorphism} = M(D,E) ∩ COM(D,E).

Provided that qi is Scott-continuous for all i ∈ I, we set

[D → E]Sweak := {f ∈ F (D,E) | f is a Scott-continuous weak homomorphism}
= S(D,E) ∩NEX(D,E),

[D → E]Shom := {f ∈ F (D,E) | f is a Scott-continuous homomorphism}
= S(D,E) ∩ COM(D,E).

It is clear that these sets induce subpop’s [D → E ]weak, [D → E ]hom, [D → E ]Sweak,

and [D → E ]Shom, respectively. Note that [D → E ]hom is a subpop of [D → E ]weak and

[D → E ]Shom is a subpop of [D → E ]Sweak. All of them have an Abelian projection net.

Using the previous results, we derive:

4.28. Theorem. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s with

(qi)i∈I Abelian.

(1) Let E be approximating. Then [D → E ]weak and [D → E ]hom are approximating.

If E is complete, then [D → E ]weak and [D → E ]hom are also complete. If D
and E are totally bounded [compact , respectively ], then so are [D → E ]weak and

[D → E ]hom.

(2) Let E be approximating and qi be Scott-continuous for all i ∈ I. Then [D→E ]Sweak

and [D → E ]Shom are approximating. If E is complete, then [D → E ]Sweak and
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[D → E ]Shom are also complete. If D and E are totally bounded [compact , respec-

tively ], then so are [D → E ]Sweak and [D → E ]Shom.

(3) Let qi be Scott-continuous for all i ∈ I and let (E,≤) be a dcpo.

Then ([D → E]Sweak,≤) and ([D → E]Shom,≤) are dcpo’s. Moreover , the projec-

tions Qi|[D→E]Sweak and Qi|[D→E]Shom are Scott-continuous for all i ∈ I.

Proof. (1) and (2) follow from Propositions 4.21, 4.22, 4.24, 4.26 and Theorems 4.25, 4.27.

To prove (3), it is sufficient to show that the pointwise supremum of any directed

subset of [D → E]Sweak ([D → E]Shom, respectively) is an element of [D → E]Sweak

([D → E]Shom, respectively). Let A ⊆ [D → E]Sweak. Clearly, the pointwise supremum

g := supA is a Scott-continuous mapping. Let i ∈ I. By recalling that the composition

map (applied to Scott-continuous mappings) is Scott-continuous, we infer that qi ◦ g =

sup{qi ◦ f | f ∈ A} = sup{qi ◦ f ◦ pi | f ∈ A} = qi ◦ g ◦ pi for all i ∈ I. Similarly for

[D → E]Shom.

We conclude this subsection by giving a few remarks on a different pop structure on

the set M(D,E). Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and

define for all i ∈ I a mapping Pi : M(D,E)→M(D,E) by Pi(f) := qi ◦f ◦pi. One easily

checks that (M(D,E),≤, (Pi)i∈I) is an (I,≤)-pop. We have

kerPi = {(f, g) ∈M(D,E)2 | qi ◦ f ◦ pi = qi ◦ g ◦ pi}
= {(f, g) ∈M(D,E)2 | ∀x ∈ pi[D] : qi(f(x)) = qi(g(x))}
= {(f, g) ∈M(D,E)2 | ∀x ∈ pi[D] : (f(x), g(x)) ∈ ker qi}.

As a consequence, the pop uniformity of (M(D,E),≤, (Pi)i∈I) is the uniformity of uni-

form convergence in the sets pi[D], i ∈ I. Thus, this uniformity is weaker than the pop

uniformity of M(D,E) = (M(D,E),≤, (Qi|M(D,E))i∈I). Note that on [D → E]weak,

it is equal to the uniformity of uniform convergence because Pi(f) = Qi(f) for all

f ∈ [D → E]weak and all i ∈ I. Hence, on the function spaces [D → E ]weak, [D → E ]hom,

[D → E ]Sweak, and [D → E ]Shom, both uniformities coincide.

4.3.2. Cartesian closed categories with weak homomorphisms. A category C is

cartesian closed provided that the following hold:

(1) There is an object T in C such that for each object A in C there is exactly one

morphism from A to T . Such a T is called a terminal object.

(2) For any two objects A and B in C there exist an object A×B in C and morphisms

π1 : A×B → A, π2 : A×B → B such that for any object X in C and morphisms

f : X → A, g : X → B there is a unique morphism 〈f, g〉 : X → A × B with

π1 ◦ 〈f, g〉 = f and π2 ◦ 〈f, g〉 = g. In this case, A× B is called the product of A

and B.

(3) For any two objects A and B in C there exists an object BA in C and a morphism

ev : BA × A → B with the following universal property: for each object X in C
and each morphism f : X ×A→ B there exists a unique morphism f̂ : X → BA

such that f = ev ◦ 〈f̂ ◦ π1, idA ◦ π2〉 (see Figure 4.3). Then BA is said to be the

exponential object for A and B and ev is the evaluation morphism.
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X ×A

〈f̂◦π1,idA◦π2〉
f

=

BA ×A ev B

Fig. 4.3. The universal property of the exponential object

Let (I,≤) be a directed set. We define the category POPweak
(I,≤) as follows. The object

class is the class of all (I,≤)-pop’s that have an Abelian projection net. Morphisms are all

weak pop homomorphisms. With the “usual” constructions concerning the product and

the exponential object (here: the function space of weak homomorphisms) we show that

this category is cartesian closed. Note that projection spaces together with “projection

compatible mappings” (which correspond to our non-expansive maps) form a cartesian

closed category as remarked in [23, 24].

4.29. Theorem. The category POPweak
(I,≤) is cartesian closed.

Proof. Let ({t},=) be a one-point poset. Then T = ({t},=, (id{t})i∈I) is an object of

POPweak
(I,≤). It is terminal: for each D = (D,≤, (pi)i∈I) in POPweak

(I,≤) the constant map

sending all elements of D to t is the unique weak homomorphism from D to T .

Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be in POPweak
(I,≤). Endow the cartesian

product D×E with the product order and let D×E := (D×E,≤, (pi× qi)i∈I). Clearly,

D× E is an (I,≤)-pop with an Abelian projection net, hence an object of POPweak
(I,≤). Let

π1 (π2, respectively) be the canonical projection of D×E onto D (onto E, respectively).

We know that π1 and π2 are monotone. For d ∈ D and e ∈ E we have π1((pi×qi)(d, e)) =

π1(pi(d), qi(e)) = pi(d) = pi(π1(d, e)), whence π1 is a homomorphism. Analogously,

π2 is a homomorphism. In particular, π1 and π2 are weak homomorphisms. Let X =

(X,≤, (si)i∈I) be in POPweak
(I,≤) and let f : X → D and g : X → E be weak homo-

morphisms. Define 〈f, g〉(x) := (f(x), g(x)). Clearly, this yields a weak homomorphism

〈f, g〉 : X → D × E with π1 ◦ 〈f, g〉 = f and π2 ◦ 〈f, g〉 = g. It is obvious that 〈f, g〉 is

unique with these properties.

Next, we check that the function space [D → E ]weak is the exponential object of

D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) in POPweak
(I,≤). We know that [D → E ]weak is

an object of POPweak
(I,≤).

Let ev : [D → E]weak×D → E be defined by ev(f, d) := f(d). Clearly, ev is monotone

and qi(ev(f, d)) = qi(f(d)) = qi(f(pi(d))) = ev(qi ◦ f, pi(d)) for all f ∈ [D → E]weak,

d ∈ D, and all i ∈ I. Therefore, qi ◦ ev = ev ◦ (Qi × pi) for all i ∈ I; hence ev is a (weak)

homomorphism.

Let X = (X,≤, (si)i∈I) be in POPweak
(I,≤) and let f : X ×D → E be a weak homomor-

phism. Define f̂ : X → [D → E]weak by f̂(x) := fx : D → E with fx(d) := f(x, d) for all

d ∈ D, x ∈ X. Obviously, fx is monotone and qi(fx(d)) = qi(f(x, d)) ≤ f(si(x), pi(d)) ≤
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f(x, pi(d)) = fx(pi(d)) for all d ∈ D and all i ∈ I, i.e. qi ◦fx ≤ fx ◦pi for all i ∈ I. Hence,

fx is a weak homomorphism by Lemma 4.1(2) and f̂ is well defined.

It is obvious that f̂ is monotone. Let i ∈ I, let x ∈ X, and let d ∈ D. Then qi(fx(d)) =

qi(f(x, d)) ≤ f(si(x), pi(d)) ≤ f(si(x), d) = fsi(x)(d). Hence, Qi(fx) ≤ fsi(x) for all

x ∈ X, i.e. Qi ◦ f̂ ≤ f̂ ◦ si. Consequently, f̂ is a weak homomorphism (4.1(2)). Certainly,

ev ◦ 〈f̂ ◦ π1, idD ◦ π2〉 = ev ◦ (f̂ × idD) = f , and f̂ is unique with this property.

We define the following full subcategories of POPweak
(I,≤):

APOPweak
(I,≤): objects are all approximating (I,≤)-pop’s of POPweak

(I,≤),

CAPOPweak
(I,≤): objects are all complete approximating (I,≤)-pop’s of POPweak

(I,≤),

CompAPOPweak
(I,≤): objects are all compact approximating (I,≤)-pop’s of POPweak

(I,≤).

4.30. Theorem. Let C ∈ {APOPweak
(I,≤),CAPOPweak

(I,≤),CompAPOPweak
(I,≤)}. Then C is a carte-

sian closed full subcategory of POPweak
(I,≤).

Proof. In view of the proof of Theorem 4.29, it is enough to show that T = ({t},=,
(id{t})i∈I), D × E = (D × E,≤, (pi × qi)i∈I), and [D → E ]weak are in C whenever D and

E are objects of C.
Clearly, T is compact (whence complete) and approximating and hence an object

of C.
Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be in C. It is clear that D × E

is approximating if (and only if) D and E are approximating. Observe that we have

ker(pi × qi) = {((d1, e1), (d2, e2)) ∈ (D × E)2 | pi(d1) = pi(d2) and qi(e1) = qi(e2)}
= (π1 × π1)−1[ker pi] ∩ (π2 × π2)−1[ker qi] for all i ∈ I. Thus, the pop uniformity of

D × E coincides with the product uniformity of (D,UD) and (E,UE). As a consequence,

D×E is complete [compact, respectively] if (and only if) D and E are complete [compact,

respectively]. Therefore, D × E ∈ C.
Theorem 4.28(1) tells us that [D → E ]weak belongs to C whenever D and E are objects

of C.
4.31. Remark. Clearly, we have the inclusions

CompAPOPweak
(I,≤) ⊆ CAPOPweak

(I,≤) ⊆ APOPweak
(I,≤) ⊆ POPweak

(I,≤).

Note that the object class of CAPOPweak
(I,≤) “contains” all partially ordered sets in the

following sense: if (D,≤) is a poset, then (D,≤, (idD)i∈I) is an object of CAPOPweak
(I,≤)

because discrete uniform spaces are complete.

Note further that if (D,≤, (pi)i∈I) lies in CompAPOPweak
(I,≤), then (D,≤) is a bifinite

domain, cf. Corollary 3.57. Moreover, supi∈I pi = idD and each pi is Scott-continuous

and image-finite (Theorem 3.56). But recall that the morphisms of CompAPOPweak
(I,≤) are

monotone, non-expansive mappings.

Next, we deal with indexed pop’s whose underlying poset is a dcpo. Then, of course,

we require a weak homomorphism to be Scott-continuous.

Let (I,≤) be directed. Let POPSweak
(I,≤) be the category whose objects are all (I,≤)-

pop’s D = (D,≤, (pi)i∈I) with an Abelian projection net such that (D,≤) is a dcpo and

pi is Scott-continuous for all i ∈ I. Its morphisms are all weak homomorphisms that
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are also Scott-continuous, i.e. all Scott-continuous non-expansive mappings. Similarly to

Theorem 4.29 we obtain:

4.32. Theorem. The category POPSweak
(I,≤) is cartesian closed.

Proof. We follow the proof of Theorem 4.29 and recall that the constructions of the

terminal element, the product, and the exponential object in the cartesian closed category

of dcpo’s with Scott-continuous mappings are also the “standard constructions” (one

point dcpo, usual product, and function space of Scott-continuous maps). Then we deduce

without trouble that ({t},=, (id{t})i∈I) is a terminal object of POPSweak
(I,≤) , and for any

D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) in POPSweak
(I,≤) the product of D and E is given

by D × E = (D × E,≤, (pi × qi)i∈I). The exponential object of D and E in POPSweak
(I,≤) is

the space [D → E ]Sweak of Scott-continuous weak homomorphisms. Note that the latter

is an object of POPSweak
(I,≤) in view of Theorem 4.28(3). The details are left to the reader.

Consider the following full subcategories of POPSweak
(I,≤) :

APOPSweak
(I,≤) : objects are all approximating (I,≤)-pop’s of POPSweak

(I,≤) ,

CompAPOPSweak
(I,≤) : objects are all compact approximating (I,≤)-pop’s of POPSweak

(I,≤) .

4.33. Theorem. The categories APOPSweak
(I,≤) and CompAPOPSweak

(I,≤) are cartesian closed

full subcategories of POPSweak
(I,≤) .

Proof. Similar to the proof of Theorem 4.30.

4.34. Remark. We have the inclusions

CompAPOPSweak
(I,≤) ⊆ APOPSweak

(I,≤) ⊆ POPSweak
(I,≤) .

Any dcpo (D,≤) is “contained” in APOPSweak
(I,≤) via the (I,≤)-pop (D,≤, (idD)i∈I). Note

further that due to Proposition 2.25 or Theorem 3.38 all indexed pop’s in POPSweak
(I,≤) are

complete with respect to their pop uniformity.

The object class of CompAPOPSweak
(I,≤) coincides with the one of CompAPOPweak

(I,≤) (cf. Re-

mark 4.31): their objects (D,≤, (pi)i∈I) are bifinite domains together with a monotone

net (pi)i∈I of Scott-continuous projections having finite range such that supi∈I pi = idD.

Again, observe that the morphisms of CompAPOPSweak
(I,≤) are both Scott-continuous and

non-expansive.

4.3.3. Cartesian closed categories with homomorphisms. Recall that for every

(I,≤)-pop (D,≤, (pi)i∈I) with an Abelian projection net (pi)i∈I , the composition pi ◦ pj
is a projection for all i, j ∈ I (Proposition 3.19). In what follows we shall require that

these compositions appear in the net (pi)i∈I already, i.e. ({pi | i ∈ I}, ◦) is an Abelian

semigroup. Then ({pi | i ∈ I},≤) is a directed inf-semilattice and, for all i, j ∈ I, there

is some k ∈ I with pk = pi ◦ pj = inf{pi, pj}; cf. Proposition 3.22(1). In this case, it is

natural to assume (I,≤) to be a directed inf-semilattice and pinf{i,j} = pi ◦ pj . This gives

rise to the following definition:

Definition. Let (I,≤) be a directed inf-semilattice and let D = (D,≤, (pi)i∈I) be an

(I,≤)-pop. We say that D is a strict (I,≤)-pop if pinf{i,j} = pi ◦ pj for all i, j ∈ I.
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Note that if D is a strict (I,≤)-pop, then ({pi | i ∈ I}, ◦) is an Abelian semigroup

and thus ({pi | i ∈ I},≤) is a directed inf-semilattice.

Observe that if (I,≤) is linear, then each (I,≤)-pop is strict. This follows from

Lemma 3.1.

Let (I,≤) be a directed inf-semilattice. We define the category POPhom
(I,≤) as follows:

the object class consists of all strict (I,≤)-pop’s. The morphism class is the class of all ho-

momorphisms, i.e. monotone maps commuting with all projections. The full subcategory

APOPhom
(I,≤) has all approximating indexed pop’s of POPhom

(I,≤) as objects.

4.35. Theorem. The categories POPhom
(I,≤) and APOPhom

(I,≤) are cartesian closed.

The proof is a refinement of a proof given by Herrlich and Ehrig [26]. They showed

that the category of projection spaces as objects and certain maps as morphisms (called

“projection morphisms”, which are similar to our mappings that commute with all projec-

tions) is cartesian closed. A related approach can be found in Spreen [50], who considers

approximating ω-pop’s with downwards closed projections with some additional assump-

tions concerning the poset structure (“dI-domains”) and the homomorphisms (“stable

functions”).

Proof. Let C ∈ {POPhom
(I,≤),APOPhom

(I,≤)}. Clearly, T = ({t},=, (id{t})i∈I) is the terminal

object in C. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be in C. Again, let D × E :=

(D×E,≤, (pi× qi)i∈I). It is obvious that D×E is in C. The canonical projections π1 and

π2 from D × E onto D and E, respectively, are already known to be homomorphisms.

The conditions on D × E to be the categorical product are satisfied, cf. the proof of

Theorem 4.29. In particular, for any X ∈ C and homomorphisms f : X → D and

g : X → E we have 〈f, g〉(x) = (f(x), g(x)) for all x ∈ X.

Unfortunately, the exponential object of D and E is not the (I,≤)-pop [D → E ]hom

of homomorphisms from D to E (cf. also Remark 4.36(1) below). In fact, the latter is

an object of C that can be embedded into the exponential object (see 4.36). Thus, the

exponential object is “larger” than the usual function space.

Before we continue our proof, we informally indicate how the exponential object can

be derived. As in the projection space approach, the projection net (pi)i∈I can be viewed

as a mapping p : I×D → D with p(i, d) := pi(d) for all i ∈ I, d ∈ D. Assume that I has no

greatest element. We add a top element > and extend the partial order to I> := I ∪̇ {>}
as usual. We also extend p to I> × D by setting p(>, d) := d for all d ∈ D. One can

endow I> with a strict (I,≤)-pop structure that gives rise to an object of C. Then p

is a homomorphism from I> × D to D. In the same way, (E,≤, (qi)i∈I) gives rise to a

homomorphism q : I>×E → E. Now the exponential object of “(D,≤, p : I>×D → D)”

and “(E,≤, q : I> ×E → E)” is the set of all homomorphisms f : I> ×D → E together

with a specific strict (I,≤)-pop structure.

Here are the details. In fact, we have to distinguish two cases. First, if C = POPhom
(I,≤),

then let I> := I ∪̇ {>}. In the case that C = APOPhom
(I,≤), let I> := I if I has a greatest

element >, and I> := I ∪̇ {>} otherwise.

Extend (if > 6∈ I) the partial order to I> by setting i ≤ > for all i ∈ I>. It is clear

that (I>,≤) is again a directed inf-semilattice. For all i ∈ I let ti : I> → I> be defined
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by ti(k) := inf{i, k} for all k ∈ I>. Certainly, ti is a projection and tinf{i,j} = ti ◦ tj for

all i, j ∈ I. Thus, I> := (I>,≤, (ti)i∈I) is a strict (I,≤)-pop. If C = APOPhom
(I,≤), then I>

is approximating: let k, l ∈ I> and let ti(k) ≤ l for all i ∈ I. Obviously, if k ∈ I, then

k = ti(k) ≤ l for all i ≥ k. If k = >, then i = ti(>) ≤ l for all i ∈ I; hence l = >.

Therefore, supi∈I ti(k) = k for all k ∈ I>. Thus, in either case, I> is an object of C.
Next, we define the exponential object of D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I)

in C. Let

ED := {f : I> ×D → E | f is a homomorphism from I>×D to E} = [I>×D → E]hom.

Let ED be equipped with the pointwise order. For all f ∈ ED and all i ∈ I define a

mapping Ri(f) : I> × D → E by Ri(f)(k, d) := f(inf{i, k}, d). Then we have Ri(f) =

f ◦ (ti × idD). Clearly, Ri(f) is monotone. For all j ∈ I we have

qj ◦Ri(f) = qj ◦ f ◦ (ti × idD) = f ◦ (tj × pj) ◦ (ti × idD) = f ◦ ((tj ◦ ti)× pj)
= f ◦ ((ti ◦ tj)× pj) = f ◦ (ti × idD) ◦ (tj × pj) = Ri(f) ◦ (tj × pj).

This shows us that Ri(f) ∈ ED for all i ∈ I and all f ∈ ED and gives rise to a mapping

Ri : ED → ED. Obviously, Ri is monotone. As f ∈ ED is monotone and ti is below idI> ,

we deduce Ri(f) ≤ f ; hence Ri ≤ idED . In addition, Rinf{i,j}(f) = f ◦ (tinf{i,j} × idD) =

f ◦ (tj × idD) ◦ (ti × idD) = Ri(f ◦ (tj × idD)) = Ri(Rj(f)) for all i, j ∈ I. Therefore,

ED := (ED,≤, (Ri)i∈I) is a strict (I,≤)-pop. If C = APOPhom
(I,≤), then ED is approximating:

let k ∈ I> and let d ∈ D. Then supi∈I qi(f(k, d)) = f(k, d) since E is approximating.

As qi(f(k, d)) = f(inf{i, k}, pi(d)) ≤ f(inf{i, k}, d) = Ri(f)(k, d) ≤ f(k, d), we conclude

that supi∈I Ri(f)(k, d) = f(k, d). Summing up, we see that ED is an object of C.
We define ev : ED ×D → E by ev(f, d) := f(>, d) for all f ∈ ED, d ∈ D. Clearly, ev

is monotone. Moreover, qi(ev(f, d)) = qi(f(>, d)) = f(ti(>), pi(d)) = Ri(f)(>, pi(d)) =

ev(Ri(f), pi(d)) for all i ∈ I, f ∈ ED, d ∈ D. Hence, qi ◦ ev = ev ◦ (Ri × pi) for all i ∈ I.

Therefore, ev is a homomorphism.

Let X = (X,≤, (si)i∈I) be an object of C and let f : X ×D → E be a homomorphism.

Define f̂ : X → ED by f̂(x) : I> ×D → E with

f̂(x)(k, d) :=

{
f(sk(x), d) if k ∈ I,
f(x, d) if k = >.

First we check that f̂ is well defined. We have I>= I if and only if C = APOPhom
(I,≤) and

I has a greatest element >. Then, as X is approximating, we conclude s>(x) = x for all

x ∈ X; hence f(s>(x), d) = f(x, d). Again, let C ∈ {POPhom
(I,≤),APOPhom

(I,≤)}. If > 6∈ I, then

we set s> := idX . Let x ∈ X. It is clear that f̂(x) is a monotone mapping. It also com-

mutes with all projections since qi(f̂(x)(k, d)) = qi(f(sk(x), d)) = f(si(sk(x)), pi(d)) =

f(sinf{i,k}(x), pi(d)) = f̂(x)(inf{i, k}, pi(d)) = f̂(x)(ti(k), pi(d)) for all k ∈ I>, d ∈ D,

i ∈ I; that is qi ◦ f̂(x) = f̂(x) ◦ (ti × pi) for all i ∈ I.

It is also clear that f̂ is monotone. Let x ∈ X, k ∈ I>, d ∈ D, and let i ∈ I. Then

Ri(f̂(x))(k, d) = f̂(x)(inf{i, k}, d) = f(sinf{i,k}(x), d) = f(sk(si(x)), d) = f̂(si(x))(k, d).

Hence, Ri ◦ f̂ = f̂ ◦ si for all i ∈ I. Consequently, f̂ is a homomorphism.
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For all x ∈ X and all d ∈ D we have ev(f̂(x), d) = f̂(x)(>, d) = f(x, d), i.e.

ev ◦ 〈f̂ ◦ π1, idD ◦ π2〉 = ev ◦ (f̂ × idD) = f.

Next, let h : X → ED be a homomorphism with ev ◦ (h× idD) = f . We show h = f̂

as in [26]: let x ∈ X, let k ∈ I, and let d ∈ D. Then h(x)(>, d) = ev(h(x), d) = f(x, d)

= f̂(x)(>, d) and h(x)(k, d) = h(x)(tk(>), d) = Rk(h(x))(>, d) = h(sk(x))(>, d)

= ev(h(sk(x)), d) = f(sk(x), d) = f̂(x)(k, d).

4.36. Remark. Let C ∈ {POPhom
(I,≤),APOPhom

(I,≤)} and let D = (D,≤, (pi)i∈I) and E =

(E,≤, (qi)i∈I) be objects of C. Consider the function space [D→ E ]hom = ([D→ E]hom,≤,
(Qi|[D→E]hom)i∈I) of all homomorphisms from D to E . It is obvious that [D → E ]hom is a

strict (I,≤)-pop. By Theorem 4.28(1), [D → E ]hom is an object of C. In the following we

compare it with the exponential object of D and E .

(1) When we define the “usual” evaluation map e : [D → E]hom × D → E by

e(f, d) := f(d), then it is easy to see that e is a homomorphism. If X = (X,≤, (si)i∈I)
is in C, if f : X × D → E is a homomorphism, and if we define f̃ : X → F (D,E) by

f̃(x) : D → E, f̃(x)(d) := f(x, d), then we come across the problem that possibly neither

f̃(x) nor f̃ is a homomorphism. Clearly, f̃(x) and f̃ are monotone. But (qi ◦ f̃(x))(d) =

qi(f(x, d)) = f(si(x), pi(d)) = f̃(si(x))(pi(d)), whence qi ◦ f̃(x) = f̃(si(x)) ◦ pi instead of

the desired equation “qi◦ f̃(x) = f̃(x)◦pi”. Similarly, one gets (Qi◦ f̃)(x) = (f̃ ◦si)(x)◦pi
instead of “Qi ◦ f̃ = f̃ ◦ si”.

For instance, take X := E := D and suppose there is some i ∈ I with pi 6= idD. Let

d1 ∈ D with pi(d1) 6= d1. Let f := π1 be the canonical projection from D ×D onto the

first coordinate. Then (pi ◦ π̃1(d1))(d2) = pi(π1(d1, d2)) = pi(d1) 6= d1 = π̃1(d1)(pi(d2))

for any d2 ∈ D.

(2) We can pop embed the function space [D → E ]hom into the exponential object

ED = (ED,≤, (Ri)i∈I). Let ζ : [D → E]hom → ED be defined by ζ(f) : I> × D → E,

with

ζ(f)(k, d) :=

{
f(pk(d)) if k ∈ I,

f(d) if k = >.

Then ζ is a pop embedding. In order to prove this, consider the homomorphism e :

[D → E]hom × D → E from (1). The mapping ê : [D → E]hom → ED, defined by

ê(f) : I> × D → E with ê(f)(k, d) = e(Qk(f), d) = (Qk(f))(d) = qk(f(d)) = f(pk(d))

if k ∈ I and ê(f)(>, d) = e(f, d) = f(d), is a homomorphism. This is proven on p. 104.

Thus, ζ = ê is a homomorphism. If ζ(f) ≤ ζ(g), then, in particular, f(d) = ζ(f)(>, d) ≤
ζ(g)(>, d) = g(d) for all d ∈ D; that is, f ≤ g. Therefore, ζ is a pop embedding.

(3) Let C = APOPhom
(I,≤) and consider the embedding ζ : [D → E]hom → ED given

in (2). Then ζ[[D → E]hom] induces a closed subpop of ED, i.e. the range ζ[[D → E]hom] is

a closed subset of ED. This can be shown as follows. Let (fn)n∈N be a net in [D → E]hom

such that (ζ(fn))n∈N converges to some g ∈ ED with respect to the pop topology of ED.

Define f : D → E by f(d) := ev(g, d) = g(>, d) for all d ∈ D. Clearly, f is monotone.

Let i ∈ I. Then there exists some ni ∈ N such that for all n ≥ ni, for all k ∈ I>, and for

all d ∈ D, we have fn(pinf{i,k}(d)) = ζ(fn)(inf{i, k}, d) = Ri(ζ(fn))(k, d) = Ri(g)(k, d) =

g(inf{i, k}, d). In particular, setting k := > and switching from d to pi(d), we deduce for
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all n ≥ ni and all d ∈ D that

qi(fn(d)) = fn(pi(d)) = fn(pinf{i,>}(pi(d))) = g(inf{i,>}, pi(d))

= g(ti(>), pi(d)) = qi(g(>, d)) = qi(f(d)).

Hence, Qi(fn) = Qi(f) for all n ≥ ni; that is, (fn)n∈N converges to f in the pop

topology of [D → E ]hom. In view of Proposition 4.26(1), we obtain f ∈ [D → E]hom.

As ζ is in particular continuous, we infer that (ζ(fn))n∈N converges to ζ(f). Since ED is

approximating, it has to be Hausdorff (Proposition 2.11). As a consequence, ζ(f) = g.

(4) Note that the pop uniformity UED of the exponential object ED is finer than the

uniformity of uniform convergence on ED. To see this, recall that the latter is induced

by the projections Q′i with Q′i(f) = qi ◦ f for all f ∈ ED, i ∈ I, cf. Proposition 4.19. We

have Q′i(f) = qi ◦f = f ◦ (ti×pi) ≤ f ◦ (ti× idD) = Ri(f) for all f ∈ ED and all i ∈ I, i.e.

Q′i ≤ Ri for all i ∈ I. Then kerQ′i ⊇ kerRi by Lemma 3.1; hence the assertion follows.

Finally, we prove an analogous result to Theorem 4.35 by considering pop’s that

are also dcpo’s. Let POPShom
(I,≤) be the category whose objects are strict (I,≤)-pop’s

(D,≤, (pi)i∈I) such that (D,≤) is a dcpo and pi is Scott-continuous for all i ∈ I. Mor-

phisms are all Scott-continuous pop homomorphisms, i.e. all Scott-continuous mappings

that commute with all projections. Let APOPShom
(I,≤) be the full subcategory of POPShom

(I,≤)

whose objects are all approximating indexed pop’s of POPShom
(I,≤) .

4.37. Theorem. POPShom
(I,≤) and APOPShom

(I,≤) are cartesian closed.

Proof. Let C ∈ {POPShom
(I,≤) ,APOPShom

(I,≤)}. Again, there are no problems with the terminal

object and the categorical product (cf. the proof of Theorem 4.35). The only difficulty is

the exponential object of D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) in C. It is not the

function space of all Scott-continuous homomorphisms, which in fact can be turned into

an object of C. Its construction is similar to the one given in the proof of Theorem 4.35.

There, we introduced the set I> and obtained an object of C. Here, the situation is slightly

more complicated because (I>,≤) need not be a dcpo. Instead, we consider the ideal

completion (Id(I),⊆) of (I,≤). As in 4.35, there are two distinct cases. If C = POPShom
(I,≤) ,

then let J := Id(I) ∪̇ {>}. We extend the partial order ⊆ of Id(I) to a partial order ≤ of

J by setting A ≤ > for all A ∈ J . We also write A ≤ B for A ⊆ B, A,B ∈ Id(I). Clearly,

(J,≤) is a dcpo with supA =
⋃A for all A ⊆ Id(I), A directed. On the other hand, if

C = APOPShom
(I,≤) , then let (J,≤) := (Id(I),⊆). In this case, > := I is the greatest element

of (J,≤).

For all i ∈ I and all A ∈ Id(I) let ui(A) := A∩i↓ and ui(>) := ui(I) = i↓. Since (I,≤)

is an inf-semilattice, one easily sees that A∩i↓ is non-empty and, moreover, A∩i↓ ∈ Id(I).

Therefore, we obtain a mapping ui : J → J for all i ∈ I. Clearly, ui is a projection and

uinf{i,j} = ui ◦ uj for all i, j ∈ I. Thus, J := (J,≤, (ui)i∈I) is a strict (I,≤)-pop. Let

A ⊆ Id(I) be directed. Then ui(
⋃A) = (

⋃A) ∩ i↓ =
⋃
A∈A(A ∩ i↓) =

⋃
A∈A ui(A).

This implies that ui is Scott-continuous. If C = APOPShom
(I,≤) , then let A,B ∈ J = Id(I)

with A ∩ i↓ = ui(A) ⊆ B for all i ∈ I. We infer that A ⊆ B. This shows us that J is

approximating. Summing things up, we deduce that J is an object of C.
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Let

ED := {f : J ×D → E | f is a Scott-continuous homomorphism from J ×D to E}
= [J ×D → E]Shom.

We define for all i ∈ I projections Ri : ED → ED. For any f ∈ ED we set Ri(f) :=

f◦(ui×idD), i.e. Ri(f)(A, d) = f(A∩i↓, d) and Ri(f)(>, d) = f(i↓, d) for allA ∈ Id(I), d ∈
D. As a composition of Scott-continuous mappings, Ri(f) is Scott-continuous. Further,

one checks Ri(f) to be a homomorphism as in the proof of Theorem 4.35 (cf. p. 104).

Since the composition map, applied to Scott-continuous mappings, is Scott-continuous

itself, we find Ri to be Scott-continuous. Finally, Ri is a projection and Rinf{i,j} = Ri◦Rj
for all i, j ∈ I. This can be seen as on p. 104. Thus, ED := (ED,≤, (Ri)i∈I) is a strict

(I,≤)-pop. Theorem 4.28(3) tells us that (ED,≤) is a dcpo. In the case of C = APOPShom
(I,≤)

we see that ED is approximating (cf. p. 104). Hence, ED is an object of C.
Let ev : ED ×D → E be defined by ev(f, d) := f(>, d) for all f ∈ ED and all d ∈ D.

It is well known that ev is Scott-continuous. As on p. 104, one can show that ev commutes

with all projections. Let X = (X,≤, (si)i∈I) be in C and let f : X ×D → E be a Scott-

continuous homomorphism. For any A ∈ Id(I) the set {sa | a ∈ A} of Scott-continuous

projections is directed. Its pointwise supremum supa∈A sa is a Scott-continuous projection

again (cf. [1, Prop. 3.1.17.1], [27, Prop. 1.18(ii)]). Given A ∈ Id(I) and i ∈ I, we have

(∗) {si ◦ sa | a ∈ A} = {sa | a ∈ A ∩ i↓}.
To see this, let a ∈ A. Then si ◦sa = sinf{i,a} and inf{i, a} ≤ a, i; hence inf{i, a} ∈ A∩ i↓.
Conversely, if a ∈ A ∩ i↓, then sa = sinf{i,a} = si ◦ sa.

Define f̂ : X → ED as follows. For all x ∈ X let f̂(x) : J ×D → E with

f̂(x)(A, d) :=

{
f(supa∈A sa(x), d) if A ∈ Id(I),

f(x, d) if A = >.

Note that if C = APOPShom
(I,≤) , then I = > and supa∈I sa = idX . We show that f̂ is well

defined. Let A ⊆ Id(I) be directed and let B ⊆ D be directed. Then

f̂(x)
(⋃

A, supB
)

= f( sup
a∈⋃A

sa(x), supB) = f( sup
A∈A

sup
a∈A

sa(x), supB)

= sup
(A,d)∈A×B

f(sup
a∈A

sa(x), d) = sup
(A,d)∈A×B

f̂(x)(A, d).

We thus infer that f̂(x) is Scott-continuous. Let i ∈ I, let A ∈ Id(I), and let d ∈ D. Using

(∗) we deduce

qi(f̂(x)(A, d)) = qi(f(sup
a∈A

sa(x), d)) = f(si(sup
a∈A

sa(x)), pi(d)) = f(sup
a∈A

si(sa(x)), pi(d))

= f( sup
a∈A∩i↓

sa(x), pi(d)) = f̂(x)(A ∩ i↓, pi(d)) = f̂(x)(ui(A), pi(d)),

qi(f̂(x)(>, d)) = qi(f(x, d)) = f(si(x), pi(d)) = f(sup
a∈i↓

sa(x), pi(d))

= f̂(x)(i↓, pi(d)) = f̂(x)(ui(>), pi(d)).

Hence, qi ◦ f̂(x) = f̂(x) ◦ (ui × pi) for all i ∈ I, i.e. f̂(x) commutes with all projections.
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Let C ⊆ X be directed. Let A ∈ Id(I) and let d ∈ D. Then

f̂(supC)(A, d) = f(sup
a∈A

sa(supC), d) = f(sup
a∈A

sup
x∈C

sa(x), d) = f(sup
x∈C

sup
a∈A

sa(x), d)

= sup
x∈C

f(sup
a∈A

sa(x), d) = sup
x∈C

f̂(x)(A, d),

f̂(supC)(>, d) = f(supC, d) = sup
x∈C

f(x, d) = sup
x∈C

f̂(x)(>, d).

Therefore, f̂ is Scott-continuous. Let i ∈ I, let x ∈ X, let A ∈ Id(I), and let d ∈ D. Then,

again using (∗), we obtain

Ri(f̂(x))(A, d) = f̂(x)(A ∩ i↓, d) = f( sup
a∈A∩i↓

sa(x), d)

= f(sup
a∈A

sa(si(x)), d) = f̂(si(x))(A, d),

Ri(f̂(x))(>, d) = f̂(x)(i↓, d) = f(sup
a∈i↓

sa(x), d) = f(si(x), d) = f̂(si(x))(>, d).

This yields Ri ◦ f̂ = f̂ ◦ si for all i ∈ I. Hence, f̂ is a Scott-continuous homomorphism.

For all x ∈ X and all d ∈ D we have ev(f̂(x), d) = f̂(x)(>, d) = f(x, d), whence

ev ◦ (f̂ × idD) = f .

Finally, let h : X → ED be a Scott-continuous homomorphism such that ev ◦ (h ×
idD) = f . Let x ∈ X, let A ∈ Id(I), and let d ∈ D. Then h(x)(>, d) = ev(h(x), d) =

f(x, d) = f̂(x)(>, d). Moreover,

h(x)(A, d) = h(x)
( ⋃

a∈A
a↓, d

)
= h(x)

( ⋃

a∈A
ua(>), d

)
= sup

a∈A
h(x)(ua(>), d)

= sup
a∈A

Ra(h(x))(>, d) = sup
a∈A

h(sa(x))(>, d)

= sup
a∈A

f(sa(x), d) = f(sup
a∈A

sa(x), d) = f̂(x)(A, d).

4.38. Remark. Let C ∈ {POPShom
(I,≤) ,APOPShom

(I,≤)} and let D = (D,≤, (pi)i∈I) and E =

(E,≤, (qi)i∈I) be objects of C. The function space [D → E ]Shom = ([D → E]Shom,≤,
(Qi|[D→E]Shom)i∈I) of all Scott-continuous homomorphisms from D to E is an object of C,
cf. Theorem 4.28. As in 4.36, we can pop embed [D → E ]Shom into ED = (E,≤, (Ri)i∈I).
Recall that ED = [J × D → E]Shom, where J = Id(I) if C = APOPShom

(I,≤) and J =

Id(I) ∪̇ {>} if C = POPShom
(I,≤) . We define ζ : [D → E]Shom → ED by ζ(f) : J ×D → E,

where

ζ(f)(A, d) :=

{
f(supa∈A pa(d)) if A ∈ Id(I),

f(d) if A = >.
Then ζ is a Scott-continuous pop embedding. The proof is quite similar to the one in

Remark 4.36(2) and is left to the reader.

Recall that [D → E ]Shom and ED are complete (with respect to their pop uniformity).

This follows from Proposition 2.25.

If C = APOPShom
(I,≤) , then [D → E ]Shom and ED are approximating and, in particular,

Hausdorff. Then ζ[[D → E]Shom] induces a closed and complete approximating subpop

of ED.
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4.3.4. D∞-models for the untyped λ-calculus. The last subsection of the present

chapter combines our results on the cartesian closure of the categories POPShom
(I,≤) and

APOPShom
(I,≤) with well known domain-theoretic arguments to obtain (I,≤)-pop’s isomor-

phic to their own exponent. It is Scott’s celebrated D∞-construction (cf. [48]) that we

are able to perform since, as we will see, inverse limits exist and the exponent functor

turns out to be continuous. Hence, this gives rise to models of the untyped λ-calculus

(see e.g. Barendregt [3, Chapter 5]).

A similar approach concerning D∞-models of Spreen’s “approximation structures”,

which are very special ω-pop’s, can be found in [50].

Let (I,≤) be a directed inf-semilattice and let C be one of the categories POPShom
(I,≤)

or APOPShom
(I,≤) . Let (Γ,≤) be a directed index set and let Dγ = (Dγ ,≤γ , (pγi )i∈I) be an

object of C for all γ ∈ Γ . That is, (Dγ ,≤γ , (pγi )i∈I) is a strict (I,≤)-pop with (Dγ ,≤γ) a

dcpo and pγi Scott-continuous for all i ∈ I (see the previous section). If C = APOPShom
(I,≤) ,

then (Dγ ,≤γ , (pγi )i∈I) is approximating.

Let S = {(fγµ, gγµ) : Dγ → Dµ | γ, µ ∈ Γ, γ ≤ µ} be an inverse system of Scott-

continuous epp’s such that both fγµ and gγµ are also homomorphisms for all γ ≤ µ.

Hence, fγµ and gγµ are morphisms of C. We also say that (fγµ, gγµ) is an epp of Scott-

continuous homomorphisms.

Let D∞ := {(dγ)γ∈Γ ∈
∏
γ∈Γ Dγ | ∀γ, µ ∈ Γ : γ ≤ µ ⇒ dγ = gγµ(dµ)} be equipped

with the product order. Recall that (D∞,≤) is a dcpo (Lemma 1.4(1)).

For γ ∈ Γ let fγ : Dγ → D∞ be defined by fγ(d) := (dµ)µ∈Γ with dµ := gµν(fγν(d))

for some ν ≥ γ, µ (cf. p. 15). Let gγ : D∞ → Dγ be defined by gγ((dµ)µ∈Γ ) := dγ . Recall

that (fγ , gγ) is a Scott-continuous epp by Lemma 1.4(1).

Next, we define an (I,≤)-pop structure on D∞. For all i ∈ I let pi : D∞ → D∞ be

defined by pi((dγ)γ∈Γ ) := (pγi (dγ))γ∈Γ . Notice that pi is well defined because pγi (dγ) =

pγi (gγµ(dµ)) = gγµ(pµi (dµ)) for all γ ≤ µ. Further, one easily sees that pi is a projection.

Given i, j ∈ I and (dγ)γ∈Γ ∈ D∞, we have

pinf{i,j}((dγ)γ∈Γ ) = (pγinf{i,j}(dγ))γ∈Γ = (pγi (pγj (dγ)))γ∈Γ = pi(pj((dγ)γ∈Γ )).

Moreover, i ≤ j implies pi ≤ pj . Hence, D∞ := (D∞,≤, (pi)i∈I) is a strict (I,≤)-pop. If

all Dγ are approximating, then D∞ is also approximating.

The maps fγ and gγ turn out to be homomorphisms: for all d ∈ Dγ and all µ, ν ∈ Γ
with ν ≥ γ, µ we have pµi (gµ(fγ(d))) = pµi (gµν(fγν(d))) = gµν(fγν(pγi (d))) = gµ(fγ(pγi (d))).

By definition of the projections pi we obtain pi ◦ fγ = fγ ◦ pγi . On the other hand,

pγi (gγ((dµ)µ∈Γ )) = pγi (dγ) = gγ(pi((dµ)µ∈Γ )) for all (dµ)µ∈Γ , i.e. pγi ◦ gγ = gγ ◦pi. We see

that (fγ , gγ) is an epp of Scott-continuous homomorphisms.

Finally, for all i ∈ I the projection pi is Scott-continuous. To see this, let A ⊆ D∞ be

directed. Then pi(supA) = (pγi (gγ(supA)))γ∈Γ = (sup pγi [gγ [A]])γ∈Γ = (sup gγ [pi[A]])γ∈Γ
= sup pi[A]. Consequently, D∞ ∈ C.

We call D∞ the inverse limit of the family (Dγ)γ∈Γ with respect to the inverse

system S and denote it by lim←−γ∈Γ (Dγ ,S). The epp’s (fγ , gγ) are the limiting epp’s.

Again, let (Γ,≤) be directed and let Dγ = (Dγ ,≤γ , (pγi )i∈I) ∈ C for all γ ∈ Γ .

Let S = {(fγµ, gγµ) : Dγ → Dµ | γ, µ ∈ Γ, γ ≤ µ} be an inverse system of epp’s
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of Scott-continuous homomorphisms. Let D = (D,≤, (pi)i∈I) ∈ C and for γ ∈ Γ let

(Fγ , Gγ) : Dγ → D be an epp of Scott-continuous homomorphisms. Suppose that for all

γ ≤ µ we have Fγ = Fµ ◦fγµ and Gγ = gγµ ◦Gµ. Then (D, (Fγ, Gγ)γ∈Γ ) is said to satisfy

the universal property for inverse limits (with respect to (Dγ)γ∈Γ and S) if for all E =

(E,≤, (qi)i∈I) ∈ C and all epp’s (F ′γ , G
′
γ) : Dγ → E of Scott-continuous homomorphisms

there is a unique epp (F,G) : D → E of Scott-continuous homomorphisms such that

F ′γ = F ◦ Fγ and G′γ = Gγ ◦G for all γ ∈ Γ (cf. Figure 4.4).

Dγ

fγµ

Fγ

F ′γ

D
F

Gγ

Gµ

E
G

G′γ

G′µDµ

gγµ

Fµ

F ′µ

Fig. 4.4. The universal property for inverse limits

With this notation we obtain:

4.39. Lemma. If supγ∈Γ (Fγ ◦ Gγ) = idD, then (D, (Fγ , Gγ)γ∈Γ ) satisfies the univer-

sal property for inverse limits. In this case we have F = supγ∈Γ (F ′γ ◦ Gγ) and G =

supγ∈Γ (Fγ ◦G′γ).

Proof. From domain theory it is known that (F,G) := (supγ∈Γ (F ′γ◦Gγ), supγ∈Γ (Fγ◦G′γ))

is the unique Scott-continuous epp such that F ′γ = F ◦Fγ and G′γ = Gγ ◦G for all γ ∈ Γ
(cf. e.g. [1, Theorem 3.3.7 and Lemma 3.3.8]). Thus, it remains to show that F and G

commute with all projections. But this is clear since Fγ , Gγ , F ′γ , G′γ are homomorphisms

and all projections under consideration are Scott-continuous.

The converse of the previous lemma is also true. This follows from Lemma 1.4(3)

and the following proposition which implies that the term “universal property for inverse

limits” is justified:

4.40. Proposition. Let C ∈ {POPShom
(I,≤) ,APOPShom

(I,≤)}. Let D∞ = (D∞,≤, (pi)i∈I) be the

inverse limit of a family (Dγ)γ∈Γ of (I,≤)-pop’s in C with respect to an inverse system

S = {(fγµ, gγµ) : Dγ → Dµ | γ, µ ∈ Γ, γ ≤ µ} of epp’s of Scott-continuous homo-

morphisms. Then (D∞, (fγ , gγ)γ∈Γ ) satisfies the universal property for inverse limits. If

(D, (Fγ, Gγ)γ∈Γ ), too, satisfies the universal property for inverse limits (with respect to

(Dγ)γ∈Γ and S as above), then there is a unique pop isomorphism Φ : D∞ → D such that

Fγ = Φ◦fγ and Gγ = gγ ◦Φ−1. We have Φ = supγ∈Γ (Fγ ◦gγ) and Φ−1 = supγ∈Γ (fγ ◦Gγ).

Proof. The first assertion follows from Lemma 1.4(2),(3) and the first part of Lemma 4.39.

The rest results from the second part of Lemma 4.39 by exploiting the universal property

in the usual way.
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Consider again C ∈ {POPShom
(I,≤) ,APOPShom

(I,≤)} and recall that for D = (D,≤, (pi)i∈I)
and E = (E,≤, (qi)i∈I) in C the exponential object ED is the (I,≤)-pop (ED,≤, (Ri)i∈I).
The set ED consists of all Scott-continuous homomorphisms from J × D to E with

J = (J,≤, (ui)i∈I), J = Id(I) ∪̇ {>} if C = POPShom
(I,≤) and J = Id(I) if C = APOPShom

(I,≤)

(cf. the previous section). In the latter case I is the greatest element of J and we set

> := I.

Let Cepp be the category whose objects are precisely those of C and whose morphisms

are epp’s of Scott-continuous homomorphisms (i.e. epp’s of morphisms of C). We define

a functor exp on Cepp as follows: If D is an object of Cepp, then let exp(D) := DD. If (f, g)

is a morphism of Cepp, then define exp(f, g) := (f ′, g′) where f ′ : DD → EE is defined by

f ′(h) := f ◦ h ◦ (idJ × g) for all h ∈ DD and g′ : EE → DD by g′(k) := g ◦ k ◦ (idJ × f)

for all k ∈ EE . It is routine to check that f ′ and g′ are Scott-continuous. Moreover, for

h ∈ DD and k ∈ EE we have

g′(f ′(h)) = g ◦ (f ◦ h ◦ (idJ × g)) ◦ (idJ × f) = (g ◦ f) ◦ h ◦ (idJ × (g ◦ f)) = h,

f ′(g′(k)) = f ◦ (g ◦ k ◦ (idJ × f)) ◦ (idJ × g) = (f ◦ g) ◦ k ◦ (idJ × (f ◦ g)) ≤ k.
For i ∈ I we infer, by definition of the projections Ri, that

Ri(f
′(h)) = f ′(h) ◦ (ui × idD) = f ◦ h ◦ (idJ × g) ◦ (ui × idD)

= f ◦ h ◦ (ui × idD) ◦ (idJ × g) = f ◦Ri(h) ◦ (idJ × g) = f ′(Ri(h))

and, analogously, Ri(g
′(k)) = g′(Ri(k)). Hence, (f ′, g′) is a morphism in Cepp.

Let (Γ,≤) be directed, let Dγ = (Dγ ,≤γ , (pγi )i∈I) ∈ Cepp for all γ ∈ Γ , and let

S = {(fγµ, gγµ) : Dγ → Dµ ∈ Cepp | γ, µ ∈ Γ, γ ≤ µ} be an inverse system. By Propo-

sition 4.40 we know that (lim←−γ∈Γ (Dγ ,S), (fγ , gγ)γ∈Γ ) satisfies the universal property for

inverse limits with respect to (Dγ)γ∈Γ and S.

Now set

exp(S) := {exp(fγµ, gγµ) | γ, µ ∈ Γ, γ ≤ µ}.
Clearly, this yields an inverse system of morphisms of Cepp. The corresponding inverse

limit is lim←−γ∈Γ (exp(Dγ), exp(S)).

Let (Fγ , Gγ) be the respective limiting epp’s. Again by Proposition 4.40,

(lim←−γ∈Γ (exp(Dγ), exp(S)), (Fγ, Gγ)γ∈Γ ) satisfies the universal property for inverse lim-

its with respect to (exp(Dγ))γ∈Γ and exp(S).

The following statement tells us that exp is continuous, i.e. exp(lim←−γ∈Γ (Dγ ,S)) is pop

isomorphic to (lim←−γ∈Γ (exp(Dγ), exp(S))).

4.41. Proposition. With the notation above, (exp(lim←−γ∈Γ (Dγ ,S)), (exp(fγ , gγ))γ∈Γ )

satisfies the universal property for inverse limits with respect to (exp(Dγ))γ∈Γ and exp(S).

In particular , the functor exp is continuous.

Proof. As usual, let D∞ := {(dγ)γ∈Γ ∈
∏
γ∈Γ Dγ | ∀γ, µ ∈ Γ : γ ≤ µ ⇒ dγ = gγµ(dµ)}.

For γ ∈ Γ let (f ′γ , g
′
γ) := exp(fγ , gγ). Let h ∈ DD∞∞ . As we have seen above, f ′γ(g′γ(h)) =

(fγ ◦ gγ) ◦ h ◦ (idJ × (fγ ◦ gγ)). We deduce from Lemma 1.4(3) that supγ∈Γ f
′
γ(g′γ(h)) =

supγ∈Γ (fγ ◦gγ)◦h◦ (idJ × supγ∈Γ (fγ ◦gγ)) = h. Therefore, supγ∈Γ (f ′γ ◦g′γ) = idDD∞∞ . By

Lemma 4.39 the first assertion follows. The second is a consequence of Proposition 4.40.
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So far we have gathered all pieces for a D∞-construction à la Scott on the level of

strict (I,≤)-pop’s that are also dcpo’s. More precisely, we state the following theorem:

4.42. Theorem. Let C ∈ {POPShom
(I,≤) ,APOPShom

(I,≤)}. Let D = (D,≤, (pi)i∈I) be any object

of C that has a least element ⊥. Let f0 : D → DD be defined by f0(d) : J ×D → D,

f0(d)(A, e) :=

{
supa∈A pa(d) if A ∈ Id(I),

d if A = >.

Define g0 : DD → D as follows :

g0(h) := h(>,⊥) = ev(h,⊥).

Then (f0, g0) is an epp of Scott-continuous homomorphisms. Moreover , let D0 := D. For

all n ∈ N0 let Dn+1 := exp(Dn) and (fn+1, gn+1) := exp(fn, gn). For all m,n ∈ N0 with

m ≤ n let fmn := fn−1 ◦fn−2 ◦· · ·◦fm+1 ◦fm and gmn := gm ◦gm+1 ◦· · ·◦gn−2 ◦gn−1. Let

S := {(fmn, gmn) | m,n ∈ N0, m ≤ n}. Then D∞ := lim←−n∈N0
(Dn,S) is pop isomorphic

to exp(D∞).

Proof. First of all, we verify that (f0, g0) is a morphism in Cepp. Let d ∈ D. Clearly,

if C = APOPShom
(I,≤) , then > = I and supa∈I pa(d) = d, whence f0(d) is well defined. To

show that f0(d) is Scott-continuous, let the sets A ⊆ Id(I) and B ⊆ D be directed.

Then f0(d)(
⋃A, supB) = supa∈⋃A pa(d) = supA∈A supa∈A pa(d) = sup(A,e)∈A×B f0(d).

Further, for all i ∈ I and all A ∈ Id(I) we have {pi ◦ pa | a ∈ A} = {pa | a ∈ A ∩
i↓}, cf. (∗) on p. 107. Hence, pi(f0(d)(A, e)) = pi(supa∈A pa(d)) = supa∈A pi(pa(d)) =

supa∈A∩i↓ pa(d) = f0(d)(A∩ i↓, pi(e)) = f0(d)(ui(A), pi(e)) and pi(f0(d)(>, e)) = pi(d) =

supa∈i↓ pa(d) = f0(d)(i↓, pi(e)) = f0(d)(ui(>), pi(e)). Thus, pi ◦ f0(d) = f0(d) ◦ (ui × pi).
This shows us that f0(d) is a Scott-continuous homomorphism and f0 is well defined.

Obviously, f0 is Scott-continuous. Moreover,

Ri(f0(d))(A, e) = f0(d)(A ∩ i↓, e) = sup
a∈A∩i↓

pa(d) = sup
a∈A

pa(pi(d)) = f0(pi(d))(A, e),

Ri(f0(d))(>, e) = f0(d)(i↓, e) = sup
a∈i↓

pa(d) = pi(d) = f0(pi(d))(>, e).

That is, Ri ◦ f0 = f0 ◦ pi and f0 is a homomorphism.

Since ev and the constant map sending all elements of D to ⊥ are Scott-continuous

homomorphisms, so is g0.

Finally, g0(f0(d)) = f0(d)(>,⊥) = d and, furthermore,

f0(g0(h))(A, e) = f0(h(>,⊥))(A, e) = sup
a∈A

pa(h(>,⊥)) = sup
a∈A

h(ua(>), pa(⊥))

= sup
a∈A

h(a↓,⊥) = h(
⋃

a∈A
a↓,⊥) = h(A,⊥) ≤ h(A, e),

f0(g0(h))(>, e) = f0(h(>,⊥))(>, e) = h(>,⊥) ≤ h(>, e)
for all d, e ∈ D, A ∈ Id(I), h ∈ DD. As a consequence, (f0, g0) ∈ Cepp.

The following conclusions are standard arguments from category theory. However, we

mention them here for the sake of completeness. They were first developed by Scott [48]

for continuous lattices.
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Since D0 = D and (f0, g0) are in Cepp, we may apply the functor exp consecutively

to D0 and (f0, g0) to obtain D1 = exp(D0) and (f1, g1) = exp(f0, g0), to D1 and (f1, g1)

to obtain D2 = exp(D1) and (f2, g2) = exp(f1, g1), and so forth. If for m ≤ n the maps

fmn and gmn are defined as in the theorem, then we clearly obtain an inverse system

S = {(fmn, gmn) | m,n ∈ N0, m ≤ n} of morphisms of Cepp. Let S+1 := {(fmn, gmn) |
m,n ∈ N, m ≤ n} and let “∼=” be an abbreviation for “is pop isomorphic to”. Since

exp is continuous (Proposition 4.41), we infer lim←−n∈N0
(Dn,S) ∼= lim←−n∈N0

(Dn+1,S+1) =

lim←−n∈N0
(exp(Dn), exp(S)) ∼= exp(lim←−n∈N0

(Dn,S)).

Let D = (D,≤, (pi)i∈I) ∈ C and let I = {?}. Assume further that p? = idD. Then

D = (D,≤, (idD)) can be identified with the dcpo (D,≤). Since Id(I) = {?}, we have

DD = [{?}×D → D]Shom, u? = id{?}, and R? = idDD . We see that any Scott-continuous

map from {?}×D toD is a homomorphism. Consequently, exp(D) = DD may be identified

with the dcpo of all Scott-continuous mappings from D to itself. Assume (D,≤) to have

a least element ⊥ and consider the epp (f0, g0) of Theorem 4.42. With the identifications

made above, f0(d) is the constant map sending all elements of D to d, and g0 maps

any Scott-continuous mapping h to h(⊥). Hence, in this special case the construction in

Theorem 4.42 boils down to Scott’s original D∞-construction (cf. [48]).
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Completions of mathematical structures emerge in almost all branches of mathematics.

Well known are completions of metric spaces, uniform spaces, normed linear spaces,

lattices, the algebraic completion of fields, the ideal completion of posets, and so forth.

In [6] Bonsangue, van Breugel, and Rutten investigated the completion of generalized

metric spaces. This yields a generalization both of the chain completion of (pre)ordered

sets and of the metric Cauchy completion.

In a certain sense, a completion of a structure is unique and “small”. It is the “small-

est” structure satisfying certain nice properties such that the original structure is con-

tained in it as a substructure.

In the present chapter we consider completions of posets with projections. Since

(I,≤)-pop’s have both a uniformity and a partial order, we can form either the uni-

form completion with respect to the pop uniformity to get a Hausdorff and complete

uniform space that contains the original one as a dense subspace, or the ideal completion

of the poset (or a suitable subset of it) to obtain an algebraic domain. In fact, we deal

with both kinds of completions and equip them with an (I,≤)-pop structure again. Then

we investigate how they are related.

In Section 5.1 we establish both the existence and the uniqueness of the pop completion

(Theorem 5.4). Given any approximating (I,≤)-pop D = (D,≤, (pi)i∈I), there exists (up

to isomorphism) a unique approximating (I,≤)-pop C(D) = (C(D), ≤̂, (p̂i)i∈I) with the

following properties:

• C(D) is complete in its pop uniformity,

• D is a subpop of C(D) such that D is dense in C(D) with respect to the pop

topology,

• any homomorphism f from D into a complete approximating (I,≤)-pop E can be

extended uniquely to a homomorphism f from C(D) to E .

In particular, C(D) is the uniform completion ofD with respect to the pop uniformity. The

completion C(D) can be constructed as the limit of an inverse system consisting of the sets

pi[D] and the projections pi (i ∈ I) (cf. also Lemma 3.39 and Theorem 3.40). We study

the fundamental properties of the pop completion and investigate which properties of the

original (I,≤)-pop are transferred to its completion. In particular, the pop completion

of a function pop turns out to be the function space of the respective pop completions

(Theorem 5.18).

On the other hand, by taking the ideal completion of
⋃
i∈I pi[D], we obtain in Sec-

tion 5.2 a unique (up to isomorphism) approximating (I,≤)-pop J(D)=(J(D), ≤̃, (p̃i)i∈I)
[114]
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such that

• (J(D), ≤̃) is an algebraic dcpo and p̃i is Scott-continuous for all i ∈ I (well known),

• D is a subpop of J(D),

• any homomorphism f from D into an approximating (I,≤)-pop E = (E,≤, (qi)i∈I)
with (E,≤) a dcpo and qi Scott-continuous for all i ∈ I can be extended uniquely

to a Scott-continuous homomorphism f∗ from J(D) to E
(see Theorem 5.22). We call J(D) the domain completion of D.

There is a close relation between both completions. In Section 5.3 we show that C(D)

can always be embedded into J(D); hence C(D) may be seen as a subpop of J(D) (The-

orem 5.29). We also give several conditions leading to a canonical isomorphism between

C(D) and J(D) (Theorem 5.33). For instance, if pi[A] has a greatest element for all ideals

A ⊆ D and all i ∈ I, then C(D) and J(D) are isomorphic. Finally, pop completion and

domain completion coincide and yield a bifinite domain provided all pi have finite range

(Theorem 5.36).

Some results of the present chapter can be found in [34].

5.1. Existence and uniqueness of the pop completion

We begin with the definition of a special class of subpop’s. Let D = (D,≤, (pi)i∈I) be an

(I,≤)-pop and let X = (X,≤, (pi|X)i∈I) be a subpop of D. Then X is a full subpop of D
provided that pi[D] ⊆ X for all i ∈ I.

5.1. Example. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. The set
⋃
i∈I pi[D] induces a

full subpop of D. Obviously, this is the least full subpop of D. In view of Lemma 3.1, it

is approximating. We denote this subpop by
⋃
i∈I pi[D].

Full subpop’s of D are precisely those subpop’s that are dense in D with respect to

the pop topology. This is the subject of the next lemma:

5.2. Lemma. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let X = (X,≤, (pi|X)i∈I) be a

subpop of D. Then X is a full subpop if and only if X is dense in (D, τD).

Proof. If X is full, then X is a dense subset of D with respect to the pop topology by

Proposition 2.10(1). Conversely, let X be dense in D, let d ∈ D, and let i ∈ I. Then we

find some x ∈ X with pi(d) = pi(x) ∈ X, whence X is a full subpop.

The following (I,≤)-pop turns out to be the proper candidate for the pop completion:

5.3. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let

D∞ :=
{

(di)i∈I ∈
∏

i∈I
pi[D]

∣∣∣ ∀i, j ∈ I : i ≤ j ⇒ di = pi(dj)
}

be equipped with the product order. For all i ∈ I define a map ri : D∞ → D∞ by

ri((dj)j∈I) := (pj(di))j∈I . Then D∞ := (D∞,≤, (ri)i∈I) is a complete approximating

(I,≤)-pop. If (pi)i∈I is Abelian, then (ri)i∈I is Abelian and ri((dj)j∈I) = (pi(dj))j∈I
for all i ∈ I and all (dj)j∈I ∈ D∞. If pi is Scott-continuous for all i ∈ I, then ri is

Scott-continuous for all i ∈ I.
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Proof. Recall that (idpi[D],pj [D], pi|pj [D]) is an embedding projection pair for all i, j ∈ I
with i ≤ j and S = {(idpi[D],pj [D], pi|pj [D]) | i, j ∈ I, i ≤ j} is an inverse system (cf. The-

orem 3.40(1)). For all i ∈ I let fi : pi[D] → D∞ be defined by fi(d) := (pj(d))j∈I . Let

gi : D∞ → pi[D] be the canonical projection from D∞ onto pi[D]. By Theorem 3.40(2),

(D∞,≤, (fi ◦ gi)i∈I) is a complete approximating (I,≤)-pop. Further, (fi ◦ gi)((dj)j∈I) =

fi(di) = (pj(di))j∈I = ri((dj)j∈I) for all i ∈ I.

Now let (pi)i∈I be Abelian and let i, j ∈ I. Choose some k ∈ I with k ≥ i, j and recall

that di = pi(dk) and dj = pj(dk). Then pj(di) = pj(pi(dk)) = pi(pj(dk)) = pi(dj). As a

consequence, (ri)i∈I is Abelian.

Finally, assume that pi is Scott-continuous for all i ∈ I. Then (idpi[D],pj [D], pi|pj [D]) is

a Scott-continuous embedding projection pair for all i ≤ j by Lemma 1.3. Consequently,

fi and gi are Scott-continuous in view of Lemma 1.4. Therefore, ri = fi ◦ gi is also

Scott-continuous.

Suppose that D = (D,≤, (pi)i∈I) is an object of the category POPShom
(I,≤) . For i ∈ I

let Di be the subpop of D induced by pi[D] (cf. Lemma 4.1). Then the (I,≤)-pop D∞
of Proposition 5.3 coincides with the inverse limit of (Di)i∈I with respect to the inverse

system {(idpi[D],pj [D], pi|pj [D]) | i, j ∈ I, i ≤ j}, which we have defined in Section 4.3.4.

Next, we formulate our existence and uniqueness theorem of the “pop completion”.

The approach to obtain the completion using an inverse limit construction is similar to

the one given by Ehrig et al. [17, Theorem 1.14]. This result states the existence and

uniqueness of a universal completion of (Hausdorff) projection spaces.

C(D)

∃1f

=

D

ψ

f
E

Fig. 5.1. The universal property for the pop completion

5.4. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop.

(1) There exist a complete approximating (I,≤)-pop C(D) = (C(D), ≤̂, (p̂i)i∈I) and

a pop homomorphism ψ : D → C(D) with the following universal property (Fig-

ure 5.1): For any complete approximating (I,≤)-pop (E,≤, (qi)i∈I) and any weak

homomorphism f : D → E there is a unique weak homomorphism f : C(D)→ E

with f ◦ ψ = f . Moreover , if f is a homomorphism, then f is also a homomor-

phism.

(2) Let D′ = (D′,≤′, (p′i)i∈I) be a complete approximating (I,≤)-pop and let φ : D →
D′ be a weak homomorphism such that (D′, φ) satisfies the universal property

of (1). Then there exists a unique pop isomorphism Φ : C(D)→ D′ with Φ◦ψ = φ.

(3) ψ[D] induces a full subpop of C(D) and is dense in (C(D), τC(D)).
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(4) (a) Let d, e ∈ D. Then ψ(d) ≤̂ ψ(e) if and only if pi(d) ≤ pi(e) for all i ∈ I.

(b) ψ|pi[D] is an order isomorphism from pi[D] onto p̂i[C(D)] for all i ∈ I.

(5) ψ is a pop embedding of D into C(D) if and only if D is approximating.

(6) (a) If (pi)i∈I is Abelian, then so is (p̂i)i∈I .

(b) If pi is Scott-continuous for all i ∈ I, then ψ and p̂i are Scott-continuous for

all i ∈ I.

(7) C(D) is pop isomorphic to D∞ (cf. Proposition 5.3). More precisely , there is a

unique pop isomorphism Ψ :C(D)→ D∞ with (Ψ ◦ψ)(d)=(pi(d))i∈I for all d∈D.

Proof. Let C(D) := D∞, i.e. (C(D), ≤̂) = (D∞,≤) and p̂i = ri for all i ∈ I. Proposi-

tion 5.3 tells us that C(D) is a complete approximating (I,≤)-pop.

Let V be the uniformity on D∞ that is induced by the product uniformity of the

family (pi[D],Udis)i∈I . Let i ∈ I and let gi : D∞ → pi[D] be the canonical projection

from D∞ onto pi[D]. One easily sees that (gi × gi)−1[idpi[D]] = ker p̂i. We conclude that

V = UC(D). Let ψ : D → C(D) be defined by ψ(d) := (pi(d))i∈I . From Lemma 3.39 we

deduce that ψ is monotone and ψ[D] is dense in C(D). Given i ∈ I, we have p̂i(ψ(d)) =

ri((pj(d))j∈I) = (pj(pi(d)))j∈I = ψ(pi(d)), whence ψ is a homomorphism. In particular,

ψ[D] induces a subpop of C(D). It is full in view of Lemma 5.2, which proves (3).

Furthermore, let ψ(d) ≤̂ ψ(e). Then, by definition of ψ, we have pi(d) ≤ pi(e) for all

i ∈ I. Conversely, if pi(d) ≤ pi(e) for all i ∈ I, then p̂i(ψ(d)) = ψ(pi(d)) ≤̂ ψ(pi(e)) =

p̂i(ψ(e)) for all i ∈ I. As C(D) is approximating, we conclude that ψ(d) ≤̂ ψ(e). This

proves (4)(a). To verify (4)(b), let i ∈ I. Since ψ is a homomorphism, we have ψ[pi[D]] =

p̂i[ψ[D]] ⊆ p̂i[C(D)]. On the other hand, let d̂ ∈ C(D). Then p̂i(d̂) ∈ ψ[D] by (3), whence

p̂i(d̂) ∈ p̂i[ψ[D]] = ψ[pi[D]]. We obtain ψ[pi[D]] = p̂i[C(D)]. As ψ|pi[D] is monotone

and, in addition, order-reflecting by (4)(a), it is an order isomorphism from pi[D] onto

p̂i[C(D)].

Let ψ be a pop embedding, let d, e ∈ D, and let pi(d) ≤ e for all i ∈ I. Then

p̂i(ψ(d)) = ψ(pi(d)) ≤̂ψ(e) for all i ∈ I; hence ψ(d) ≤̂ ψ(e) since C(D) is approximating.

Then d ≤ e and thus D is approximating. Conversely, if D is approximating, then ψ is

an order embedding by Lemma 3.39 and therefore a pop embedding. This shows (5).

(6) results from Proposition 5.3 (the proof that ψ be Scott-continuous is deferred to

Proposition 5.8 below).

To prove the universal property, let E = (E,≤, (qi)i∈I) be a complete approximating

(I,≤)-pop and let f : D → E be a weak homomorphism. Let (di)i∈I ∈ C(D) and let

i, j ∈ I with j ≥ i. Then qi(f(dj)) = qi(f(pi(dj))) = qi(f(di)). Consequently, (f(di))i∈I
is a Cauchy net in (E,UE). As E is complete Hausdorff, let f((di)i∈I) := limi∈I f(di). Now

let (di)i∈I , (d̃i)i∈I ∈ C(D) with di ≤ d̃i for all i ∈ I. Then f(di) ≤ f(d̃i) for all i ∈ I and

thus f((di)i∈I) ≤ f((d̃i)i∈I) because the partial order of E is closed by Proposition 2.11.

Hence, f is monotone. Note that since di ∈ pi[D], we have di = pj(di) for all j ≥ i.

Consequently,

qi(f(dj)) = qi(f(pi(dj))) = qi(f(di)) = qi(f(pj(di)))

for all i, j ∈ I, j ≥ i. Since E is Hausdorff, we conclude

qi(f((dj)j∈I)) = qi(f((pj(di))j∈I)) = qi(f(p̂i((dj)j∈I)));
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hence f is non-expansive and thus a weak homomorphism. A similar argument shows

that f is a homomorphism whenever f is a homomorphism. Furthermore, f(ψ(d)) =

f((pi(d))i∈I) = limi∈I f(pi(d)) = f(d) because (pi(d))i∈I → d and f is continuous. As E
is Hausdorff, we infer from (3) that f is the unique weak homomorphism with f ◦ψ = f .

This proves (1).

Next, we show that (C(D), ψ) is “unique” by exploiting the universal property in the

usual way. Let D′ = (D′,≤′, (p′i)i∈I) be a complete approximating (I,≤)-pop and let

φ : D → D′ be a weak homomorphism such that (D′, φ) satisfies the universal property

of (1). Then there is a weak homomorphism Ψ : D′ → C(D) with Ψ ◦φ = ψ. By applying

the universal property to (C(D), ψ), we find a weak homomorphism Φ : C(D)→ D′ with

Φ ◦ ψ = φ. Now Ψ ◦ Φ is a weak homomorphism from C(D) into itself with (Ψ ◦ Φ) ◦ ψ
= Ψ ◦ φ = ψ. Since the identity idC(D) on C(D) is also a weak homomorphism with

idC(D) ◦ ψ = ψ, we obtain Ψ ◦ Φ = idC(D) due to uniqueness. Analogously, Φ ◦ Ψ = idD′ .

Consequently, Φ is bijective and Φ−1 = Ψ . Thus, Φ and Φ−1 are weak homomorphisms.

In view of Lemma 4.1(5), we deduce that Φ is a pop isomorphism.

Finally, (7) is true by definition and (2).

Definition. For any (I,≤)-pop D we call the complete approximating (I,≤)-pop C(D)

of Theorem 5.4 the pop completion of D. The mapping ψ : D → C(D) is the canonical

homomorphism.

Theorem 5.4(1) tells us that the pop completion actually satisfies two universal prop-

erties, viz. one for weak homomorphisms and one for homomorphisms. With respect to

both universal properties, the pop completion is unique up to pop isomorphism. This is

stated in 5.4(2) for the universal property concerning the extension of weak homomor-

phisms. But clearly, the proof of (2) shows us that this is also true in case we deal with

the extension of homomorphisms.

In addition, we just remark here that (C(D),UC(D)) is the uniform completion of the

space (D,UD).

5.5. Corollary. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop with pop completion C(D) =

(C(D), ≤̂, (p̂i)i∈I) and canonical homomorphism ψ : D → C(D). Then ψ|⋃
i∈I pi[D] is a pop

isomorphism from the subpop
⋃
i∈I pi[D] onto the subpop

⋃
i∈I p̂i[C(D)]. If , furthermore,

(pi)i∈I is Abelian, then ψ|pi[D] is a pop isomorphism from the subpop induced by pi[D]

onto the subpop induced by p̂i[C(D)].

Proof. By Theorem 5.4(1) and (4), ψ is a homomorphism with ψ[
⋃
i∈I pi[D]] =⋃

i∈I p̂i[C(D)]. Recall that ψ(d) ≤̂ ψ(e) if and only if pi(d) ≤ pi(e) for all i ∈ I (5.4(4)).

Thus, given i, j, k ∈ I with k ≥ i, j, we infer that ψ(pi(d)) ≤̂ ψ(pj(e)) implies pi(d) =

pk(pi(d)) ≤ pk(pj(e)) = pj(e) by Lemma 3.1.

Now let (pi)i∈I be Abelian. Lemma 4.2 and Theorem 5.4(6)(a) tell us that pi[D] and

p̂i[C(D)] induce subpop’s for all i ∈ I. They are isomorphic by virtue of 5.4(4).

Let D = (D,≤, (pi)i∈I) be an approximating (I,≤)-pop. In light of Theorem 5.4(5),

we identify D with the subpop induced by ψ[D]. Thus, we assume that D ⊆ C(D),

≤̂|D = ≤, ψ = idD,C(D), and p̂i|D = pi for all i ∈ I. Note that for all i ∈ I we have
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p̂i[C(D)] = pi[D] by 5.4(4). Furthermore, D is a full subpop of C(D) and D is dense in

C(D). Summing things up, we obtain:

5.6. Corollary. Let D be an (I,≤)-pop. Then the following are equivalent :

(i) D is approximating.

(ii) D is a full subpop of a complete approximating (I,≤)-pop.

5.7. Corollary. Let D be an approximating (I,≤)-pop. Then D = C(D) (more pre-

cisely : ψ is a pop isomorphism) if and only if D is complete in its pop uniformity.

Proof. This results from the fact that both D is dense in (C(D), τC(D)) and (D,UD) is

complete; hence D is closed in (C(D), τC(D)) because the latter is Hausdorff. Alternatively:

the canonical homomorphism ψ is an order isomorphism due to Lemma 3.39 and thus a

pop isomorphism. A further alternative is to apply Theorems 3.40(1) and 5.4(7).

Let (D,≤, (pi)i∈I) be an approximating (I,≤)-pop. We show that whenever a subset

A has a supremum or an infimum in (D,≤) that is preserved by each projection pi, then

it has a supremum or an infimum in (C(D), ≤̂) which coincides with the one formed in

(D,≤). More precisely:

5.8. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let C(D) = (C(D), ≤̂,
(p̂i)i∈I) be its pop completion. Let ψ : D → C(D) be the canonical homomorphism. Let

A ⊆ D be such that supA exists and pi(supA) = sup pi[A] for all i ∈ I. Then we have

ψ(supA) = supψ[A] and p̂i(ψ(supA)) = sup p̂i[ψ[A]] for all i ∈ I. In particular , if D is

approximating , then supD A = supC(D)A. Similarly for the infimum.

Proof. We may assume C(D) = D∞ and ψ(d) = (pi(d))i∈I for all d ∈ D, cf. Theo-

rem 5.4(7). Clearly, ψ[A] ≤ ψ(supA). Let (ei)i∈I ∈ D∞ with ψ[A] ≤ (ei)i∈I . Then pi(a) ≤
ei for all a ∈ A and all i ∈ I, whence pi(supA) = sup pi[A] ≤ ei for all i ∈ I. Therefore,

ψ(supA) = supψ[A] and p̂i(ψ(supA)) = ψ(pi(supA)) = supψ[pi[A]] = sup p̂i[ψ[A]] for

all i ∈ I.

5.9. Proposition. Let D = (D,≤, (pi)i∈I) be any (I,≤)-pop with pop completion C(D) =

(C(D), ≤̂, (p̂i)i∈I). Let E = (E,≤, (qi)i∈I) be a complete approximating (I,≤)-pop. Let

f : D → E be a weak homomorphism with unique extension f : C(D)→ E. If f , pi, and

qi are Scott-continuous for all i ∈ I, then so is f .

Proof. Let ψ : D → C(D) be the canonical homomorphism. Let Â ⊆ C(D) be directed

such that sup Â exists. Clearly, f [Â] ≤ f(sup Â). Let e ∈ E with f [Â] ≤ e and let i ∈ I.

Since p̂i is Scott-continuous and ψ0 := ψ|pi[D] is an order isomorphism from pi[D] onto

p̂i[C(D)] (Theorem 5.4(4),(6)(b)), we use Lemma 1.3 to deduce

qi(f(sup Â)) = qi(f(p̂i(sup Â))) = qi(f(ψ0(ψ−1
0 (p̂i(sup Â))))) = qi(f(ψ−1

0 (p̂i(sup Â))))

= qi(f( sup
pi[D]

ψ−1
0 [p̂i[Â]])) = qi(f(sup

D
ψ−1

0 [p̂i[Â]])) = sup qi[f [ψ−1
0 [p̂i[Â]]]]

= sup qi[f [ψ0[ψ−1
0 [p̂i[Â]]]]] = sup qi[f [p̂i[Â]]] = sup qi[f [Â]] ≤ qi(e).

Thus, f(sup Â) ≤ e because E is approximating and hence f(sup Â) = sup f [Â].
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5.10. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let X = (X,≤, (pi|X)i∈I)
be a full subpop of D. Let E = (E,≤, (qi)i∈I) be a complete approximating (I,≤)-pop and

let f : X → E be a [weak ] homomorphism. Then there exists a unique [weak ] homomor-

phism f : D → E with f |X = f . If , furthermore, f , pi, and qi are Scott-continuous for

all i ∈ I, then so is f .

Proof. Let d ∈ D. As X is a full subpop, we have pi(d) ∈ X for all i ∈ I. Since (pi(d))i∈I
converges to d, we find (pi(d))i∈I to be a Cauchy net in X. Due to uniform continuity

of f , the net (f(pi(d)))i∈I is Cauchy in E, hence convergent. Set f(d) := limi∈I f(pi(d)).

Let x ∈ X. As f is continuous, we deduce (f(pi(x)))i∈I → f(x). Then f(x) = f(x)

because E is Hausdorff.

Let i ∈ I and let d ∈ D. For all j ∈ I we have qi(f(pj(d))) = qi(f(pi(pj(d)))),

hence qi(f(d)) = qi(f(pi(d))) = qi(f(pi(d))) when we pass to the limit. Thus, f is non-

expansive. Similarly, if f commutes with all projections, then so does f . Let d ≤ e. Then

pi(d) ≤ pi(e) and f(pi(d)) ≤ f(pi(e)) for all i ∈ I. Since E is approximating, we infer

f(d) ≤ f(e) by Proposition 2.11.

As E is Hausdorff, f is uniquely determined.

The proof of the remaining assertion is similar to the proof of Proposition 5.9.

5.11. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop and let X be a full subpop

of D. Then the pop completions C(X ) and C(D) are isomorphic. In particular , C(D) is

the pop completion of the subpop
⋃
i∈I pi[D].

Proof. Let X =: (X,≤, (pi|X)i∈I). Since X is a full subpop of D, we obtain pi[X] = pi[D]

for all i ∈ I. Theorem 5.4(7) yields the assertion.

In particular, if D is a complete approximating (I,≤)-pop with full subpop X , then

D is (isomorphic to) the pop completion C(X ) of X (Corollary 5.7).

5.12. Example. Let (X, %) be an ultrametric space and view the closed ball model (Ex-

ample 3.30) as an ω-pop Dcb(X, %) := (Dcb(X, %),⊇, (pn)n∈N0
). Let (X̂, %̂) be the metric

completion of (X, %). Then the pop completion of the closed ball model of (X, %) is the

closed ball model of (X̂, %̂), that is, C(Dcb(X, %)) = Dcb(X̂, %̂).

To see this, recall first that Dcb(X̂, %̂) is approximating and complete by Example 3.30

and Proposition 3.34. Each subset A ⊆ X can be viewed as a subset of X̂. Let A
τ%̂

denote

the closure of A in X̂. This yields a mapping ζ : d 7→ d
τ%̂

from Dcb(X, %) to Dcb(X̂, %̂)

because {x} τ%̂ = {x} and {y ∈ X | %(x, y) ≤ 2−m} τ%̂ = {ŷ ∈ X̂ | %̂(x, ŷ) ≤ 2−m} for

all x ∈ X and all m ∈ N0. Clearly, ζ is a pop embedding. Due to Proposition 5.11 it

suffices to show that the subpop of Dcb(X̂, %̂) induced by ζ[Dcb(X, %)] is full. But this

follows from X being dense in X̂: for all x̂ ∈ X̂ and all n ∈ N0 there is some x ∈ X with

%̂(x, x̂) ≤ 2−n. Since %̂ is an ultrametric, we deduce {ŷ ∈ X̂ | %̂(x̂, ŷ) ≤ 2−n} = {ŷ ∈ X̂ |
%̂(x, ŷ) ≤ 2−n} = {y ∈ X | %(x, y) ≤ 2−n} τ%̂ .

5.13. Example. Let (Σ, D) be a dependence alphabet.

(a) Consider the ω-pop’s D1 = (R(Σ,D),≤, (pn)n∈N0
) and D2 = (R(Σ,D),≤, (hn)n∈N0

)

(see Example 3.35). Let M(Σ,D) ⊆ X ⊆ R(Σ,D) and let X1 = (X,≤, (pn|X)n∈N0
) and
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X2 = (X,≤, (hn|X)n∈N0
). Then C(X1) = D1 and C(X2) = D2 because of Proposition 5.11.

(Recall that (R(Σ,D),U{pn|n∈N0}) = (R(Σ,D),U{hn|n∈N0}) is compact, hence complete.)

(b) Consider the ω-pop Dα = (Fα(Σ,D),v, {hn | n ∈ N0}) (cf. Example 3.36).

Let Fαf (Σ,D) ⊆ X ⊆ Fα(Σ,D) and let X be the subpop of Dα induced by X. Then

C(X ) = Dα. A similar statement is true for δ-traces.

5.14. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let E be a “property” that

is invariant under monotone mappings (such as e.g. being bounded or directed). Suppose

all subsets of D with property E have a supremum that is preserved by each pi. Then all

subsets of C(D) with property E have a supremum which is preserved by each p̂i.

Proof. Let Â ⊆ C(D) have property E and let i ∈ I. Recall that ψ|pi[D] is an or-

der isomorphism from pi[D] onto p̂i[C(D)]. Let Ai := (ψ|pi[D])
−1[p̂i[Â]]. Then Ai has

property E; hence supD Ai exists, supD Ai = suppi[D]Ai =: supAi by Lemma 1.3, and

pi(supAj) = sup pi[Aj ] for all i, j ∈ I. As ψ|pi[D] is an order isomorphism from pi[D]

onto p̂i[C(D)], we have ψ(supAi) = supp̂i[C(D)] ψ[Ai] = supC(D) p̂i[Â] by 1.3 and

p̂i(sup p̂j [Â]) = p̂i(ψ(supAj)) = ψ(pi(supAj)) = ψ(sup pi[Aj ]) = supψ[pi[Aj ]]

= sup p̂i[ψ[Aj ]] = sup p̂i[p̂j [Â]] = sup p̂i[Â]

for all i ≤ j. Lemma 3.42 tells us that sup Â exists and p̂i(sup Â) = sup p̂i[Â] for all

i ∈ I.

In addition, we mention here the following. Suppose the assumptions of Proposi-

tion 5.14 are satisfied. Let E = (E,≤, (qi)i∈I) be a complete approximating (I,≤)-pop

and let f : D → E be a weak homomorphism such that f and each qi preserve suprema

of sets with property E. Then the unique extension f : C(D) → E preserves suprema of

subsets of C(D) with property E as well. This follows from an analysis of the proof of

Proposition 5.9.

5.15. Corollary. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop whose underlying poset is

a bcpo such that for all i ∈ I the projection pi preserves suprema of bounded sets. Let

C(D) = (C(D), ≤̂, (p̂i)i∈I) be the pop completion of D. Then (C(D), ≤̂) is a bcpo and p̂i
preserves suprema of bounded sets for all i ∈ I.

If property E means being directed, then we can improve Proposition 5.14:

5.16. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop whose underlying poset

is a dcpo and whose projections pi are Scott-continuous for all i ∈ I. Let A(D) :=

{supi∈I pi(d) | d ∈ D}. Then A(D) induces a full subpop A(D) = (A(D),≤, (pi|A(D))i∈I)
of D such that A(D) is approximating , (A(D),≤) is a dcpo, and pi|A(D) is Scott-conti-

nuous for all i ∈ I. Moreover , A(D) is the pop completion of D. It coincides with D if

and only if D is approximating.

Proof. Recall that the pointwise supremum ξ := supi∈I pi is a projection with pi ◦ ξ =

ξ ◦ pi = pi for all i ∈ I (cf. Remark 3.12). Hence, A(D) is an approximating full subpop

of D. Now A(D) = ξ[D], and (A(D),≤) is therefore a dcpo with supA(D)C = supD C for

any directed subset C ⊆ A(D) (cf. Lemma 1.3). Thus, pi|A(D) is Scott-continuous for all

i ∈ I. Now apply Proposition 2.25 to deduce that A(D) is complete in its pop uniformity.
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Therefore, A(D) = C(A(D)) = C(D) by Corollary 5.7 and Proposition 5.11. It is obvious

that A(D) = D if and only if D is approximating.

Suppose that D = (D,≤, (pi)i∈I) is an approximating (I,≤)-pop such that (D,≤) is

a dcpo or even a complete lattice and each pi preserves suprema of all (directed) subsets

of D. Then, due to the previous proposition, C(D) = D. This does not hold anymore if

the projections pi do not preserve suprema of directed sets, cf. Example 3.27.

5.17. Proposition. Let D be any (I,≤)-pop with pop completion C(D) = (C(D), ≤̂,
(p̂i)i∈I).

(1) If (D,≤) is linear , then so is (C(D), ≤̂).

(2) Let i ∈ I. If pi is downwards closed , then so is p̂i.

Proof. (1) Let d̂, ê ∈ C(D). For all i ∈ I choose elements di, ei ∈ D such that ψ(di) = p̂i(d̂)

and ψ(ei) = p̂i(ê) (cf. Theorem 5.4(4)). Then (ψ(di))i∈I → d̂ and (ψ(ei))i∈I → ê. Let

I1 := {i ∈ I | di ≤ ei} and I2 := {i ∈ I | ei ≤ di}. Then I = I1 ∪ I2. As the complement

of any non-cofinal subset of I is cofinal in I, we may assume that I1 is cofinal in I. Then

ψ(di) ≤̂ψ(ei) for all i ∈ I1, (ψ(di))i∈I1 → d̂, and (ψ(ei))i∈I1 → ê. Therefore, d̂ ≤̂ ê.

(2) Let ĉ, d̂ ∈ C(D) and let i ∈ I with ĉ ≤̂ p̂i(d̂). Then p̂j(ĉ) ≤̂ p̂i(d̂) for all j ∈ I. Due to

Corollary 5.5 we find elements cj , di ∈ D such that ψ(pj(cj)) = p̂j(ĉ), ψ(pi(di)) = p̂i(d̂),

and pj(cj) ≤ pi(di). Since pi is downwards closed, we obtain pj(cj) = pi(pj(cj)) and thus

p̂j(ĉ) = ψ(pi(pj(cj))) = p̂i(ψ(pj(cj))) = p̂i(p̂j(ĉ)) for all j ∈ I. Since C(D) is Hausdorff

and p̂i is continuous with respect to the pop topology, we deduce ĉ = p̂i(ĉ).

From Propositions 4.10 and 5.17(2) we infer that if D is an ω-pop which is induced

by a weight function, then its pop completion C(D) is also induced by a weight function.

Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s such that E is approx-

imating and (qi)i∈I is Abelian. Recall from Section 4.3.1 that we have approximating

(I,≤)-pop’s [D → E ]weak (weak homomorphisms from D to E) and [D → E ]hom (ho-

momorphisms from D to E). Moreover, if qi is Scott-continuous for all i ∈ I, then we

also have approximating (I,≤)-pop’s [D → E ]Sweak (Scott-continuous weak homomor-

phisms from D to E) and [D → E ]Shom (Scott-continuous homomorphisms from D to

E). Analogously, we have approximating pop’s [C(D) → C(E)]weak, [C(D) → C(E)]hom,

[C(D) → C(E)]Sweak, and [C(D) → C(E)]Shom (use Theorem 5.4(6)(b)). In the following

theorem we show that [C(D) → C(E)]weak, [C(D) → C(E)]hom, [C(D) → C(E)]Sweak, and

[C(D) → C(E)]Shom are the respective pop completions of [D → E ]weak, [D → E ]hom,

[D → E ]Sweak, and [D → E ]Shom. Loosely speaking, the C-operator commutes with the

[ → ]···-operators. (Notice that we could turn these operators into functors of suitable

categories considered in Sections 4.3.2 and 4.3.3.)

5.18. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let E = (E,≤, (qi)i∈I) be an

approximating (I,≤)-pop with Abelian projection net. Let C(D) = (C(D), ≤̂, (p̂i)i∈I) and

C(E) = (C(E), ≤̂, (q̂i)i∈I) be the pop completions of D and E , respectively. Then

(1) [D → C(E)]weak, [C(D) → C(E)]weak, and C([D → E ]weak) are pairwise pop

isomorphic.
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(2) [D → C(E)]hom, [C(D) → C(E)]hom, and C([D → E ]hom) are pairwise pop iso-

morphic.

(3) If pi and qi are Scott-continuous for all i ∈ I, then an analogous result holds for

the pop completions of [D → E ]Sweak and [D → E ]Shom, respectively.

Proof. We only show (1); (2) and (3) are proven similarly. (Use Theorem 5.4(6)(b) and

Proposition 5.9 for (3).) As usual, we view E as a subpop of C(E). Then, clearly, [D →
E ]weak can be seen as a subpop of [D → C(E)]weak. For all i ∈ I and all g ∈ [D → C(E)]weak

we have q̂i ◦ g ∈ [D → E]weak; that is, [D → E ]weak is a full subpop of [D → C(E)]weak.

Since [D → C(E)]weak is complete and approximating (cf. Theorem 4.28(1)), we infer

from Corollary 5.7 and Proposition 5.11 that [D → C(E)]weak is the pop completion of

[D → E ]weak.

Let ψ : D → C(D) be the canonical homomorphism from D to C(D). For each g ∈
[D → C(E)]weak let g be the unique element of [C(D)→ C(E)]weak with g ◦ ψ = g (The-

orem 5.4(1)). Clearly, if g1, g2 ∈ [D → C(E)]weak with g1 ≤̂ g2, then g1(ψ(d)) ≤̂ g2(ψ(d))

for all d ∈ D. As ψ[D] is dense in C(D) and C(E) is approximating, we deduce that

g1 ≤̂ g2. Let i ∈ I. Then (q̂i ◦ g) ◦ ψ = q̂i ◦ g. By uniqueness, q̂i ◦ g = q̂i ◦ g. We conclude

that the mapping g 7→ g is a homomorphism from [D → C(E)]weak to [C(D)→ C(E)]weak.

If g1 ≤̂ g2 for any g1, g2 ∈ [D → C(E)]weak, then g1 = g1 ◦ ψ ≤̂ g2 ◦ ψ = g2, hence we

have an embedding. Obviously, if h ∈ [C(D) → C(E)]weak and g := h ◦ ψ, then we have

h ◦ ψ = g = g ◦ ψ and thus h = g by uniqueness. Consequently, [D → C(E)]weak and

[C(D)→ C(E)]weak are isomorphic.

5.19. Remark. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s such that

E is approximating, (E,≤) is a dcpo, (qi)i∈I is Abelian, and qi is Scott-continuous for

all i ∈ I. Then [D → E]Sweak and [D → E]Shom are dcpo’s with respect to the pointwise

order. The projection nets of [D → E ]Sweak and [D → E ]Shom, respectively, consist of

Scott-continuous projections (Theorem 4.28(3)). As a consequence, [D → E ]Sweak and

[D → E ]Shom are complete in their pop uniformity (Proposition 2.25) and thus coincide

with their respective pop completions.

5.2. Domain completion and ideal completion

In general the underlying poset of the pop completion is not a dcpo. This section deals

with another completion of a given (I,≤)-pop: the “domain completion”. We show that

each (I,≤)-pop D admits an approximating (I,≤)-pop J(D) whose partial order is a

directed complete partial order and whose projection net consists of Scott-continuous

projections. The completion J(D) also satisfies a universal property with regard to the

extension of homomorphisms. Similarly to the pop completion we can pop embed D into

J(D) provided that D is approximating.

Since the ideal completion of a suitable subset of D will be the candidate for the

domain completion, we need some facts on the ideal completion of a poset. We cite the

following well known statement from Markowsky and Rosen [41, Theorem 2.7] (cf. also

Lawson [39, Section I], Abramsky and Jung [1, Prop. 2.2.24]):
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5.20. Proposition (Markowsky–Rosen [41]). Let (D,≤) be a poset and let (Id(D),⊆) be

the ideal completion of (D,≤). Let (E,≤) be a dcpo and let f : D → E be a monotone

mapping. Let ϕD : D → Id(D), ϕD(d) := d↓, be the canonical order embedding of (D,≤)

into (Id(D),⊆). Then f∗ : Id(D) → E defined by f∗(A) := sup f [A] is the unique Scott-

continuous mapping such that f∗ ◦ ϕD = f .

For any (I,≤)-pop (D,≤, (pi)i∈I) we endow the ideal completion (Id(D),⊆) of (D,≤)

with a natural (I,≤)-pop structure:

5.21. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let (Id(D),⊆) be the ideal

completion of (D,≤).

(1) For all i ∈ I define a mapping p̃i : Id(D) → Id(D) by p̃i(A) := pi[A]↓ for all

A ∈ Id(D). Then Id(D) := (Id(D),⊆, (p̃i)i∈I) is a complete (I,≤)-pop with Scott-

continuous projections p̃i.

(2) The mapping ϕD : D → Id(D) defined by ϕD(d) := d↓ is a pop embedding of D
into Id(D).

(3) Let (E,≤, (qi)i∈I) be an (I,≤)-pop such that (E,≤) is a dcpo and qi is Scott-

continuous for all i ∈ I. Let f : D → E be a weak homomorphism and define

f∗ : Id(D) → E by f∗(A) := sup f [A]. Then f∗ is the unique Scott-continuous

weak homomorphism with f∗ ◦ϕD = f . Moreover , if f is a homomorphism, then

f∗ is also a homomorphism.

(4) Id(D) is approximating if and only if D =
⋃
i∈I pi[D].

(5) (a) (pi)i∈I is Abelian if and only if (p̃i)i∈I is Abelian.

(b) For all i ∈ I the mapping pi is downwards closed if and only if p̃i is downwards

closed.

Proof. (1) Let i ∈ I. Clearly, p̃i is Scott-continuous. Let A ∈ Id(D) and let j ∈ I with

i ≤ j. Then pi[pi[A]↓]↓ = pi[pi[A]]↓ = pi[A]↓, whence p̃i is idempotent. Since pi[A]↓ ⊆ A,

we find p̃i to be below the identity. As pi[A]↓ ⊆ pj [A]↓, we see that Id(D) is an (I,≤)-pop.

By recalling that (Id(D),⊆) is an (algebraic) dcpo, we infer that Id(D) is complete with

respect to its pop uniformity (Proposition 2.25).

(2) We know that ϕD is an order embedding of (D,≤) into (Id(D),⊆). Moreover,

pi(d)↓ = pi[d↓]↓ = p̃i(d↓) for all i ∈ I and all d ∈ D.

(3) We already know that f∗ is the unique Scott-continuous mapping such that f ∗ ◦
ϕD = f (Proposition 5.20). Let A ∈ Id(D) and let i ∈ I. Then

qi(f
∗(A)) = qi(sup f [A]) = sup qi[f [A]] = sup qi[f [pi[A]]]

= qi(sup f [pi[A]]) = qi(sup f [pi[A]↓]) = qi(f
∗(p̃i(A))).

Similarly, if f commutes with all projections, then so does f ∗.
(4) Observe that Id(D) is approximating if and only if A =

⋃
i∈I p̃i(A) for all A ∈

Id(D). Consequently, if Id(D) is approximating, then d↓ =
⋃
i∈I pi[d↓]↓ =

⋃
i∈I pi(d)↓

for all d ∈ D. Thus, there is some i ∈ I with d ≤ pi(d), i.e. d = pi(d). Conversely, if

D =
⋃
i∈I pi[D] and A ∈ Id(D), then we certainly obtain A =

⋃
i∈I pi[A]↓.
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(5) (a) Let (pi)i∈I be Abelian and let i, j ∈ I. Then for all A ∈ Id(D) we have

p̃i(p̃j(A)) = pi[pj [A]↓]↓ = pi[pj [A]]↓ = pj [pi[A]]↓ = pj [pi[A]↓]↓ = p̃j(p̃i(A). The converse

can be shown by using principal ideals.

(b) Let i ∈ I. Let pi be downwards closed and let A,B ∈ Id(D) with A ⊆ p̃i(B) =

pi[B]↓. Then for each a ∈ A we find some b ∈ B with a ≤ pi(b). As pi is downwards

closed, we deduce a = pi(a). This implies A = pi[A]↓ = p̃i(A).

On the other hand, if p̃i is downwards closed and if c, d ∈ D with c ≤ pi(d), then

c↓ ⊆ pi(d)↓ = p̃i(d↓). By assumption, c↓ = p̃i(c↓). Hence, c ≤ pi(c) and therefore

c = pi(c).

Definition. We call Id(D) the ideal completion of D.

Next, we formulate the existence and uniqueness theorem of the “domain completion”.

Observe the analogy to Theorem 5.4.

5.22. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop.

(1) There exist an approximating (I,≤)-pop J(D) = (J(D), ≤̃, (p̃i)i∈I) with (J(D), ≤̃)

a dcpo and p̃i Scott-continuous for all i ∈ I and a pop homomorphism ι : D →
J(D) with the following universal property (Figure 5.2): For any approximating

(I,≤)-pop (E,≤, (qi)i∈I) with (E,≤) a dcpo and qi Scott-continuous for all i ∈ I
and any weak homomorphism f : D → E there is a unique Scott-continuous weak

homomorphism f∗ : J(D)→ E with f∗◦ι = f . Moreover , if f is a homomorphism,

then f is also a homomorphism.

J(D)

∃1f
∗

=

D

ι

f
E

Fig. 5.2. The universal property for the domain completion

(2) Let D′ = (D′,≤′, (p′i)i∈I) be an approximating (I,≤)-pop such that (D′,≤′) is

a dcpo and p′i is Scott-continuous for all i ∈ I. Let φ : D → D′ be a weak

homomorphism such that (D′, φ) satisfies the universal property of (1). Then there

exists a unique pop isomorphism Φ : J(D)→ D′ with Φ ◦ ι = φ.

(3) (J(D), ≤̃) is algebraic with K(J(D)) = ι[
⋃
i∈I pi[D]] =

⋃
i∈I p̃i[ι[D]]. Moreover ,

J(D) is complete in its pop uniformity.

(4) (a) Let d, e ∈ D. Then ι(d) ≤̃ ι(e) if and only if pi(d) ≤ pi(e) for all i ∈ I.

(b) ι|pi[D] is an order embedding of pi[D] into p̃i[J(D)] for all i ∈ I.

(5) ι is a pop embedding of D into J(D) if and only if D is approximating.

(6) J(D) is pop isomorphic to Id(
⋃
i∈I pi[D]). More precisely , there is a unique pop

isomorphism Ψ : J(D)→ Id(
⋃
i∈I pi[D]) with (Ψ ◦ι)(d) =

⋃
i∈I pi(d)↓ for all d∈D.
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Proof. Let J(D) := Id(
⋃
i∈I pi[D]). Then J(D) is approximating by Proposition 5.21(4).

Let ι : D → J(D) be defined by ι(d) :=
⋃
i∈I pi(d)↓. We already know by Proposi-

tion 3.47 that ι is monotone. Let i ∈ I and let d ∈ D. Then p̃i(ι(d)) = pi[
⋃
j∈I pj(d)↓]↓ =⋃

j≥i pi(pj(d))↓ = pi(d)↓ = ι(pi(d)). Therefore, ι is a homomorphism.

Let ι(d) ≤̃ ι(e) and let i ∈ I. By definition of ι we obtain pi(d) ∈ ⋃j≥i pj(e)↓, whence

pi(d) ≤ pj(e) for some j ≥ i. This implies pi(d) ≤ pi(pj(e)) = pi(e). Conversely, if

pi(d) ≤ pi(e) for all i ∈ I, then p̃i(ι(d)) = ι(pi(d)) ≤̃ ι(pi(e)) = p̃i(ι(e)) for all i ∈ I. As

J(D) is approximating, we obtain ι(d) ≤̃ ι(e). This proves (4).

(5) is a consequence of Proposition 3.47. (Then ι : D → Id(
⋃
i∈I pi[D]) is the ideal

embedding considered in Proposition 3.47 and Theorem 3.48.)

Now we prove the universal property. Let E = (E,≤, (qi)i∈I) and f be as in (1). Let

f∗ be as in Proposition 5.21(3) applied to Id(
⋃
i∈I pi[D]), i.e. f∗(A) := sup f [A] for all

A ∈ Id(
⋃
i∈I pi[D]). Then f∗ is a Scott-continuous [weak] homomorphism (5.21(3)). Let

i ∈ I and let d ∈ D. Scott-continuity implies

qi

(
f∗(
⋃

j≥i
pj(d)↓)

)
= sup

j≥i
qi(f

∗(pj(d)↓)) = sup
j≥i

qi(f(pj(d))) = sup
j≥i

qi(f(pi(pj(d))))

= sup
j≥i

qi(f(pi(d))) = qi(f(pi(d))) = qi(f(d)).

Hence, qi(f
∗(ι(d))) = qi(f(d)) for all i ∈ I. As E is approximating, we conclude that

f∗(ι(d)) = f(d).

Let g : J(D) → E be a Scott-continuous [weak] homomorphism with g ◦ ι = f .

Since ι|⋃
i∈I pi[D] coincides with the canonical embedding d 7→ d↓ of

⋃
i∈I pi[D] into

Id(
⋃
i∈I pi[D]) = J(D), we infer that f∗ = g (Proposition 5.21(3)). This proves (1).

(2) follows from the universal property as in the proof of Theorem 5.4. Furthermore,

(6) holds by definition and (2).

Recall that (J(D), ≤̃) is algebraic with K(J(D)) = {pi(d)↓ | i ∈ I, d ∈ D} =

{ι(pi(d)) | i ∈ I, d ∈ D} = ι[
⋃
i∈I pi[D]] =

⋃
i∈I p̃i[ι[D]]. Finally, J(D) is complete

in its pop uniformity by Proposition 5.21(1); hence (3) is true.

Definition. We call J(D) the domain completion of D. By abuse of language, we also

call ι : D → J(D) the canonical homomorphism.

The advantage of the domain completion J(D) as opposed to the pop completion C(D)

is that J(D) always yields an algebraic domain. However, J(D) has some disadvantages

compared to C(D). For instance, ι[D] need not induce a full subpop of J(D) and ι|pi[D]

need not be an isomorphism from pi[D] onto p̃i[J(D)]. In Theorem 5.33 we will investigate

pop’s where these problems do not occur.

Moreover, J(J(D)) need not be isomorphic to J(D) whereas C(C(D)) is always iso-

morphic to C(D) (cf. Corollary 5.7). For example, let D = (N0,≤, (id)i∈I). Then, with

the abbreviation ω = (N0,≤) and the usual ordinal number arithmetic, the underlying

posets of J(D) and J(J(D)) are ω + 1 and ω + 2, respectively.

In contrast to the pop completion, the canonical homomorphism of the domain com-

pletion need not preserve suprema. Instead, we have the following result:
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5.23. Proposition. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop with domain completion

J(D) = (J(D), ≤̃, (p̃i)i∈I). Let ι : D → J(D) be the canonical homomorphism. Then the

following are equivalent :

(i) ι is Scott-continuous.

(ii) pi is compact-valued for all i ∈ I (cf. also the equivalent conditions in Proposi-

tion 3.46).

(iii) For any approximating (I,≤)-pop (E,≤, (qi)i∈I) with (E,≤) a dcpo and qi Scott-

continuous for all i ∈ I and any [weak] homomorphism f : D → E we find that

f is Scott-continuous.

Proof. (i)⇔(ii). Let A ⊆ D be directed such that A has a supremum.

Suppose first that ι(supA) = sup ι[A] and let i ∈ I and d ∈ D such that supA ≥ pi(d).

Since
⋃
i∈I pi(supA)↓ =

⋃
a∈A

⋃
i∈I pi(a)↓, we find some j ≥ i and an a ∈ A with

pi(supA) ≤ pj(a). Thus, pi(d) ≤ pi(supA) ≤ pi(pj(a)) = pi(a) ≤ a, and pi is compact-

valued.

In order to prove the converse, note that ι[A] ≤̃ ι(supA). Let B ∈ J(D) = Id(
⋃
i∈I pi[D])

with ι[A] ≤̃ B, i.e.
⋃
i∈I pi(a)↓ ⊆ B for all a ∈ A. From Lemma 3.3 we infer that

pi(supA) ∈ pi[A] and therefore pi(supA) ∈ B for all i ∈ I. Hence, ι(supA) ≤̃ B and thus

ι(supA) = sup ι[A].

(i)⇔(iii). If ι is Scott-continuous, then f = f∗◦ι is Scott-continuous as a composition

of Scott-continuous maps (Theorem 5.22(1)). For the converse apply (iii) to f := ι.

5.24. Remark. Let D = (D,≤, (pi)i∈I) be an approximating (I,≤)-pop. Corollary 5.7

tells us that the canonical homomorphism ψ : D → C(D) is an isomorphism if and

only if D is complete in its pop uniformity. The question arises when the canonical ho-

momorphism ι : D → J(D) is surjective. The answer is given in Theorem 3.48: ι is

an isomorphism if and only if (D,≤) is a dcpo with K(D) =
⋃
i∈I pi[D]. In this case

D is complete in its pop uniformity, whence D, J(D), and C(D) are pairwise isomor-

phic. A more detailed analysis when J(D) and C(D) are pop isomorphic is given in Sec-

tion 5.3.

5.25. Remark. Analogously to Proposition 5.11 we have the following. Let D =

(D,≤, (pi)i∈I) be an (I,≤)-pop and let X be a full subpop of D. Then the domain com-

pletions J(X ) and J(D) are pop isomorphic. In particular, J(D) is the domain completion

of the subpop
⋃
i∈I pi[D].

5.3. Comparison of the completions

It is natural to ask how these completions are related. This is the subject of the present

section. We demonstrate how the pop completion embeds into the domain completion

and give some criteria to get equality. Finally, we show when the completions yield a

bifinite domain.

We need the following well known lemma to extend monotone mappings between

posets to mappings between their respective ideal completions.
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5.26. Lemma. Let (D,≤) and (E,≤) be posets and let f : D → E be monotone. Define

f̃ : Id(D)→ Id(E) by f̃(A) := f [A]↓. Then f̃ is a Scott-continuous mapping. In addition,

we have the following :

(1) f is an order embedding if and only if f̃ is an order embedding.

(2) f is an order isomorphism if and only if f̃ is an order isomorphism. In this case,

f̃−1(C) = f−1[C]↓ = f̃−1(C) for all C ∈ Id(E).

Proof (included for the sake of completeness). An easy calculation shows us that f̃ is

Scott-continuous. (Alternatively, one may apply Proposition 5.20.)

(1) Let f be an order embedding and let A,B ∈ Id(D) with f [A]↓ ⊆ f [B]↓. Let a ∈ A.

As f(a) ∈ f [B]↓, we find an element b ∈ B with f(a) ≤ f(b). By assumption, a ≤ b and

thus a ∈ B, whence A ⊆ B.

Conversely, let f̃ be an order embedding and let c, d ∈ D with f(c) ≤ f(d). Then

f [c↓]↓ = f(c)↓ ⊆ f(d)↓ = f [d↓]↓. By assumption, c↓ ⊆ d↓ and thus c ≤ d.

(2) Let f be an order isomorphism and let g̃ : Id(E) → Id(D) be defined by g̃(C) :=

f−1[C]↓. Let A ∈ Id(D) and let C ∈ Id(E). Then f̃(g̃(C)) = f [f−1[C]↓]↓ = f [f−1[C]]↓ =

C↓ = C. Similarly, g̃(f̃(A)) = A. Thus, (1) implies that f̃ is an order isomorphism and

f̃−1 = g̃.

To prove the converse, let f̃ be an order isomorphism and let e ∈ E. Then there is

some A ∈ Id(D) with f [A]↓ = f̃(A) = e↓. Therefore, we find an element a ∈ A with

f(a) = e. Thus, f is surjective. Again, the assertion follows from (1).

5.27. Lemma. Let D = (D,≤, (pi)i∈I) and E = (E,≤, (qi)i∈I) be (I,≤)-pop’s and let

f : D → E be a monotone mapping. Let f̃ : Id(D)→ Id(E) be the Scott-continuous map

defined by f̃(A) := f [A]↓. Then f is a [weak ] homomorphism if and only if f̃ is a [weak ]

homomorphism.

Proof. The “only if” part follows from Proposition 5.21(3) because f̃ = (ϕE ◦ f)∗, where

ϕE is the canonical order embedding of (E,≤) into (Id(E),⊆). To prove the converse,

use principal ideals.

For any poset (D,≤) let ϕD : D → Id(D), d 7→ d↓, be the canonical order embedding.

5.28. Proposition. Let D=(D,≤, (pi)i∈I) be an (I,≤)-pop. Then we have the following :

(1) J(D) is isomorphic to the subpop of Id(D) induced by {⋃i∈I p̃i(A) | A ∈ Id(D)}.
(2) Id(D) is isomorphic to J(D) if and only if D =

⋃
i∈I pi[D].

(3) Let ψ : D → C(D) be the canonical homomorphism. Then the mapping ψ̃ :

Id(D) → Id(C(D)) defined by ψ̃(A) := ψ[A]↓ is a Scott-continuous pop homo-

morphism. It is a pop embedding if and only if D is approximating. Furthermore,

ϕC(D) ◦ ψ = ψ̃ ◦ ϕD. Hence, we have commutative diagrams as in Figure 5.3.

Proof. (1) Let A(Id(D)) := {⋃i∈I p̃i(A) | A ∈ Id(D)}. Since the inclusion map

id⋃
i∈I pi[D],D is a pop embedding of

⋃
i∈I pi[D] into D, we deduce that the mapping φ :

Id(
⋃
i∈I pi[D]) → Id(D) defined by φ(A) := A↓D is also a pop embedding (Lemmas 5.26

and 5.27). We show that φ is in fact a pop isomorphism from J(D) = Id(
⋃
i∈I pi[D])

onto A(Id(D)). First of all, given A ∈ Id(
⋃
i∈I pi[D]), we clearly have φ(A) = A↓D =
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C(D)

=

ϕC(D)

Id(C(D))

D

=

ψ

ϕD
Id(D)

ψ̃

⋃
i∈I pi[D]

ϕ⋃
i∈I pi[D]

Id(
⋃
i∈I pi[D]) = J(D)

Fig. 5.3. Canonical embeddings

⋃
i∈I pi[A↓D]↓D ∈ A(Id(D)). Now let C ∈ A(Id(D)). Then C =

⋃
i∈I pi[C]↓D. Let

A := C ∩ ⋃i∈I pi[D]. Clearly, A is a lower subset of (
⋃
i∈I pi[D],≤). Given a, b ∈ A,

we find some c ∈ C with c ≥ a, b. There are elements i, j, k ∈ I with a = pi(a), b = pj(b),

and k ≥ i, j. Therefore, pk(c) ∈ C ∩ ⋃l∈I pl[D] = A, a = pi(a) ≤ pi(c) ≤ pk(c), and,

similarly, b ≤ pk(c). Hence, A is directed and thus A ∈ Id(
⋃
i∈I pi[D]). We show that

A↓D = C. As A ⊆ C, we obtain A↓D ⊆ C↓D = C. Conversely, let c ∈ C. Then we find

an index i ∈ I with c ∈ pi[C]↓. Thus, there is some d ∈ C such that c ≤ pi(d) ≤ d. Since

pi(d) ∈ A, we conclude that c ∈ A↓D.

(2) If Id(D) is isomorphic to J(D), then Id(D) is approximating and thus D =⋃
i∈I pi[D] by Proposition 5.21(4). The converse is clear by Theorem 5.22(6).

(3) The mapping ψ̃ is a Scott-continuous homomorphism by Lemma 5.27. Further-

more, D is approximating if and only if ψ is a pop embedding if and only if ψ̃ is a pop

embedding (cf. Theorem 5.4(5) and Lemma 5.26).

Let d ∈ D. Then ϕC(D)(ψ(d)) = ψ(d)↓ = ψ[d↓]↓ = ψ̃(d↓) = ψ̃(ϕD(d)).

At first sight, the following result might surprise the reader—especially in view of the

previous proposition. It states that the pop completion C(D) can be embedded into J(D)

and thus into Id(D). Moreover, it turns out that the domain completion J(D) can actually

be obtained as the pop completion of Id(D):

5.29. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Let ψ : D → C(D) and

ι : D → J(D) be the canonical homomorphisms.

(1) The following (I,≤)-pop’s are pairwise pop isomorphic: J(D), J(C(D)), C(J(D)),

C(Id(D)), and C(Id(C(D))).

(2) Let ι : C(D)→ J(D) be the unique homomorphism with ι ◦ψ = ι. Then ι is a pop

embedding of C(D) into J(D) (Figure 5.4). Assuming J(D) = Id(
⋃
i∈I pi[D]), we

have ι(d̂) =
⋃
i∈I(ψ|pi[D])

−1(p̂i(d̂))↓ for all d̂ ∈ C(D).
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Id(D)

J(D)

=

D
ψ

ι

C(D)

ι

Fig. 5.4. The pop completion embeds into the domain completion

Proof. (1) By Corollary 5.5, ψ0 := ψ|⋃
i∈I pi[D] is a pop isomorphism from

⋃
i∈I pi[D] onto

⋃
i∈I p̂i[C(D)]. Therefore, the map ψ̃0 : J(D) = Id(

⋃
i∈I pi[D]) → Id(

⋃
i∈I p̂i[C(D)]) =

J(C(D)), A 7→ ψ0[A]↓, is a pop isomorphism (cf. Lemmas 5.26 and 5.27).

Since J(D) is complete in its pop uniformity (Theorem 5.22(3)), the canonical homo-

morphism ψ̂ : J(D)→ C(J(D)) is a pop isomorphism by Corollary 5.7.

Let A(Id(D)) := {⋃i∈I p̃i(A) | A ∈ Id(D)}. Then we infer from Proposition 5.16 that

C(Id(D)) is isomorphic to the subpop induced by A(Id(D)). Since the latter is isomor-

phic to J(D) by Proposition 5.28(1), we find J(D) to be isomorphic to C(Id(D)). When

switching from D to C(D) we deduce that J(C(D)) is isomorphic to C(Id(C(D))).

(2) Consider again the pop isomorphism ψ̃0 : J(D)→ J(C(D)) from (1). Its inverse is

given by B 7→ ψ−1
0 [B]↓ (where B ∈ Id(

⋃
i∈I p̂i[C(D)])). Let ι̂ : C(D)→ Id(

⋃
i∈I p̂i[C(D)])

= J(C(D)) be the canonical homomorphism from C(D) to J(C(D)). With regard to The-

orem 5.22(5), ι̂ is a pop embedding. Thus, ψ̃−1
0 ◦ ι̂ is a pop embedding. Given d ∈ D, we

deduce

ψ̃−1
0 (ι̂ (ψ(d))) = ψ−1

0 [
⋃

i∈I
p̂i(ψ(d))↓]↓ =

⋃

i∈I
ψ−1

0 [ψ(pi(d))]↓ =
⋃

i∈I
pi(d)↓ = ι(d).

Hence, (ψ̃−1
0 ◦ ι̂ ) ◦ ψ = ι. By uniqueness we infer ι = ψ̃−1

0 ◦ ι̂.
5.30. Example. Let (X, %) be an ultrametric space and consider the closed ball model

Dcb(X, %) := (Dcb(X, %),⊇, (pn)n∈N0
) (Examples 3.30 and 5.12). Let (X̂, %̂) be the metric

completion of (X, %). Then the domain completion of the closed ball model of (X, %) is

pop isomorphic to the closed ball model of (X̂, %̂). Together with Example 5.12 we thus

deduce that Dcb(X̂, %̂), J(Dcb(X, %)), and C(Dcb(X, %)) are pairwise pop isomorphic.

In order to see this, recall from Example 3.30 that Dcb(X̂, %̂) is approximating

with (Dcb(X̂, %̂),⊇) a dcpo (even an algebraic Scott domain) such that K(D) =⋃
n∈N0

pn[Dcb(X̂, %̂)]. Therefore, Dcb(X̂, %̂) and J(Dcb(X̂, %̂)) are pop isomorphic by Re-

mark 5.24. Since the former is isomorphic to C(Dcb(X, %)) (Example 5.12), we infer from

Theorem 5.29(1) that the latter is isomorphic to J(Dcb(X, %)).
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5.31. Example. Let (Σ, D) be a dependence alphabet.

(a) Let D1 = (R(Σ,D),≤, (pn)n∈N0
) and D2 = (R(Σ,D),≤, (hn)n∈N0

) (see Ex-

amples 3.35 and 5.13). Let M(Σ,D) ⊆ X ⊆ R(Σ,D) and let X1 = (X,≤, (pn|X)n∈N0
)

and X2 = (X,≤, (hn|X)n∈N0
). Then J(X1) = D1 and J(X2) = D2.

This can be shown as follows: D1 is approximating and (R(Σ,D),≤) is an algebraic

Scott domain with K(R(Σ,D)) =
⋃
n∈N0

pn[R(Σ,D)] (Theorem 1.7 and Example 3.35).

By Remark 5.24, J(D1) = D1. Since C(X1) = D1 by Example 5.13, we obtain the assertion

by applying Theorem 5.29(1). Analogously for D2.

(b) Consider the ω-pop Dα = (Fα(Σ,D),v, {hn | n ∈ N0}) (cf. Examples 3.36 and

5.13). Let Fαf (Σ,D) ⊆ X ⊆ Fα(Σ,D) and let X be the subpop of Dα induced by X.

Then J(X ) = Dα. A similar statement is true for δ-traces.

Consider an (I,≤)-pop (D,≤, (pi)i∈I) with D =
⋃
i∈I pi[D]. Then we know by Propo-

sition 5.28 that Id(D) = J(D). Therefore, the pop embedding ϕD : d 7→ d↓ of D into Id(D)

coincides with the embedding ι and thus extends to a pop embedding of C(D) into Id(D)

by Theorem 5.29(2). Hence, the following corollary generalizes Theorem 3.13 in Majster-

Cederbaum and Baier [40], where a similar statement is proven for pointed posets with

weight functions. Recall that weight functions correspond precisely to ω-pop’s with down-

wards closed projections (Proposition 4.10). Also, only metric completions and isometric

embeddings are considered in [40], whereas we deal with pop completions and pop em-

beddings.

5.32. Corollary. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop such that D =
⋃
i∈I pi[D].

Then the pop embedding ϕD : d 7→ d↓ of D into Id(D) extends uniquely to a pop embedding

ϕD of C(D) into Id(D).

We have already seen in the examples above that the pop completion may coincide

with the domain completion. Now we investigate this phenomenon more systematically:

5.33. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop with pop completion C(D) =

(C(D), ≤̂, (p̂i)i∈I) and domain completion J(D) = (J(D), ≤̃, (p̃i)i∈I). Let ψ : D → C(D)

and ι : D → J(D) be the respective canonical homomorphisms. Let ι : C(D) → J(D) be

the unique homomorphism with ι ◦ ψ = ι. Then the following are equivalent :

(i) Each monotone net in D is a Cauchy net.

(ii) For all A ∈ Id(D) and for all i ∈ I we find that pi[A] has a greatest element.

(iii) ι[D] induces a full subpop of J(D).

(iv) ι|pi[D] is an order isomorphism from pi[D] onto p̃i[J(D)] for all i ∈ I.

(v) ι|⋃
i∈I pi[D] is a pop isomorphism from

⋃
i∈I pi[D] onto

⋃
i∈I p̃i[J(D)].

(vi) ι is a pop isomorphism from C(D) onto J(D).

In this case we obtain K(J(D)) =
⋃
i∈I p̃i[J(D)]. In other words , (C(D), ≤̂) is an algebraic

dcpo with K(C(D)) =
⋃
i∈I p̂i[C(D)] and thus a P-domain.

Proof. (i)⇔(ii) follows easily from Corollary 3.45.

(ii)⇒(vi). Theorem 5.29(2) tells us that ι is a pop embedding. Let ι̂ : C(D) →
Id(
⋃
i∈I p̂i[C(D)]) = J(C(D)) be the canonical homomorphism from C(D) into J(C(D)).

We know that ι̂ is a pop embedding and that ι = φ ◦ ι̂ for some pop isomorphism φ from
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J(C(D)) onto J(D) (see the proof of Theorem 5.29(2)). Therefore, it suffices to show that

ι̂ is surjective. In order to prove this, let i ∈ I and let Â ⊆ C(D) be directed. Then p̂i[Â]

is a directed subset of p̂i[C(D)]. Since ψ|pi[D] is an order isomorphism from pi[D] onto

p̂i[C(D)] (Theorem 5.4(4)), the set B := (ψ|pi[D])
−1[p̂i[Â]] is a directed subset of pi[D];

hence B = pi[B] and pi[B↓] has a greatest element b by condition (ii). Therefore, ψ(b) is

the greatest element of p̂i[Â]. We have thus proven that p̂i[Â] has a greatest element for

all directed subset Â ⊆ C(D) and all i ∈ I. Since C(D) is complete and approximating,

we can apply Theorem 3.48 to deduce that ι̂ is surjective. Moreover, the same result tells

us that (C(D), ≤̂) is an algebraic dcpo and K(C(D)) =
⋃
i∈I p̂i[C(D)]. This yields

K(J(D)) = ι[K(C(D))] =
⋃

i∈I
ι[p̂i[C(D)]] =

⋃

i∈I
p̃i[ι[C(D)]] =

⋃

i∈I
p̃i[J(D)].

(vi)⇒(iii). ψ[D] induces a full subpop of C(D) (Theorem 5.4(3)). By (vi), ι[D] =

ι[ψ[D]] induces a full subpop of J(D).

(iii)⇒(iv). Let i ∈ I, We already know that ι|pi[D] is an order embedding of pi[D]

into p̃i[J(D)] (Theorem 5.22(4)(b)). Let A ∈ J(D). By (iii) there is an element d ∈ D such

that p̃i(A) = ι(d); hence p̃i(A) = p̃i(ι(d)) = ι(pi(d)) ∈ ι[pi[D]]. Thus, ι|pi[D] is surjective.

(iv)⇒(v). Because of (iv) it is enough to show that ι|⋃
i∈I pi[D] is order reflecting. But

this follows as in the proof of Corollary 5.5.

(v)⇒(ii). For the following conclusions let ↓ := ↓⋃
i∈I pi[D]. Let A ∈ Id(D) and let

B := {pi(a) | i ∈ I, a ∈ A}. One easily sees that B ∈ Id(
⋃
i∈I pi[D]) = J(D). Let i ∈ I.

Using (v) we find an element d ∈ pi[D] such that pi[A]↓ = pi[B]↓ = p̃i(B) = ι(d) = d↓.
Hence, d is the greatest element of pi[A].

5.34. Corollary. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop such that pi[A] has a greatest

element for all A ∈ Id(D) and all i ∈ I. Then the pop completion C(D) is isomorphic to

the ideal completion Id(D) if and only if D =
⋃
i∈I pi[D]. In this case, (C(D), ≤̂) is an

algebraic dcpo with K(C(D)) = D. In particular , (C(D), ≤̂) is a P-domain.

Proof. This follows from Theorem 5.33 and Propositions 5.28(2) and 5.21(4).

Note that the previous corollary generalizes Theorem 3.16 in Majster-Cederbaum

and Baier [40]. This theorem states for pointed posets (D,≤) with a weight function ‖·‖
that the metric completion is isometric to the ideal completion if D =

⋃
n∈N0

q
‖·‖
n [D]

and if q
‖·‖
n [A] is finite for all A ∈ Id(D). Here q

‖·‖
n denotes the projection defined by

q
‖·‖
n (d) := max{x ∈ D | x ≤ d, ‖x‖ ≤ n} (cf. Section 4.2). The metric under consideration

is the canonical ultrametric of (D,≤, (q‖·‖n )n∈N0
).

5.35. Remark. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop. Suppose that its pop com-

pletion yields a dcpo (C(D), ≤̂) with all projections p̂i Scott-continuous (i ∈ I). Then

the canonical homomorphism ψ : D → C(D) has a unique Scott-continuous extension

ψ∗ : J(D)→ C(D) with ψ∗ ◦ ι = ψ (cf. Theorem 5.22(1)). Let ι : C(D) → J(D) be the

unique homomorphism with ι ◦ ψ = ι. There is a close relation between ι and ψ∗. We

calculate (ψ∗ ◦ ι) ◦ ψ = ψ∗ ◦ ι = ψ. Then the uniqueness statement in Theorem 5.4(1)

implies that ψ∗ ◦ ι = idC(D).
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What about ι ◦ ψ∗? We have the following equivalent statements:

(i) ι ◦ ψ∗ = idJ(D).

(ii) ι ◦ ψ∗ ≤ idJ(D), whence (ι, ψ∗) is an epp.

(iii) ι is Scott-continuous.

(iv) ι is a pop isomorphism.

In this case, ι−1 = ψ∗.
The implications (i)⇒(ii)⇒(iii) and (i)⇒(iv)⇒(iii) are trivial (for (ii)⇒(iii) consider

the remarks on p. 14 and for (i)⇒(iv) use Theorem 5.29(2)). Only (iii)⇒(i) remains to

be shown. Hence, suppose that ι is Scott-continuous. Since (ι ◦ ψ∗) ◦ ι = ι ◦ ψ = ι and

since ι ◦ ψ∗ is Scott-continuous, we can apply the uniqueness statement of the universal

property in Theorem 5.22(1) and obtain ι ◦ ψ∗ = idJ(D).

Finally, we take a look at the completions of (I,≤)-pop’s whose projections have only

finitely many images. They are closely related to bifinite domains.

5.36. Theorem. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop such that pi has finite range

for all i ∈ I. Then C(D) and J(D) are pop isomorphic. Moreover , C(D) is compact in its

pop topology and (C(D), ≤̂) is a bifinite domain with K(C(D)) =
⋃
i∈I p̂i[C(D)].

Proof. Let ψ : D → C(D) be the canonical homomorphism. Since p̂i[C(D)] = ψ[pi[D]]

is finite for all i ∈ I, the pop completion C(D) is totally bounded in its pop unifor-

mity (Proposition 3.16) and thus compact. Moreover, (C(D), ≤̂) is a bifinite domain by

Proposition 5.3 and Theorem 5.4(7). As finite directed sets have a greatest element,

we may apply Theorem 5.33 to deduce that C(D) and J(D) are pop isomorphic and

K(C(D)) =
⋃
i∈I p̂i[C(D)].

Theorem 5.36 and Corollary 5.34 yield:

5.37. Corollary. Let D = (D,≤, (pi)i∈I) be an (I,≤)-pop such that pi has finite

range for all i ∈ I. Then the pop completion C(D) is isomorphic to the ideal completion

Id(D) if and only if D =
⋃
i∈I pi[D]. In this case, (C(D), ≤̂) is a bifinite domain and

K(C(D)) = D.

5.38. Example. Let (Σ, D) be a dependence alphabet.

(a) Example 5.13 tells us that (R(Σ,D),≤, (pn)n∈N0
) is (isomorphic to) the pop com-

pletion of (M(Σ,D),≤, (pn|M(Σ,D))n∈N0
). As M(Σ,D) =

⋃
n∈N0

pn[M(Σ,D)], the previ-

ous corollary implies that (R(Σ,D),≤, (pn)n∈N0
) is also isomorphic to the ideal comple-

tion of (M(Σ,D),≤, (pn|M(Σ,D))n∈N0
).

Similarly, (R(Σ,D),≤, (hn)n∈N0
), the pop completion and the ideal completion of

(M(Σ,D),≤, (hn|M(Σ,D))n∈N0
) are pairwise pop isomorphic.

(b) The ω-pop (Fα(Σ,D),v, (hn)n∈N0
), the pop completion and the ideal completion

of (Fαf (Σ,D),v, (hn|Fαf (Σ,D))n∈N0
) are pairwise pop isomorphic. An analogous statement

holds for δ-traces.
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The last chapter is devoted to investigating the Lawson topology of traces. The aim is

to characterize the topology in terms of “graph-theoretic” properties of the underlying

dependence alphabet.

We prove that the Lawson topology of real traces is completely determined by the

number of letters independent of all other letters of the alphabet and by the existence

of a pair of distinct, dependent letters (Theorem 6.4). Moreover, we show that the space

of real traces is homeomorphic to a direct product that is built from the Cantor tree

(provided there exist distinct, dependent letters in the underlying dependence alphabet)

and a finite-dimensional grid; see Corollary 6.5 for details. We remark here that these

results have arisen from many intensive and productive discussions between D. Kuske

and the author. The original proof based on an explicit construction of a specific uniform

isomorphism (cf. [36]). Here we present an approach using Corollary 1.6 (the corollary to

Pierce’s Theorem), as well as a characterization of the topologically isolated elements in

the nth derivation of the space of real traces (Theorem 6.2).

Concerning approximating traces, we derive topological invariants that are actually

graph-theoretic invariants of the dependence alphabet (Corollary 6.3). If the dependence

relation is transitive, then we obtain a representation of the spaces of α- and δ-traces

as a direct product in the same spirit as for real traces (see Theorems 6.6 and 6.8). In

particular, for transitive dependence relations real and δ-traces cannot be distinguished

topologically (Corollary 6.9). In order to show these results, we use Corollary 1.6 and

Theorem 6.2 again.

As to our results for the topological space of real traces, a non-trivial generalization

to infinite dependence alphabets can be found in [36].

Let (Σ,D) be a dependence alphabet. Recall from Theorem 1.8 and Example 3.35 that

the Lawson topology λR(Σ,D) of (R(Σ,D),≤) is induced both by the prefix metric dpref

and by the Foata normal form metric dfnf . We know that dpref is the canonical ultrametric

of the ω-pop (R(Σ,D),≤, (pn)n∈N0
) and dfnf is the one of (R(Σ,D),≤, (hn)n∈N0

) (see

Example 4.4). That is, λR(Σ,D) coincides with the pop topologies of both ω-pop’s. To

obtain results on the Lawson topology, we may choose with which ω-pop we want to

work. Here we prefer the latter and define

DR(Σ,D) := (R(Σ,D),≤, (hn)n∈N0
).

Analogously, Example 3.36 shows that the Lawson topology λFα(Σ,D) of (Fα(Σ,D),v)

is induced by the α-metric dα. This metric is the canonical ultrametric of

(Fα(Σ,D),v, (hn)n∈N0
) (Example 4.4). Similarly for δ-traces: the Lawson topology

[134]
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λFδ(Σ,D) of (Fδ(Σ,D),v) is the metric topology given by the δ-metric dδ. The latter

is the canonical ultrametric of (Fδ(Σ,D),v, (hn)n∈N0
). Again, to study λFα(Σ,D) and

λFδ(Σ,D), we work with the ω-pop’s

DFα(Σ,D) := (Fα(Σ,D),v, (hn)n∈N0
), DFδ(Σ,D) := (Fδ(Σ,D),v, (hn)n∈N0

).

We start with an investigation of direct products of these “trace pop’s”. Let D =

(D,≤, (pn)n∈N0
) and E = (E,≤, (qn)n∈N0

) be ω-pop’s. Recall that D × E := (D × E,≤,
(pn× qn)n∈N0

) is an ω-pop, where ≤ is the product order on D×E and (pn× qn)(d, e) =

(pn(d), qn(e)) for all d, e ∈ D and all n ∈ N0. The pop topology τD×E is the product

topology of D × E, where D and E carry the respective pop topologies.

6.1. Proposition. Let (Σ1, D1) and (Σ2, D2) be dependence alphabets and let (Σ,D) :=

(Σ1 ∪̇ Σ2, D1 ∪̇ D2) be their disjoint union. Then the following ω-pop’s are isomorphic:

(1) DR(Σ,D) and DR(Σ1,D1) ×DR(Σ2,D2),

(2) DFα(Σ,D) and DFα(Σ1,D1) ×DFα(Σ2,D2),

(3) DFδ(Σ,D) and DFδ(Σ1,D1) ×DFδ(Σ2,D2).

Proof. We may assume Σ1 ∩Σ2 = ∅ and Σ = Σ1 ∪Σ2.

(1) Let ϕ : R(Σ1, D1) × R(Σ2, D2) → R(Σ,D) be defined by ϕ(t1, t2) := t1 · t2. For

any t1 ∈ R(Σ1, D1), t2 ∈ R(Σ2, D2) we have alph(t1)× alph(t2) ⊆ ID by definition of D.

Therefore, t1 · t2 is just the disjoint union of the graphs t1 and t2. Consequently, ϕ is an

order embedding and commutes with all Foata projections: hn(t1) · hn(t2) = hn(t1 · t2)

for all n ∈ N0. It is obvious that each t ∈ R(Σ,D) is the disjoint union of two (uniquely

determined) traces t1 ∈ R(Σ1, D1) and t2 ∈ R(Σ2, D2); hence t = t1 · t2. We infer that ϕ

is a pop isomorphism.

(2) Let ϕα : Fα(Σ1, D1)×Fα(Σ2, D2)→ Fα(Σ,D) be defined by ϕα((r1, A1), (r2, A2))

:= (r1 ·r2, A1∪A2). As in (1), r1 ·r2 is the disjoint union of the graphs r1 and r2. Clearly,

A1 ∩ A2 = ∅. Let (r1, A1), (s1, B1) ∈ Fα(Σ1, D1) and let (r2, A2), (s2, B2) ∈ Fα(Σ2, D2).

We have r1 ≤ s1 and r2 ≤ s2 if and only if r1r2 ≤ s1s2 (see above). In this case,

(r−1
1 s1) · (r−1

2 s2) = (r1r2)−1s1s2. This yields

(ri, Ai) v (si, Bi) for i = 1, 2

⇔ ri ≤ si and Bi ∪ alph(r−1
i si) ⊆ Ai for i = 1, 2

⇔ r1r2 ≤ s1s2 and (B1 ∪B2) ∪ alph((r1r2)−1s1s2) ⊆ A1 ∪A2

⇔ (r1r2, A1 ∪A2) v (s1s2, B1 ∪B2).

Consequently, ϕα is an order embedding. Again, hn(r1) · hn(r2) = hn(r1 · r2). Therefore,

ϕα(hn(r1, A1), hn(r2, A2))

= ϕα((hn(r1), A1 ∪ alph(hn(r1)−1r1)), (hn(r2), A2 ∪ alph(hn(r2)−1r2)))

= (hn(r1)hn(r2), A1 ∪A2 ∪ alph(hn(r1)−1r1) ∪ alph(hn(r2)−1r2))

= (hn(r1 · r2), A1 ∪A2 ∪ alph(hn(r1 · r2)−1r1 · r2))

= hn(r1 · r2, A1 ∪A2) = hn(ϕα((r1, A1), (r2, A2))).
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We see that ϕα commutes with all projections. As in (1), ϕα is surjective because for

each (r, A) ∈ Fα(Σ,D) there exist (unique) real traces r1 ∈ R(Σ1, D1), r2 ∈ R(Σ2, D2)

with (r, A) = (r1r2, (A ∩Σ1) ∪ (A ∩Σ2)). As a consequence, ϕα is a pop isomorphism.

(3) is proven similarly to (2).

In what follows let R(Σ,D) be equipped with λR(Σ,D) = τdfnf
, i.e. with the pop

topology of DR(Σ,D). Analogously, Fα(Σ,D) is assumed to be endowed with λFα(Σ,D) and

Fδ(Σ,D) with λFδ(Σ,D). Since we deal with the projections hn in all three spaces R(Σ,D),

Fα(Σ,D), and Fδ(Σ,D), we introduce a different notation for the “balls” Bhn(x). Let

r ∈ R(Σ,D), let A ⊆ Σ be such that alphinf(r) ⊆ A (respectively, D(alphinf(r)) ⊆ D(A)),

and let n ∈ N0. Then we define

Bfnf(r, n) := {s ∈ R(Σ,D) | dfnf(r, s) ≤ 2−n}
= {s ∈ R(Σ,D) | hn(r) = hn(s)},

Bα((r, A), n) := {y ∈ Fα(Σ,D) | dα((r, A), y) ≤ 2−n}
= {y ∈ Fα(Σ,D) | hn(r, A) = hn(y)}
= {(s,B) ∈ Fα(Σ,D) | hn(r) = hn(s) and

A ∪ alph(hn(r)−1r) = B ∪ alph(hn(s)−1s)},
Bδ((r,D(A)), n) := {y ∈ Fδ(Σ,D) | dδ((r,D(A)), y) ≤ 2−n}

= {y ∈ Fδ(Σ,D) | hn(r,D(A)) = hn(y)}
= {(s,D(B)) ∈ Fδ(Σ,D) | hn(r) = hn(s) and

D(A) ∪D(alph(hn(r)−1r)) = D(B) ∪D(alph(hn(s)−1s))}.

The following theorem describes the set of all topologically isolated elements in the

nth derivation of R(Σ,D), Fα(Σ,D), and Fδ(Σ,D), respectively. To formulate it, we

need a definition first. We call a letter a ∈ Σ isolated in (Σ,D) if {a} × (Σ \ {a}) ⊆ ID,

i.e. a is independent of all other letters of Σ. Recall from Example 3.35(b) that a subset

A ⊆ Σ is an ID-clique provided that (a, b) ∈ ID for all a, b ∈ A with a 6= b.

6.2. Theorem. Let (Σ,D) be a dependence alphabet. Then for all n ∈ N0 we have:

(1) isol(R(Σ,D)(n)) = {saω1 · · · aωn ∈ R(Σ,D) | s ∈ M(Σ,D), a1, . . . , an isolated in

(Σ,D)}
(2) isol(Fα(Σ,D)(n)) = {(saω1 · · · aωn , A) ∈ Fα(Σ,D) | s ∈ M(Σ,D), {a1, . . . , an} an

ID-clique, {a1, . . . , an} × (A \ {a1, . . . , an}) ⊆ ID}
(3) isol(Fδ(Σ,D)(n)) = {(saω1 · · · aωn , D(A)) ∈ Fδ(Σ,D) | s ∈ M(Σ,D), {a1, . . . , an}

an ID-clique, ∀b ∈ D(a1, . . . , an) : D(b) ⊆ D(A)⇒ b ∈ {a1, . . . , an}}.

Proof. By induction over n.

(1) For n = 0 we have isol(R(Σ,D)(0)) = isol(R(Σ,D)) = M(Σ,D): on the one hand,

Bfnf(s,m) = {s} if m is greater than the height of all vertices of s ∈ M(Σ,D) (cf. also

the remarks before Theorem 1.8). On the other hand, since M(Σ,D) is dense in R(Σ,D)

(Theorem 1.8), an infinite real trace cannot be topologically isolated.
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Now let n ≥ 1 and assume that the assertion is true for all l < n. First let t ∈
isol(R(Σ,D)(n)). Thus, we find some m̃ ∈ N0 with

(∗) Bfnf(t, m̃) ∩ R(Σ,D)(n) = {t}.
We claim that each letter of alphinf(t) is isolated in (Σ,D). For this, let a ∈ alphinf(t)

and let b ∈ Σ with a 6= b. Suppose that (a, b) ∈ D. Let m ≥ m̃ be such that hm(t) has a

maximal vertex labelled with a. Let t1 := hm(t)aω and let t2 := hm(t)bω. Clearly, t1, t2 ∈
Bfnf(t,m) ⊆ Bfnf(t, m̃). By induction hypothesis, t1, t2 ∈ R(Σ,D)\⋃n−1

i=0 isol(R(Σ,D)(i))

= R(Σ,D)(n), yielding a contradiction to (∗). This proves our claim.

Let {a1, . . . , al} := alphinf(t). There is some m ≥ m̃ with t = hm(t)aω1 · · · aωl . By

hypothesis we have l ≥ n. Suppose that l − 1 ≥ n. Let t3 := hm(t)aω1 · · · aωl−1al. Ob-

viously, t3 6= t and t3 ∈ Bfnf(t,m) ⊆ Bfnf(t, m̃). But, by hypothesis, t3 ∈ R(Σ,D) \⋃n−1
i=0 isol(R(Σ,D)(i)) = R(Σ,D)(n), a contradiction to (∗). This yields l = n.

Conversely, let t = saω1 · · · aωn for some s ∈ M(Σ,D) and some isolated letters

a1, . . . , an. Let m̃ ∈ N0 be such that m̃ is greater than the height of all vertices of s.

We show that Bfnf(t, m̃) ∩ R(Σ,D)(n) = {t}. Clearly, t ∈ Bfnf(t, m̃) and t ∈ R(Σ,D) \⋃n−1
i=0 isol(R(Σ,D)(i)) = R(Σ,D)(n) by induction hypothesis. Let t̃ ∈ R(Σ,D)(n) with

hm̃(t̃) = hm̃(t) = sam̃1 · · · am̃n . Then, due to the choice of m̃, we have alphinf(t̃) ⊆
{a1, . . . , an}. As t̃ 6∈ ⋃n−1

i=0 isol(R(Σ,D)(i)), we conclude alphinf(t̃) = {a1, . . . , an} by

induction hypothesis. Thus, t̃ = saω1 · · · aωn = t.

(2) For n = 0 we have isol(Fα(Σ,D)(0)) = isol(Fα(Σ,D)) = Fαf (Σ,D). This results

from Theorem 1.10.

Now let n ≥ 1 and assume that the assertion is true for all l < n. Let x = (r, A) ∈
isol(Fα(Σ,D)(n)) and let m̃ ∈ N0 with

(∗∗) Bα(x, m̃) ∩ Fα(Σ,D)(n) = {x}.
We first claim that alphinf(r) is an ID-clique and alphinf(r) × (A \ alphinf(r)) ⊆ ID.

Indeed, let a ∈ alphinf(r) and let b ∈ A with a 6= b. Suppose that (a, b) ∈ D. Let

m ≥ m̃ be such that hm(r) has a maximal vertex labelled with a. Consider the α-traces

x1 := (hm(r)aω, A ∪ alph(hm(r)−1r)) and x2 := (hm(r)bω, A ∪ alph(hm(r)−1r)). Clearly,

x1, x2 ∈ Bα(x,m) ⊆ Bα(x, m̃). Further, by induction hypothesis, x1, x2 ∈ Fα(Σ,D) \⋃n−1
i=0 isol(Fα(Σ,D)(i)) = Fα(Σ,D)(n). This contradicts (∗∗). Consequently, (a, b) ∈ ID.

We have thus proven that {a}×A \ {a} ⊆ ID for all a ∈ alphinf(r). Hence, we obtain our

claim.

Let {a1, . . . , al} := alphinf(r). There exists some m ≥ m̃ such that alph(hm(r)−1r) =

alphinf(r). Then r = hm(r)aω1 · · · aωl . By hypothesis, l ≥ n. Suppose that l > n. Let

x3 := (hm(r)aω1 · · · aωl−1al, A). Then x3 ∈ Bα(x,m) ⊆ Bα(x, m̃). As l − 1 ≥ n, we deduce

x3 6∈
⋃n−1
i=0 isol(Fα(Σ,D)(i)), whence x3 ∈ Fα(Σ,D)(n). Again, this contradicts (∗∗).

Hence, we obtain l = n and x = (hm(r)aω1 · · · aωn , A).

To prove the converse inclusion, let x = (r, A) ∈ Fα(Σ,D), let s ∈ M(Σ,D),

let {a1, . . . , an} be an ID-clique, let {a1, . . . , an} × (A \ {a1, . . . , an}) ⊆ ID, and let

r = saω1 · · · aωn. Let m ∈ N0 with r = hm(r)aω1 · · · aωn. We show that Bα(x,m + 1) ∩
Fα(Σ,D)(n) = {x}. Again, it is clear that x ∈ Bα(x,m + 1) and x ∈ Fα(Σ,D) \⋃n−1
i=0 isol(Fα(Σ,D)(i)) = Fα(Σ,D)(n) by induction hypothesis. Let y = (t, B) ∈



138 6. The topology of traces

Fα(Σ,D)(n) with hm+1(t) = hm+1(r) = hm(r)a1 · · · an and B ∪ alph(hm+1(t)−1t) = A.

Suppose there is a vertex v of t of height at least m + 2 that is labelled with some

b ∈ Σ \ {a1, . . . , an}. We may assume that v is of minimal height with this property. We

have b ∈ alph(hm+1(t)−1t) ⊆ A. Therefore, (ai, b) ∈ ID for all i = 1, . . . , n. On the other

hand, since hm+1(t) = hm(r)a1 · · · an, each vertex v′ of t with height h(v′) ≥ m+ 1 and

h(v′) strictly less than the height of v has to be labelled with some ai because of the

minimum condition on v. This implies (ai, b) ∈ D for some i ∈ {1, . . . , n}, a contradic-

tion. Therefore, alphinf(t) ⊆ {a1, . . . , an}. Next, suppose that alphinf(t) ( {a1, . . . , an}.
Then alphinf(t) is an ID-clique and alphinf(t) × (B \ alphinf(t)) ⊆ ID because for all

a ∈ alphinf(t) and all b ∈ B \ alphinf(t) we have b ∈ A = {a1, . . . , an}∪ (A \ {a1, . . . , an}),
whence (a, b) ∈ ID. As l := |alphinf(t)| < n, we obtain y = (t, B) ∈ isol(Fα(Σ,D)(l))

by hypothesis, a contradiction to y ∈ Fα(Σ,D)(n). Therefore, alphinf(t) = {a1, . . . , an},
t = hm(r)aω1 · · · aωn = r, B = B ∪ alphinf(t) = B ∪ alph(hm+1(t)−1t) = A, and thus y = x.

(3) is shown similarly to (2). Again, for n = 0 we have isol(Fδ(Σ,D)(0)) =

isol(Fδ(Σ,D)) = Fδf (Σ,D) (cf. the remarks after Theorem 1.10 and [12, Section 6]).

Assume that the assertion is true for all l < n, where n ≥ 1. First let x = (r,D(A)) ∈
isol(Fδ(Σ,D)(n)) and choose some m̃ ∈ N0 with

(∗∗∗) Bδ(x, m̃) ∩ Fδ(Σ,D)(n) = {x}.
We claim that alphinf(r) is an ID-clique and for all b ∈ D(alphinf(r)) we have b ∈
alphinf(r) if D(b) ⊆ D(A). To see this, let a ∈ alphinf(r) and let b ∈ D(a) with D(b) ⊆
D(A). Let m ≥ m̃ be such that hm(r) has a maximal vertex labelled with a. Consider

the δ-traces x1 := (hm(r)aω, D(A) ∪ D(alph(hm(r)−1r))) and x2 := (hm(r)bω, D(A) ∪
D(alph(hm(r)−1r))). Clearly, x1, x2 ∈ Bδ(x,m) ⊆ Bδ(x, m̃). If x1, x2 ∈ Fδ(Σ,D)(n), then

x1 = x2 by (∗∗∗) and thus a = b. If x1 6∈ Fδ(Σ,D)(n), then x1 ∈
⋃n−1
i=0 isol(Fδ(Σ,D)(i)).

Hence, by induction hypothesis, x1 ∈ isol(Fδ(Σ,D)(1)) and thus b = a because b ∈ D(a)

and D(b) ⊆ D(A). Similarly, if x2 6∈ Fδ(Σ,D)(n), then x2 ∈
⋃n−1
i=0 isol(Fδ(Σ,D)(i)).

Therefore, x2 ∈ isol(Fδ(Σ,D)(1)) and thus a = b because a ∈ D(b) and D(a) ⊆
D(alphinf(r)) ⊆ D(A). In all cases, a = b; hence our claim is shown.

Now let {a1, . . . , al} := alphinf(r). There exists a natural number m ≥ m̃ such that

alph(hm(r)−1r) = alphinf(r). Then we have r = hm(r)aω1 · · · aωl and l ≥ n because l < n

would yield a contradiction to our hypothesis. As in the proof of (2), the assumption

l > n leads to a contradiction as well. Therefore, l = n and x = (hm(r)aω1 · · · aωn , D(A)).

In order to prove the other inclusion, let x = (r,D(A)) ∈ Fδ(Σ,D), let s ∈M(Σ,D),

let {a1, . . . , an} be an ID-clique such that for all b ∈ D(a1, . . . , an) with D(b) ⊆ D(A)

we have b ∈ {a1, . . . , an}, and let r = saω1 · · · aωn. Let m ∈ N0 with r = hm(r)aω1 · · · aωn .

We prove Bδ(x,m + 1) ∩ Fδ(Σ,D)(n) = {x}. As before we obtain x ∈ Bδ(x,m + 1) ∩
Fδ(Σ,D)(n). Let y = (t,D(B)) ∈ Fδ(Σ,D)(n) with hm+1(t) = hm+1(r) = hm(r)a1 · · · an
and D(B)∪D(alph(hm+1(t)−1t)) = D(A). As in the proof of (2), suppose there is a vertex

v of t having height h(v) ≥ m+ 2 such that v is labelled with some b ∈ Σ \ {a1, . . . , an}.
We may assume that v is of minimal height with this property. As b ∈ alph(hm+1(t)−1t),

we have D(b) ⊆ D(A) and thus b 6∈ D(a1, . . . , an). Hence, (ai, b) ∈ ID for all i = 1, . . . , n.

Again, this contradicts hm+1(t) = hm(r)a1 · · · an and the minimum condition on v.

Consequently, alphinf(t) ⊆ {a1, . . . , an}. Suppose that alphinf(t) ( {a1, . . . , an}. Note
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that alphinf(t) is an ID-clique. Let b ∈ D(alphinf(t)) be such that D(b) ⊆ D(B). As

D(alphinf(t)) ⊆ D(a1, . . . , an) and D(B) ⊆ D(A), we conclude b ∈ {a1, . . . , an}. Since

{a1, . . . , an} is an ID-clique and b ∈ D(alphinf(t)), we infer b ∈ alphinf(t). But as l :=

|alphinf(t)| < n, we obtain y = (t,D(B)) ∈ isol(Fδ(Σ,D)(l)) by hypothesis. This is a con-

tradiction to y ∈ isol(Fδ(Σ,D)(n)). As a consequence, alphinf(t) = {a1, . . . , an}. Hence,

t = hm(r)aω1 · · · aωn = r, D(B) = D(B) ∪D(alphinf(t)) = D(B) ∪D(alph(hm+1(t)−1t)) =

D(A), whence y = x.

In the light of the previous theorem, we define the following “graph-theoretic” numbers

for dependence alphabets (Σ,D):

i(Σ,D) := |{a ∈ Σ | a is isolated in (Σ,D)}|,
jα(Σ,D) := max{|A| | A ⊆ Σ an ID-clique},
jδ(Σ,D) := max{|A| | A ⊆ Σ an ID-clique, ∀b ∈ Σ: D(b) ⊆ D(A)⇒ b ∈ A}.

Note that i(Σ,D), jα(Σ,D), jδ(Σ,D) ∈ N0 and i(Σ,D) ≤ jδ(Σ,D) ≤ jα(Σ,D). Theo-

rem 6.2 implies that i(Σ,D), jα(Σ,D), and jδ(Σ,D) are topological invariants: i(Σ,D)

is the least number n ∈ N0 such that R(Σ,D)(n+1) has no topologically isolated elements.

Similarly for jα(Σ,D) and jδ(Σ,D). Thus, we obtain:

6.3. Corollary. Let (Σ1, D1) and (Σ2, D2) be dependence alphabets. If




R(Σ1, D1) and R(Σ2, D2)

Fα(Σ1, D1) and Fα(Σ2, D2)

Fδ(Σ1, D1) and Fδ(Σ2, D2)





are homeomorphic, respectively , then




i(Σ1, D1) = i(Σ2, D2)

jα(Σ1, D1) = jα(Σ2, D2)

jδ(Σ1, D1) = jδ(Σ2, D2)



 ,

respectively.

We define another number dealing with a simple property of (Σ,D):

m(Σ,D) :=

{
1 if there are a, b ∈ Σ with (a, b) ∈ D and a 6= b,

0 otherwise, i.e. all letters of Σ are isolated in (Σ,D).

Note that m(Σ,D) = 0 if and only if D = idΣ . This implies that R(Σ,D), Fα(Σ,D),

and Fδ(Σ,D) have to be countable because Σ is finite. On the other hand, m(Σ,D) = 1

if and only if we find two distinct letters in Σ that are dependent. Then R(Σ,D) and, in

particular, Fα(Σ,D) and Fδ(Σ,D) are uncountable. Consequently, m(Σ,D) is invariant

under bijective maps.

Using Corollary 1.6 and the previous results of this chapter, we are able to prove

our main result on the topology of real traces. It characterizes λR(Σ,D) in terms of the

numbers i(Σ,D) and m(Σ,D). Thus, λR(Σ,D) is completely determined by two basic

properties of the underlying dependence alphabet, viz. the number of isolated letters in

(Σ,D) and the existence of a “non-trivial edge” in (Σ,D).

We note here that whenever we deal with direct products of topological spaces, then

we assume the product to be equipped with the product topology.



140 6. The topology of traces

6.4. Theorem. Let (Σ1, D1) and (Σ2, D2) be two dependence alphabets. Then the follow-

ing are equivalent :

(i) R(Σ1, D1) is homeomorphic to R(Σ2, D2).

(ii) i(Σ1, D1) = i(Σ2, D2) and m(Σ1, D1) = m(Σ2, D2).

Proof. (i)⇒(ii) follows from Corollary 6.3 and the remarks on m(Σ,D) above.

(ii)⇒(i). Let i := i(Σ1, D1) = i(Σ2, D2) and let m := m(Σ1, D1) = m(Σ2, D2). For

ν = 1, 2 let Σ′ν := {a ∈ Σν | a is not isolated in (Σν , Dν)} and D′ν := Dν |Σ′ν×Σ′ν . Recall

that for one-letter alphabets we have R({0}, {0}2) = {0}∞. By applying Proposition 6.1

i times, we obtain R(Σν , Dν) to be homeomorphic to the product ({0}∞)i × R(Σ′ν , D
′
ν).

Consequently, we may assume that i = 0, i.e. Σν = Σ′ν for ν = 1, 2. But then m = 0 is

equivalent to Σ1 = Σ2 = ∅. Thus, without loss of generality, let m = 1.

Recall that R(Σν , Dν) is a compact, ultrametrizable space and isol(R(Σν , Dν)) =

M(Σν , Dν) is dense in R(Σν , Dν) for ν = 1, 2; cf. Theorem 1.8 or Example 3.35. As

m = 1, the set isol(R(Σν , Dν)) is countably infinite (ν = 1, 2). We see that condi-

tions (1) and (2) of Corollary 1.6 are satisfied. To show condition (3), we claim that

R(Σν , Dν)\ isol(R(Σν , Dν)) is homeomorphic to the Cantor discontinuum. In fact, a clas-

sical theorem from general topology states that any non-empty, compact, ultrametrizable,

perfect space is homeomorphic to the Cantor discontinuum. Since isol(R(Σν , Dν)) is open

in R(Σν , Dν), we see that R(Σν , Dν) \ isol(R(Σν , Dν)) is closed. Hence, it is a compact

and ultrametrizable space. It is non-empty because m = 1. As i = 0, Theorem 6.2 tells us

that R(Σν , Dν)(1) = R(Σν , Dν)\isol(R(Σν , Dν)) cannot contain any topologically isolated

elements. Consequently, our claim follows. Finally, Corollary 1.6 yields the assertion.

The following corollary states that R(Σ,D) is homeomorphic to a product space which

is built up basically by two different components. On the one hand, we have the space

{0}∞ = {0k | k ∈ N0} ∪ {0ω} together with the Lawson topology of ({0}∞,≤). Recall

that this is the topology induced by the prefix metric on {0}∞. Obviously, this space is

homeomorphic to the Aleksandrov one-point compactification of the non-negative integers

equipped with the discrete topology. The second component is the space {0, 1}∞ of all

(finite or infinite) words over {0, 1}. It is equipped with the Lawson topology with regard

to the prefix order. Again, this is the topology induced by the prefix metric on {0, 1}∞.

6.5. Corollary. Let (Σ,D) be a dependence alphabet. Then R(Σ,D) is homeomorphic

to the product

({0}∞)i(Σ,D) × ({0, 1}∞)m(Σ,D).

Proof. Ifm(Σ,D) = 0, then letΣ1 := {1, 2, . . . , i(Σ,D)} andD1 := idΣ1
. Ifm(Σ,D) = 1,

then let Σ1 := {1, 2, . . . , i(Σ,D), i(Σ,D)+1, i(Σ,D)+2} and D1 := idΣ1
∪ {(i(Σ,D)+1,

i(Σ,D)+2), (i(Σ,D)+2, i(Σ,D)+1)}. By Theorem 6.4(ii)⇒(i) we deduce that R(Σ,D)

and R(Σ1, D1) are homeomorphic. Proposition 6.1 tells us that R(Σ1, D1) is homeomor-

phic to the product ({0}∞)i(Σ,D) × ({0, 1}∞)m(Σ,D).

As to the topology of approximating traces, we only know a partial answer. We derive

an analogous result to Corollary 6.5 provided that the dependence relation is transitive,
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i.e. an equivalence relation. For any finite set Σ we shorten Σα := Fα(Σ,Σ2) and Σδ :=

Fδ(Σ,Σ2). In particular, {0}α = Fα({0}, {0}2) and {0, 1}α = Fα({0, 1}, {0, 1}2).

6.6. Theorem. Let (Σ,D) be a dependence alphabet such that D is transitive. Then

jα(Σ,D) is the number of equivalence classes of D. The space Fα(Σ,D) is homeomorphic

to the product

({0}α)i(Σ,D) × ({0, 1}α)jα(Σ,D)−i(Σ,D).

Proof. Let i := i(Σ,D) and let jα := jα(Σ,D). Let Σ′ := {a ∈ Σ | a is not iso-

lated in (Σ,D)} and let D′ := D|Σ′×Σ′ . Using Proposition 6.1 i times, we find that

Fα(Σ,D) is homeomorphic to ({0}α)i×Fα(Σ′, D′). Thus, we must show that Fα(Σ′, D′)
is homeomorphic to ({0, 1}α)jα−i. Since D is transitive, we infer that jα is the number of

equivalence classes with respect to D. Consequently, jα − i is the number of equivalence

classes consisting of at least two letters. Due to Proposition 6.1 it suffices to check that

Γα is homeomorphic to {0, 1}α for all finite sets Γ with |Γ | ≥ 2. We prove this by apply-

ing Corollary 1.6 (the corollary to Pierce’s Theorem) twice. Let Γ be a finite set with at

least two elements. Recall that Γα is compact and ultrametrizable (see Theorem 1.10 or

Example 3.36(a)). Let X be the first derivation of Γ α, i.e. X = Γα \ isol(Γα). Hence, X

is closed in Γα, whence it is a compact and, moreover, ultrametrizable space.

We show that isol(X) is dense in X. To see this, let (r, C) ∈ X = Γ α \Fαf (Γ, Γ 2). Let

m ∈ N0. We find some m̃ ≥ m such that alph(hm̃(r)−1r) = alphinf(r). Let {c1, . . . , cj}
:= C. Let s := hm̃(r)c1 · · · cj−1 and let t := scωj . Then (t, {cj}) ∈ {(saω, {a}) | s ∈ Γ ?,
a ∈ Γ} = isol((Γα)(1)) = isol(X) (see Theorem 6.2 and note that IΓ 2-cliques cannot

contain more than one letter). Furthermore, hm̃(r) = hm̃(s) because r is an infinite word.

Thus, hm̃(r) = hm̃(t) and

hm̃(r, C) = (hm̃(r), C ∪ alph(hm̃(r)−1r)) = (hm̃(r), C)

= (hm̃(t), {cj} ∪ alph(c1 · · · cj−1c
ω
j ))

= (hm̃(t), {cj} ∪ alph(hm̃(t)−1t)) = hm̃(t, {cj}).

This implies hm(r, C) = hm(t, {cj}) and shows us that (r, C) lies in the closure of isol(X).

We see that isol(X) = {(saω, {a}) | s ∈ Γ ?, a ∈ Γ} is countably infinite. Moreover,

by Theorem 6.2 we infer isol(X(1)) = isol((Γα)(2)) = {(saω1 aω2 , A) ∈ Γα | s ∈ Γ ?, {a1, a2}
an IΓ 2-clique, {a1, a2} × (A \ {a1, a2}) ⊆ IΓ 2 = ∅} = ∅. Therefore, X(1) is a perfect

space. Since it is also compact, ultrametrizable, and non-empty (because |Γ | ≥ 2), X (1)

is homeomorphic to the Cantor discontinuum. All these conclusions are in particular valid

for the alphabet {0, 1}. Letting Y := {0, 1}α \ isol({0, 1}α), we conclude that X(1) and

Y (1) are homeomorphic. Now conditions (1)–(3) of Corollary 1.6 are satisfied, whence

X = Γα \ isol(Γα) and Y = {0, 1}α \ isol({0, 1}α) are homeomorphic.

Note that isol(Γα) = Fαf (Γ, Γ 2) is dense in Γα and isol({0, 1}α) = Fαf ({0, 1}, {0, 1}2)

is dense in {0, 1}α (Theorem 1.10, Example 3.36(a)). Further, isol(Γ α) and isol({0, 1}α)

are countably infinite. By applying Corollary 1.6 to the spaces Γ α and {0, 1}α, we deduce

that Γα and {0, 1}α are homeomorphic.
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6.7. Remark. The spaces {0}α and {0}∞ are homeomorphic.

To see this, note that {0}α = {(0k, ∅) | k ∈ N0} ∪ {(0k, {0}) | k ∈ N0 ∪ {ω}}. Let

g : {0}α → {0}∞ be defined by g(0k, {0}) := 02k, g(0k, ∅) := 02k+1 (k ∈ N0), and

g(0ω, {0}) := 0ω. Clearly, g is bijective. We show that g is monotone. Let x1 = (r1, A1),

x2 = (r2, A2) ∈ {0}α with x1 v x2. Then r1 ≤ r2 and A2 ⊆ A1 ∪ alph(r−1
1 r2). We

may assume r1, r2 ∈ {0}?. There are k, l ∈ N0 with k ≤ l such that r1 = 0k and

r2 = 0l, whence g(x1) ∈ {02k, 02k+1} and g(x2) ∈ {02l, 02l+1}. If g(x1) = 02k, then

g(x1) = 02k ≤ 02l ≤ g(x2). If g(x1) = 02k+1, then A1 = ∅. If A2 = ∅, then g(x1) =

02k+1 ≤ 02l+1 = g(x2). If A2 = {0}, then r1 6= r2 and thus k ≤ l − 1. Therefore,

g(x1) = 02k+1 ≤ 02l−1 ≤ 02l = g(x2).

For all k, n ∈ N0 we have hn(g(0k, {0})) = 0min{2k,n} ≤ 0min{2k,2n} = g(0min{k,n}, {0})
= g(hn(0k, {0})). If n ≥ k, then hn(g(0k, ∅)) = 0min{2k+1,n} ≤ 02k+1 = g(hn(0k, ∅)). If

n < k, then hn(g(0k, ∅)) = 0min{2k+1,n} ≤ 0n ≤ 02n = g(hn(0k, ∅)). By Proposition 2.14

we infer that g is continuous. Since {0}α is compact Hausdorff, g is a homeomorphism.

6.8. Theorem. Let (Σ,D) be a dependence alphabet such that D is transitive. Then

jδ(Σ,D) = i(Σ,D). The space Fδ(Σ,D) is homeomorphic to

({0}δ)i(Σ,D) × ({0, 1}δ)m(Σ,D).

Proof. We already know that i(Σ,D) ≤ jδ(Σ,D). Let A ⊆ Σ be an ID-clique such that

for all letters b ∈ Σ with D(b) ⊆ D(A) we have b ∈ A. Let a ∈ A and let b ∈ Σ with

(a, b) ∈ D. As b ∈ D(A), we infer D(b) ⊆ D(A) because D is an equivalence relation.

Therefore, b ∈ A. Since (a, b) ∈ D, we conclude a = b. This tells us that a is isolated in

(Σ,D). We conclude jδ(Σ,D) ≤ i(Σ,D) and hence jδ(Σ,D) = i(Σ,D).

As in the proof of the previous theorem we find Fδ(Σ,D) to be homeomorphic to

({0}δ)i(Σ,D) × Fδ(Σ′, D′), where Σ′ is the set of all letters in Σ that are not isolated

in (Σ,D) and D′ is the restriction of D to Σ ′ × Σ′. We may assume m(Σ,D) = 1.

It thus remains to show that Fδ(Σ′, D′) is homeomorphic to {0, 1}δ. Recall that Fδ(Σ′, D′)
and {0, 1}δ are compact and ultrametrizable, isol(Fδ(Σ′, D′)) = Fδf (Σ′, D′) is dense in

Fδ(Σ′, D′), and isol({0, 1}δ) = Fδf ({0, 1}, {0, 1}2) is dense in {0, 1}δ (see the remarks

after Theorem 1.10 or Example 3.36(b)). In addition, isol(Fδ(Σ′, D′)) and isol({0, 1}δ)
are countably infinite as m(Σ ′, D′) = m(Σ,D) = 1. Thus, (1) and (2) of Corollary 1.6

are satisfied. We verify condition (3) by proving that both Fδ(Σ′, D′) \ isol(Fδ(Σ′, D′)) =

Fδ(Σ′, D′)(1) and {0, 1}δ \ isol({0, 1}δ) = ({0, 1}δ)(1) are homeomorphic to the Cantor

discontinuum. Clearly, Fδ(Σ′, D′)(1) is compact and ultrametrizable. Since jδ(Σ
′, D′) =

i(Σ′, D′) = 0, we deduce isol(Fδ(Σ′, D′)(1)) = ∅, i.e. Fδ(Σ′, D′)(1) is perfect. As m(Σ′, D′)
= 1, we have Σ′ 6= ∅ and thus Fδ(Σ′, D′)(1) 6= ∅. Thus, Fδ(Σ′, D′)(1) is homeomorphic

to the Cantor discontinuum. Similarly for ({0, 1}δ)(1). Finally, Corollary 1.6 tells us that

Fδ(Σ′, D′) and {0, 1}δ are homeomorphic.

6.9. Corollary. Let (Σ,D) be a dependence alphabet such that D is transitive. Then

Fδ(Σ,D) is homeomorphic to

({0}∞)i(Σ,D) × ({0, 1}∞)m(Σ,D).

Hence, Fδ(Σ,D) and R(Σ,D) are homeomorphic.
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Proof. We already know that the spaces {0, 1}∞ and {0, 1}δ are compact and ultrametriz-

able, and isol(({0, 1}∞)) = {0, 1}? and isol({0, 1}δ) = Fδf ({0, 1}, {0, 1}2) are countably

infinite. Further, {0, 1}? is dense in {0, 1}∞ and Fδf ({0, 1}, {0, 1}2) is dense in {0, 1}δ.
We also know that the spaces ({0, 1}∞)(1) = {0, 1}∞ \ {0, 1}? = {0, 1}ω and ({0, 1}δ)(1)

are both homeomorphic to the Cantor discontinuum. Consequently, {0, 1}∞ and {0, 1}δ
are homeomorphic by Corollary 1.6. Note that {0}∞ is homeomorphic to {0}α = {0}δ
(Remark 6.7). Therefore, we are done in view of Theorem 6.8 and Corollary 6.5.

6.10. Example. Let k, l ∈ N. Then

(1) ({0, 1}α)k is homeomorphic to ({0, 1}α)l if and only if k = l.

(2) The spaces ({0, 1}δ)k and ({0, 1}∞)l are homeomorphic.

Part (1) follows from Proposition 6.1 and Corollary 6.3. Part (2) results from Proposi-

tion 6.1 and Corollary 6.9.
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height preserving, 93

homomorphism, 83, 98, 116, 120, 125, 127,
128

canonical, 118, 126

Scott-continuous, 98, 109, 120, 124, 125

weak, 83, 84, 98, 116, 120, 125, 127, 128

weak and Scott-continuous, 98, 119, 120,
124, 125

(I,≤)-pop, 82

of homomorphisms, 98, 122

of mappings, 94

of maps commuting with all projections,
96

of monotone mappings, 95

of non-expansive mappings, 96

of Scott-continuous homomorphisms, 98,
122

of Scott-continuous mappings, 95

of Scott-continuous weak homomorphisms,
98, 122

of weak homomorphisms, 98, 122

strict, 102
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34, 39, 64, 136
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92
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kernel, 13, 50, 54
kernel operator, 14

length function, 88, 89
length of a trace, 23, 90
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local dcpo, 44

metric, 18
α-metric, 68, 86, 134
δ-metric, 69, 86, 135
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an ω-pop, 86, 134
Foata normal form metric, 66, 68, 86,

134
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on traces, 23, 66, 68, 86, 134
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pseudo-metric, 18
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ultrametric, 18

net, 16
Cauchy, 17

w.r.t. F-uniformity, 36, 37, 41, 42
w.r.t. pop uniformity, 69, 71, 72, 131
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in the pop topology, 56, 71–73

monotone, 41, 42, 44, 72, 73, 131
non-expansive map

between (I,≤)-pop’s, 83, 84, 91, 96
metrically, 19, 91, 92

non-pseudo-weight increasing, 91, 92

P-domain, 74–80, 131, 132
partially ordered space, 30
pop, 53

approximating, 54
compact, 79, 80
complete, 68–70, 73, 115, 125
Hausdorff, 57
indexed, 82
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indexed by (N0,≤), see ω-pop
indexed by (I,≤), see (I,≤)-pop
pseudo-ultrametrizable, 56, 74
totally bounded, 56
totally disconnected, 57
zero-dimensional, 57

pop completion, 116, 118
compact, 133
embeds into domain completion, 129
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133
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133
of approximating traces, 121
of closed ball model, 120
of finite traces, 133
of real traces, 121

pop representation system, 53, 54, 62
pop topology, 55, 82
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projection, 14, 26, 50–53
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projection set, 53
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property M, 76, 79, 80
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pseudo rank ordered poset, 88
pseudo-weight function, 89
pseudo-weight preserving, 92

rank ordered poset, 88

subpop, 83, 85
dense, 115, 116
full, 115, 116, 119–121, 131

topological space
perfect, 16, 140–142
scattered, 16, 19
zero-dimensional, 16, 19, 57
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discrete, 16, 17, 55
F-topology, 28
initial, 17, 55
interval topology, 16, 31, 34, 35
Lawson topology, 16, 23, 24, 31, 34, 46,

45–134
norm topology, 35, 45
of pointwise convergence, 18, 95–97
of uniform convergence, 18, 94
pop topology, 55, 82
Scott topology, 16, 31, 45
uniform topology, 17

trace
α-, 23, 24, 68, 86, 121, 131, 133–143
δ-, 24, 69, 86, 121, 131, 133–143
approximating, 23–24, 68–69, 86, 121,

131, 133–143
finite, 21–23, 65, 66, 133
real, 21–23, 65–68, 86, 90, 92–94, 120,

131, 133–143
tree, 13, 59, 63

U∞-operator, 77
U∞-operator, 77, 78
uniform space, 17

compact, 18
complete, 17
totally bounded, 18

uniformity, 17
discrete, 17, 55
F-uniformity, 28
induced by a pseudo-metric, 19
initial, 17, 55
of uniform convergence, 18, 94
pop uniformity, 55, 82

uniformly continuous, 17, 31, 55, 70
uniformly equicontinuous, 18, 57, 96

weak homomorphism,
see homomorphism, weak

weight function, 90, 122
weight of a trace, 90
weight preserving, 92
well founded, 13, 21, 63


