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Abstract. The purpose of this paper is to extend a theorem of Speissegger [J. Reine
Angew. Math. 508 (1999)], which states that the Pfaffian closure of an o-minimal expansion
of the real field is o-minimal. Specifically, we display a collection of properties possessed
by the real numbers that suffices for a version of the proof of this theorem to go through.
The degree of flexibility revealed in this study permits the use of certain model-theoretic
arguments for the first time, e.g. the compactness theorem. We illustrate this advantage
by deriving a uniformity result on the number of connected components for sets defined
with Rolle leaves, the building blocks of Pfaffian-closed structures.

1. Introduction. Let R be the field of real numbers. Let R̃ be an
o-minimal expansion of R. Unless stated otherwise, “definable” means
“definable with parameters.” Speissegger proves the following theorem in
[Spe99]:

Fact 1.1. There is an o-minimal expansion P(R̃) of R̃ such that when-
ever ω is a P(R̃)-definable 1-form on a definable open set U and L is a Rolle
leaf of ω = 0, then L is definable in P(R̃).

The structure P(R̃) is called the Pfaffian closure of R̃ because in it
the graphs of all Pfaffian functions are definable. It also follows from the
theorem that o-minimality of R̃ is not destroyed by adjoining antiderivatives
of definable functions.

On the other hand, this result is limited in that it only makes sense
for expansions of R, as the proofs in [Spe99] make casual use of many spe-
cial topological properties of the real line (e.g. the Baire category theorem,
Heine–Borel theorem, and second countability). Indeed, the definition of
“Rolle leaf” involves the notion of connectivity, a delicate property from the
model-theoretic point of view.
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In this paper, we provide a notion of Pfaffian closure for o-minimal ex-
pansions of fields whose underlying universe is not necessarily the real line.
Our proposed definition depends on a chosen expansion of the base struc-
ture that is definably complete. (This fact is unavoidable by Remark 2.8.) If
the chosen expansion defines a set of integers in a sense that specializes that
of Mourgues and Ressayre [MR93], then our Pfaffian closure is o-minimal.
Though this result remains fairly restrictive, we use it to prove a new uni-
formity result on the number of connected components of definable sets
in P(R̃).

Throughout, we let R = (R,+, ·, <, 0, 1) be a real closed ordered field,
and let R̃ be an o-minimal expansion ofR to a language L̃. We also view R̃ as
a reduct of another structure R, whose properties are described below. Here
and throughout, we use the terms “expansion” and “reduct” in the sense
of definability; that is, we assume that every R-definable set is R̃-definable
and that every R̃-definable set is R-definable. In case of ambiguity, the term
“definable” refers to the structure R.

Following Pillay and Steinhorn [PS86], we say R is definably complete if
any definable nonempty subset of R that is bounded above has a least upper
bound. We henceforth assume that R is definably complete.

A subsetA ofRn is definably connected if for each pair of disjoint open de-
finable subsets U and V of Rn such that A = (A∩U)∪(A∩V ), we have either
A∩U = ∅ or A∩V = ∅. (Note: we do not require that the set A be definable.)

Definition 1.2. A definable subset M of Rn is an R-manifold of di-
mension m and class Ck if for every a in M there are open subsets U and
V of Rn and a definable diffeomorphism ϕ = (ϕ1, . . . , ϕn) : U → V of class
Ck (called a chart for M at a) such that a ∈ U , 0 ∈ V , ϕ(a) = 0, and

U ∩M = {x ∈ Rn : ϕm+1(x) = 0, . . . , ϕn(x) = 0}.
In the case when m = n, this simply means that M is a definable open
subset of Rn.

Note that in case R = R, an R-manifold is just a definable embedded
submanifold of Rn with definable charts. From now on, all R-manifolds are
assumed to be of class at least C1.

Extending the notation above, we decompose a chart ϕ into the functions
ϕ = (ϕ1, . . . , ϕm) and ϕ̂ = (ϕm+1, . . . , ϕn). Then the set U ∩M is equal to
the zero set of the definable function ϕ̂. In addition, for each a in M we
define the tangent space TaM of M at a to be the vector subspace of Rn

given by
(1.1) TaM := ker daϕ̂.
In the case m = n, we set TaM := Rm. This notion is well-defined, as is
easily checked.
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We identify a 1-form

ω = a1(x)dx1 + · · ·+ an(x)dxn

on a subset of Rn with the vector field Fω = (a1(x), . . . , an(x)) of its com-
ponent functions. Furthermore, we say ω is nonsingular if Fω is nowhere
vanishing. From now on, all 1-forms are assumed to be nonsingular and of
class C1.

Definition 1.3. Let ω be a 1-form on an open subset U of Rn. We say
that anR-manifold of dimension n−1 and class C1 is an integral R-manifold
of ω = 0 if M is a subset of U and TaM = ker(ω(a)) for all a in M . An
R-leaf of ω = 0 is a definably connected integral R-manifold of ω = 0 that
is relatively closed in U .

Definition 1.4. Let ω be a 1-form on an open subset U of Rn. AnR-leaf
L of ω = 0 is called Rolle if L satisfies the following additional property:

[R-Rolle Property] For every definably connected R-manifold C of
dimension 1 and class C1 that is contained in U , either |C ∩ L| ≤ 1
or there is an a in C such that TaC ⊆ ker(ω(a)).

For all natural numbers i, we define languages Li recursively as follows:
Set L0 = L̃. Then Li+1 is the language obtained by adding to Li, for each
Li-definable 1-form ω and each Rolle R-leaf L of ω = 0, a predicate symbol
for L. Define LRolle to be the language

LRolle :=
⋃
i∈N

Li,

and define the structure P(R̃,R) to be the expansion of R̃ to the language
LRolle. We call the structure P(R̃,R) the relative Pfaffian closure of R̃ in R.

Let Rproj := (R,Z), and let Tproj := Th(Rproj). A set is definable in
Rproj if and only if it is projective in the sense of descriptive set theory
(see Kechris [Kec95] for example). In particular, every Borel subset of Rn

is definable in Rproj for each n. By cell decomposition, it follows that every
o-minimal expansion of (R, <) is a reduct of Rproj. Also every embedded
submanifold of Rn and every 1-form on an open subset of Rn is definable in
Rproj. In this setting, the main theorem from [Spe99] can be reformulated
as follows.

Fact 1.5. If R̃ is an o-minimal expansion of R, then P(R̃,Rproj) is
o-minimal.

The main theorem of this paper is the following:

Theorem 1.6. There is a recursive fragment T of Tproj such that if
R |= T , then P(R̃,R) is o-minimal.
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The (admittedly verbose) axiomatization of T is described in Section 4.
On the other hand, we now exhibit an application of Theorem 1.6 to P(R̃),
which can be derived without knowing the details of T .

We say that a manifold L is a Rolle leaf of Fω if L is a Rolle Rproj-leaf
of ω = 0.

Take L̃ to be the language of R̃, and let P = (P1, . . . , Pj) be a finite tuple
of predicate symbols that are not contained in L̃. Also, let Φ := (φ0, . . . , φj)
be a finite tuple of (L̃ ∪ P)-formulas, and let X be a subset of Rn that is
definable in P(R̃).

Definition 1.7. We say X has format Φ if there is an interpretation of
the predicates P1, . . . , Pj such that the following hold:

(1) Each φi is in the language L̃ ∪ {P1, . . . , Pi}.
(2) For i = 0, . . . , j − 1, each φi defines a nonvanishing vector field on

an open set Ui.
(3) For i = 0, . . . , j − 1, each Pi+1 defines a Rolle leaf of the vector field

defined by φi.
(4) The set X is defined by the formula φj .

With this terminology, we derive the following consequence of Theorem 1.6:

Theorem 1.8. For each Φ as above, there is a natural number K such
that whenever a set X has format Φ, the set X has fewer than K connected
components.

Remark: The definition of the “format” of a set was inspired by
Gabrielov’s work in [Gab03]. There he defines the format of a “limit set”
in order to derive an effective bound on the number of its components. In
contrast, the bounds given by Theorem 1.8 are not effective. This suggests
the following question:

Suppose the language L̃ is recursive. Is there an algorithm that, given
a format Φ, provides a bound K on the number of connected compo-
nents of sets X with format Φ?

These results continue a thread of inquiry with roots in the work of
Khovanskĭı [Kho91]. Wilkie [Wil99] first proved that the real field expanded
by Pfaffian functions is o-minimal. Other advances were made by Lion and
Rolin [LR98] and Karpinsky and Macintyre [KM99]. In addition, the notion
of a Rolle leaf was introduced by Moussu and Roche [MR91].

As our exposition is not self-contained, the reader is expected to be
already familiar with [Spe99]. Instead of reproducing arguments at length,
we focus only on areas that are most illustrative of the new difficulties that
arise in our setting.
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Conventions. The letters i, j, k, l,m, n, p, q range over natural num-
bers, and the letters r, s, t range over R. Unless stated otherwise, the letters
x, y, and z denote tuples of variables x = (x1, . . . , xn), y = (y1, . . . , ym) and
z = (z1, . . . , zl) that range over Rn, Rm, and Rl respectively.

Given vectors v1, . . . , vk in Rn, we write 〈v1, . . . , vk〉 for the R-linear span
of the set {v1, . . . , vk}. We also let {e1, . . . , en} be the standard basis for Rn.

Given an r in R, we set |r| := max{r,−r} and equip Rn with the distance
function

d(x, x′) := max{|x1 − x′1|, . . . , |xn − x′n|}.

For an element a and definable nonempty subset B of Rn, we define the
distance from a to the set B by

d(a,B) := inf{d(a, b) : b ∈ B}.

We also use the notation ‖a‖ to represent d(a, 0). For positive t in R, we let
B(a, t) denote {x ∈ Rn : d(x, a) < t}, the open ball of radius t around a.

Let A be a subset of Rn. We use |A| to denote the cardinality of A. We
write cl(A), int(A), and bd(A) := cl(A)\ int(A) for the topological closure,
interior, and boundary of A respectively. We also define the sets

T (A, t) := {x ∈ Rn : d(x, a) < t for some a ∈ A},
S(A, t) := {x ∈ Rn : d(x, a) ≤ t for some a ∈ A}.

For B ⊆ Rn+m, we let Bx denote the fiber {y ∈ Rm : (x, y) ∈ B} of B
over x.

An R-manifold M in Rn is said to be in standard position if for every
strictly increasing map ι : {1, . . . , k} → {1, . . . , n} there is a number d =
d(M, ι) such that Πι|M has constant rank d.

2. Preliminaries. We begin by recalling some useful consequences of
definable completeness. The structure R is said to have the intermediate
value property if for all a and b in R, each continuous definable function
f : [a, b]→ R takes on every value in R between f(a) and f(b). This notion is
related to definable completeness as illustrated by the following proposition
of C. Miller [Mil01].

Proposition 2.1. The following are equivalent :

(i) R is definably complete.
(ii) R has the intermediate value property.
(iii) R is definably connected.
(iv) Intervals in R are definably connected.
(v) If f : A→ Rn is a definable continuous function and A is a closed

and bounded subset of Rm, then the set f(A) is closed and bounded.
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(vi) If f : A → R is a definable continuous function and A is a closed
and bounded subset of Rn, then f attains a max and min in A.

Proof. In fact [Mil01] only claims (i)⇔(ii)⇔(iii)⇔(iv)⇔(v)⇒(vi). Here
is the remaining implication, (vi)⇒(i): Let A be a nonempty definable subset
of R that is bounded above, and assume for a contradiction that supA does
not exist. Define

Ã = {t ∈ R : ∃s ∈ A, t < s},

so that Ã is a definable initial segment of R. Choose a ∈ Ã and b ∈ R \ Ã
and define f : [a, b]→ R by

f(t) =

{
t if t ∈ Ã,
a if t /∈ Ã.

Since supA does not exist, the function f is continuous. By (vi), max f =
f(c) for some c ∈ [a, b]. But c can be in neither Ã nor R \ Ã.

Lemma 2.2. Let A be a definable and definably connected subset of Rn.
Let B be a definable nonempty subset of A that is both relatively open and
closed in A. Then B = A.

Proof. Let C = A \B, and suppose that C 6= ∅. Then the definable sets

U := {a ∈ Rn : d(a,B) < d(a,C)},
V := {a ∈ Rn : d(a,C) < d(a,B)}

contradict the fact that A is definable connected.

Remark 2.3. Though this lemma was predictable, it is unclear whether
it holds in ordered structures that do not expand a densely ordered abelian
group. It also shows that the (a priori different) definition of “definably
connected” given in [vdD98] agrees in our setting with the definition above.

Definition 2.4. Let A be a subset of Rn. Then a subset C of A is a
definably connected component of A (or just a component of A for short) if
C is a maximal definably connected subset of A.

Definably connected components always exist by Zorn’s lemma, and
distinct components of a given set are disjoint. Though components need
not be definable, we do get the following:

Proposition 2.5. If A is a definable set with only finitely many com-
ponents C1, . . . , Cl, then each Ci is definable and both open and closed in A.

Proof. We show C1 is definable and open in A. For each j = {2, . . . , l}
there is a definable open set Uj such that Uj ∩ (C1 ∪ Cj) = C1. Then
C1 =

⋂l
j=2 Uj ∩A.
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In [vdD98], van den Dries proves some versions of theorems from calculus
in the o-minimal setting. In fact, these proofs only use definable complete-
ness. For example, we have the mean value theorem.

Theorem 2.6 (Mean Value Theorem). Suppose a < b in R and f : [a, b]
→ R is a definable function. If the derivative f ′(t) exists for all t ∈ [a, b],
then for some c ∈ (a, b), we have f(b)− f(a) = (b− a)f ′(c).

Using this, we get uniqueness for definable solutions of certain differential
equations.

Proposition 2.7. Let I and J be open intervals in R. Suppose f, g :
I → J are definable functions of class C1 on I such that the set {t ∈ I : f(t)
= g(t)} is nonempty. Suppose also that F : I × J → R is a definable
function and that the partial derivative D2F exists and is continuous on
I × J . Suppose finally that f ′(t) = F (t, f(t)) and g′(t) = F (t, g(t)) for all
t in I. Then f = g.

Remark 2.8. As a special case, this implies that a DC expansion of a
real closed field cannot define two distinct exponential functions. Kuhlmann
and Shelah [KS05] show that for each regular uncountable cardinal κ there
is a real closed field that admits 2κ pairwise nonisomorphic models of real
exponentiation. Consequently, in any o-minimal expansion of such a field,
at most one of these exponential functions is definable.

The proof of the proposition resembles that of Theorem 2.3 of Otero,
Peterzil, and Pillay [OPP96], which takes place in the o-minimal setting.
We include details to emphasize that definable completeness alone suffices.
Here is a lemma.

Lemma 2.9. Suppose I is an open interval in R. Suppose u : I → R is
a definable function, u′(t) exists for all t in I, and u(t) = 0 for some t in I.
Suppose finally that for each t0 in I there is a neighborhood V of t0 and an
r in R such that |u′(t)| ≤ r|u(t)| for all t in V . Then u(t) = 0 for all t in I.

Proof. Define A to be the set {t ∈ I : u(t) = 0}. By our assumptions, A
is nonempty, closed in I, and definable. By Lemma 2.2, it suffices to show
that A is open.

Fix t0 in A. By replacing u(t) by u(t− t0), we may assume t0 = 0. Let r
and V be as in our hypotheses, and choose ε > 0 such that [−ε, ε] ⊆ V and
rε < 1. We show [−ε, ε] ⊆ A, which shows A is open. Set s := max{|u(t)| :
t ∈ [−ε, ε]}. Suppose there is a t ∈ (0, ε] such that |u(t)| = s. Then we can
set

t1 := inf{t ∈ (0, ε] : |u(t)| = s}.
In this case, |u(t1)| = s by continuity. Suppose for a contradiction that
t1 6= 0. Then, by the Mean Value Theorem, there is a t2 ∈ (0, t1) such that
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|u(t1)| = |t1u′(t2)|. In this case we have

s = |u(t1)| = |t1u′(t2)| ≤ r|t1u(t2)| < |u(t2)|,
a contradiction. The case where there is a t ∈ [−ε, 0) with |u(t)| = s is done
in the same way.

Proof of Proposition 2.7. Let u : I → R be the function defined by
u(t) := f(t)− g(t), and let t0 be an arbitrary element of I. It suffices to find
a V and an r as in the previous lemma. Choose an ε > 0 such that the closed
interval I1 := [t0 − ε, t0 + ε] is contained in I. Set a := min(f(I1) ∪ g(I1)),
b := max(f(I1) ∪ g(I1)), and J1 := [a, b]. Consequently, if we take V =
(t0 − ε, t0 + ε) and r = maxI1×J1 |D2F |, then we are done: For t ∈ V ,

|u′(t)| = |(f − g)′(t)| = |F (t, f(t))− F (t, g(t))| ≤ r|f(t)− g(t)| = r|u(t)|
by the mean value theorem.

Definable completeness allows us to prove versions of many other clas-
sical results from elementary differential geometry in the definable C1 set-
ting. This is the case of the inverse function theorem, the rank theorem, the
Lagrange multipliers theorem, etc. For example, we can state the rank the-
orem as follows:

Fact 2.10 (Rank Theorem). Suppose U and V are definable open subsets
of Rn and Rm respectively and that f : U → V is a definable function of
class C1 with constant rank d. Then for any a in U there exist definable
open neighborhoods U ′ of a and V ′ of f(a), open subsets Ũ of Rn and Ṽ of
Rm, and definable diffeomorphisms ϕ : U ′ → Ũ and ψ : V ′ → Ṽ of class C1

such that
ψ ◦ f ◦ ϕ−1(x1, . . . , xd, xd+1, . . . , xn) = (x1, . . . , xd, 0, . . . , 0).

We close this section with two technical lemmas adapted from [Spe99].
Let U be an open subset of Rn, and fix a finite tuple Ω := (ω1, . . . , ωq) of
R̃-definable 1-forms ωi on U . For i = 1, . . . , q we also write Fi for the vector
field Fωi associated with ωi.

Definition 2.11. Let N be an R-manifold contained in U . The tuple
Ω is transverse to N if

dim
(
TaN ∩

q⋂
i=1

ker(ωi(a))
)

= dim(N)− q

for all a ∈ N . If N = Rn, we simply say Ω is transverse. For a subset J
of {1, . . . , q}, we write ΩJ := (ωj)j∈J . The tuple ΩJ is called a basis of Ω
along N if ΩJ is transverse to N and

TaN ∩
q⋂
i=1

ker(ωi(a)) = TaN ∩
⋂
i∈J

ker(ωi(a))

for all a ∈ N .
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Lemma 2.12. Let A be an R̃-definable subset of Rn. Then for any natural
number k, there is a decomposition P of Rn into Ck-cells such that P is
compatible with both A and U and has the following property : Whenever a
cell C in P is a subset of A and whenever J is a subset of {1, . . . , q}, there
exists a subset J ′ of J such that ΩJ ′ is a basis of ΩJ along C.

Proof. See Lemmas 2.1 and 2.8 from [Spe99].

We now discuss the pullback of a 1-form.

Definition 2.13. Let U and V be open subsets of Rn, and let σ : V → U
be a definable diffeomorphism. Suppose that ω is a definable 1-form on U .
Then the pullback σ∗ω is the 1-form on V given by

(2.1) σ∗ω(a)v := ω(σ(a))daσv

for all a ∈ V and v ∈ TaV .

Lemma 2.14. Let U and V be definable open subsets of Rn, and let
σ : V → U be a definable diffeomorphism. Whenever Li is a Rolle R-leaf of
ωi = 0, then σ−1(Li) is a Rolle R-leaf of σ∗ωi = 0. Moreover , if N is an
R-manifold contained in U such that Ω is transverse to N , then the tuple
of pullbacks σ∗Ω := (σ∗ω1, . . . , σ

∗ωq) is transverse to σ−1(N).

Proof. Immediate from the definitions.

3. Khovanskĭı theory with definable completeness. The first step
in proving o-minimality of our Pfaffian closure is to prove a suitable Kho-
vanskĭı theory. It turns out that the assumption of definable completeness
suffices for this task. Let Ω = (ω1, . . . , ωl) be a tuple of R̃-definable (non-
singular) 1-forms defined on a common open subset U of Rn. Here is the
statement:

Theorem 3.1. Let A be an R̃-definable subset of U . Then there is a
natural number K such that whenever Li is a Rolle R-leaf of ωi = 0 for
each i = 1, . . . , l, the set A ∩ L1 ∩ · · · ∩ Ll is a union of fewer than K
definably connected R-manifolds.

Let us first loosely describe why a naive application of the existing proof
fails: Arguing inductively, we would like to find a set B of dimension lower
than A such that B′ := B ∩ L1 ∩ · · · ∩ Ll has at least as many components
as A′ := A∩L1 ∩ · · · ∩Ll for all Li. To define B, we wish to find a definable
function µ : A → R that assumes a minimum on each component of A′.
Unfortunately, this argument requires that each component of A′ be defin-
able, which will not be clear until the end of the proof. To get around this
problem, we integrate Proposition 2.5 into the induction, most evidently
through a new case in Proposition 3.6 below. Now some lemmas.
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Lemma 3.2. Suppose ω is an R̃-definable 1-form on U . Let L be an
integral R-manifold of ω = 0 that is closed in U . Suppose a subset C of U
is a definably connected R-manifold of dimension at most n − 1 and that
TxC ⊆ ker(ω(x)) for all x in C. Then either C ∩ L = ∅ or C ⊆ L.

This proof closely follows the proof of Lemma 1.4 in [Spe99]. However,
because Lemma 2.2 is used, the definability of C is essential.

Lemma 3.3. Let N be an R-manifold contained in U such that ΩJ is a
basis of Ω along N . For each i = 1, . . . , q, let Li be a definably connected
integral R-manifold of ωi = 0, and write

W := N ∩
q⋂
i∈1

Li and WJ := N ∩
⋂
i∈J

Li.

Then WJ is either empty or an R-manifold of dimension dim(N) − |J |.
Moreover , if WJ has only finitely many components, then each component
of W is a component of WJ and an R-manifold of dimension dim(N)−|J |.

Proof. This follows the argument of Lemma 1.6 in [Spe99]. However, we
have added a hypothesis in the “Moreover” statement; the new assumption
that WJ has finitely many components is necessary to conclude that each
component is definable, and thus that Lemma 3.2 above can be applied.

The next lemma is used to lower the dimension in the inductive proof of
Theorem 3.1.

Definition 3.4. Let M = Rm × {0}n−m. A positive R̃-form for M is
an R̃-definable continuous function µ : Rn → [0,∞) such that for each
positive r, the set M ∩ µ−1([0, r]) is bounded in Rn.

Lemma 3.5. Let M = Rm×{0}n−m. Suppose that M is contained in U
and that Ω is transverse to M . Suppose also that q < m. Then there is a
positive R̃-form µ for M of class C1 such that the definable set

B := {a ∈M : ∇µ(a) ∈ 〈F1(a), . . . , Fq(a), em+1, . . . , en〉}
has dimension strictly less than m.

Proof. Similar to Lemma 2.5 in [Spe99].

Proposition 3.6. Let N be an R̃-definable C1-cell of dimension m con-
tained in U . Suppose that q < m and that Ω is transverse to N . Then there
is an R̃-definable closed subset B of N with dim(B) < m such that whenever
Li is a Rolle R-leaf of ωi = 0 for each i, we have one of the following cases:
Either

Case 1. N ∩ L1 ∩ · · · ∩ Lq has finitely many components, each meet-
ing B, or
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Case 2. N ∩L1∩· · ·∩Lq has infinitely many components, and infinitely
many of them meet B.

Proof. First note that by Lemma 3.3, the set N ∩L1 ∩ · · · ∩Lq is always
either empty or an R-manifold of dimension m− q. Since N is a C1-cell, we
may assume without loss of generality that N = Rm × {0}n−m. Let B and
µ be the set and positive R̃-form for N given by Lemma 3.5. We claim that
this B works:

Suppose first that N ∩ L1 ∩ · · · ∩ Lq has finitely many components. In
this case we may apply Proposition 2.5 to conclude that each component
C is definable and closed in N . If we choose r > 0, then C ∩ µ−1[0, r] is
closed and bounded in Rn. Thus µ|C assumes a minimum value, say at a.
This implies that

∇µu(a) ∈ Ta(N ∩ L1 ∩ · · · ∩ Lq)⊥ = 〈F1(a), . . . , Fq(a), em+1, . . . , en〉,

finishing this case.
Now suppose N ∩ L1 ∩ · · · ∩ Lq has infinitely many definably connected

components. We recursively produce infinitely many distinct components
C1, C2, . . . , each meeting B, and definable sets V0 ) V1 ) · · · with the
following properties:

(1) Each Vi is an open and closed subset of N ∩ L1 ∩ · · · ∩ Lq.
(2) Each Vi contains infinitely many definably connected components of

N ∩ L1 ∩ · · · ∩ Lq.
(3) Ci ∩ Vj = ∅ whenever j > i.

To start, put V0 := N ∩L1 ∩ · · · ∩Lq. Given Vi, we show how to produce
Vi+1. Since Vi is not definably connected, there are definable open disjoint
U1 and U2 such that Vi ⊆ U1∪U2 and both Vi∩U1 and Vi∩U2 are nonempty.
Now one of U1 or U2, say U2, contains infinitely many components of N∩L1∩
· · ·∩Lq. Set Vi+1 := Vi∩U2. Now Vi∩U1 is a closed subset of N∩L1∩· · ·∩Lq.
Thus µ|Vi∩U1 assumes a minimum value. As in the previous case, B meets
Vi ∩ U1. Thus B meets some component C of Vi ∩ U1. Take Ci+1 := C and
we are done.

We are now ready for the proof of Theorem 3.1:

Proof of Theorem 3.1. As in [Spe99], we use induction on d := dim(A)
and q. Assume d > 0 and q > 0, and that the result holds for lower values
of d or q. By Lemmas 2.12 and 3.3, it suffices to consider the case that A is
an R̃-definable C1-cell contained in U and Ω is transverse to A. Note that
then d ≥ q. For i = 1, . . . , q, we let Li be a definable Rolle R-leaf of ωi = 0,
and we put L := L1 ∩ · · · ∩Lq. There are two cases, each containing an item
worthy of note.



240 S. Fratarcangeli

Case d > q. Let B be a closed definable subset of A with the property
described in Proposition 3.6. By the inductive hypothesis there is a natural
number K, independent of the particular Rolle R-leaves chosen, such that
B∩L has fewer than K components. Consequently, we must be in Case 1 of
Proposition 3.6; so A∩L has only finitely many components, each meeting B.
It follows that A ∩ L has fewer than K components, and, by Lemma 3.3,
each is an R-manifold.

Case d = q. Put L′ := L1∩· · ·∩Lq−1, and notice that dim(A ∩ L′) = 1.
By the inductive hypothesis, there is a natural number K (depending on
Ω and A but not on the leaves Li) such that the R-manifold A ∩ L′ has
fewer than K components. Let C be one; observe that it is an R-manifold
(definable by Proposition 2.5). Now if |C ∩ Lq| > 1, then there is an a in C
such that TaC ⊆ ker(ωq(a)) by the R-Rolle property. This contradicts ωq’s
transversality to A ∩ L′, so |C ∩ Lq| ≤ 1 for each component C of A ∩ L′.
Consequently, |A ∩ L′ ∩ Lq| < K.

Remark 3.7. Having just used the R-Rolle property, we explain why
we defined it in terms of tangent spaces, as opposed to a more direct gen-
eralization involving definable C1-curves γ : [0, 1] → U . We were given a
1-dimensional definably connected R-manifold C. To obtain a curve γ, we
need to know that C is “definably path connected,” which is unclear in
general. On the other hand, the Rproj-Rolle property does agree with the
definition from [Spe99] since every C1-curve γ : [0, 1] → Rn is definable
in Rproj.

4. A recursive fragment of Tproj. As mentioned in the introduction,
we do not need the full strength of Tproj to prove that P(R̃,R) is o-minimal.
In this section, we describe a recursively axiomatizable fragment T of Tproj

which suffices for Theorem 1.6. Our system is hardly optimal, but it is not
our purpose to eliminate redundant axioms here—only to present a starting
point for doing so.

Our language Lproj = (+, ·, <, 0, 1,Z) is the language of rings expanded
by a single unary predicate Z. A model R of T is a definably complete ex-
pansion of a real closed field R by an integer part Z—that is, Z is a closed
discrete subring of R, and for all r ∈ R there is a unique z ∈ Z such that
z ≤ r < z + 1. (See [MR93].) Observe that this can be expressed in a recur-
sive axiom scheme. (Proposition 2.1 suggests several ways of axiomatizing
definable completeness.) We also require that R satisfy items (A) through
(H) below. We begin with some observations and conventions.

Let N := {z ∈ Z : z ≥ 0}. Already from definable completeness, we can
deduce that N satisfies induction: Suppose X is a definable subset of N ,
that whenever s ∈ X it is also true that s + 1 ∈ X, and that 0 ∈ X; then
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X = N . Otherwise, the definable clopen set {r ∈ R : ∃z ∈ N \X(z < r)} is
nonempty.

Next observe that the fraction field Q of Z is dense in R; elements
of Q will be called R-rationals, and a cartesian product of intervals with
R-rational endpoints is called an R-rational box.

A definable subset A of Rn is called R-countable if A is empty or there is
a definable surjection f : N → A. The set A is called R-finite if A is empty
or there is a definable surjection f : {0, 1, . . . , β} → A for some β in N . A
set that is not R-finite is R-infinite. As usual the set Q is R-countable.

Let J be a definable subset of N . Then a definable subset X of J ×Rn
is called a definable sequence in Rn. We shall denote such a collection by
(Xα)α∈J or just (Xα)α with the understanding that there is a definable set
J ⊆ N over which α ranges. Occasionally, we shall also denote a definable se-
quence by (X(α))α. If J̃ is a subset of J , then X∩(J̃×R) is called a definable
subsequence of (Xα)α∈J . A definable sequence (Xα)α is called terminating
if there is a β in N such that Xα = ∅ whenever α ≥ β. We also use (Xα)α<β
to denote such a sequence. If, on the other hand, the set {α ∈ J : Xα 6= ∅} is
unbounded, then we say the sequence (Xα)α is nonterminating. A definable
sequence of sets is said to be increasing (resp. decreasing) if whenever α
and β are in J and α < β, then Xα ⊆ Xβ (resp. Xβ ⊆ Xα).

For two definable closed and bounded nonempty subsets V and W of
Rn, the Hausdorff distance d(V,W ) is defined by

d(V,W ) := max {inf{d(x, V ) : x ∈W}, inf{d(x,W ) : x ∈ V }} .
If it exists, the limit limXα of a definable sequence (Xα)α in the induced
topology is called the Hausdorff limit of (Xα)α.

Lastly, we point out an important fact about Rproj: for each natural
number n, there is a (parameter-free) definable family Xn ⊂ Rn+1 such
that the collection {Xn

r : r ∈ R} is equal to the collection of all subsets of
Zn. (One way to prove this is to code subsets of Zn into decimal expansions
of reals.) The family Xn is defined by some Lproj-formula φn(x, t). We use
this fact to express axiom scheme (A).

(A) For each natural number n, the formula φn(x, t) defines a family
Xn ⊂ Rn+1 such that the collection {Xn

r : r ∈ R} is equal to the col-
lection of all definable subsets of Zn. More precisely, for each n and
each Lproj-formula ψ(x, y), we have an axiom that says:

∀y ∃t ∀x
[
φn(x, t)↔

( n∧
i=1

xi ∈ Z ∧ ψ(x, y)
)]
.

We will not be as explicit with the other axioms. Before proceeding, we
point out some consequences of our axioms so far.
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Proposition 4.1.

(1) There is a parameter-free definable subset Y n of Rn+1 such that
{Y n

r : r ∈ R} is equal to the collection of all definable open subsets of
Rn. Consequently, the same is true with “open” replaced by “closed.”

(2) Let m≥1. There is a parameter-free definable subset Zm,n of Rm+n+1

such that {Zm,nr : r ∈ R} is equal to the collection of all graphs of
definable continuous functions from Rm to Rn. Moreover , the same
is true for all definable functions from Nm to Rn.

Proof. For (1), we use the fact that the R-rational boxes form a basis
for the topology on Rn: Let X4n be as in (A) above. Let Y n be the set
given by

Y n := {(s0, . . . , sn−1, r) ∈ Rn+1 : There is some (m0, . . . ,m4n−1) in X4n
r

such that m4i < m4i+1si and m4i+2si < m4i+3 for i = 0, . . . , n− 1}.

This shows (1). The fact that the graphs of continuous functions are closed
implies (2).

Remark 4.2. The previous proposition has many useful consequences.
For example, it follows that one can express that a definable set is definably
connected with a single first order sentence. As another example, we note
that given a definable sequence (Xα)α, the collection of Hausdorff limits of
subsequences comprises a definable family.

Using the above observations, one can express the remaining properties
(B)–(H) in a first-order way. We leave the details to the reader.

(B) Let κ and β be in N . If f : {0, . . . , κβ} → {0, . . . , β−1} is a definable
(total) function, then there is a γ ∈ {0, . . . , β − 1} and a definable
injection g : {0, . . . , κ} → f−1(γ).

(C) If (Xα)α∈J is a definable sequence of R-countable sets, then the union⋃
α∈J Xα is R-countable.

(D) For any unbounded subset J of N , any definable function % : J →
(0,∞) that satisfies lim infα→∞ %(α) = 0, and any r > 1, there is
a strictly increasing definable function δ : N → J such that for all
α in N , we have r%(δ(α + 1)) < %(δ(α)). Note: it follows that the
composite function % ◦ δ : N → (0,∞) is strictly decreasing, and
limα→∞ % ◦ δ(α) = 0.

(E) If W is a definable subset of Rn that is closed and bounded, and if
(Uα)α is an increasing sequence of open subsets such thatW ⊂

⋃
α Uα,

then there exists a γ ∈ N such that W ⊂ Uγ .
(F) If (Yα)α is a definable sequence of nowhere dense sets, then the union⋃

α Yα has empty interior.
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(G) Suppose B is a bounded box in Rn. For each p = 1, . . . ,K, let Y p be
a definable subset of (N )2 × B such that for all α and β in N , the
set Y p(α, β) := Y p

(α,β) is closed. Then there are unbounded definable
subsets I and J of N such that the following hold:

(i) For each p and α ∈ I, the definable sequence (Y p(α, β))β∈J con-
verges to a Hausdorff limit Y p(α) if the sequence (Y p(α, β))β∈J
is nonterminating. In case this sequence is terminating, we set
Y p(α) := ∅.

(ii) For each p, the definable sequence (Y p(α))α∈I converges to
a Hausdorff limit Y p whenever (Y p(α))α∈I is nonterminating.

(H) Let m ≥ 1, and let Y (α)α be a definable sequence of nonempty closed
subsets of [−1, 1]m converging to a Hausdorff limit Y . Assume that
a ∈ R is such that Ya 6= ∅ and Ya is not a Hausdorff limit of (Y (α)a)α.
Then there is a terminating definable sequence (Uγ)γ<β of R-rational
boxes in [−1, 1]m−1 such that

(∗) Ya ∩ Uγ 6= ∅ for each γ < β, and for all sufficiently large α, there
is a γ such that Y (α)a ∩ Uγ = ∅.

Most of the axioms above, when translated into a statement about Rproj

are classical: (B) is a pigeonhole principle, (C) says that a countable union
of countable sets is countable, (E) is the Heine–Borel theorem, and (F) is the
Baire category theorem. Axiom (D) simply says that, given a limit point of a
sequence, we can choose a monotone convergent subsequence that converges
at a specified rate.

To see that (G) holds in Rproj, first note that a bounded sequence of
compact sets in Rn has a convergent subsequence in the Hausdorff topology.
(See [Mun75, item 7, p. 279].) The fact that, given a countable family of such
sequences, we can find a common set of indices along which each member
converges, is proved by applying a diagonal argument of the kind used in
the Ascoli–Arzelà theorem. (See [Roy88, Lemma 37, p. 167].)

Finally, that (H) holds for Rproj follows from Lemma 3.7 in [Spe99].

Remark 4.3. Not every real closed field can be expanded to a model
of T . Indeed, the only integer part of the field of real algebraic numbers
Ralg is Z. In (Ralg,Z), however, we can define the cut below any transcen-
dental number that has a recursive decimal expansion—e.g. the constant e.
Consequently, (Ralg,Z) is not definably connected.

We conclude this section with a lemma that is used below.

Lemma 4.4. If (Wα)α∈J is a decreasing definable sequence of closed and
bounded nonempty subsets of Rn, then

⋂
αWα is nonempty.
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Proof. As this argument is similar to the proof of Lemma 1.9 in [Mil01],
we provide only a sketch. Using a lexicographical ordering and definable
completeness, we can show that there is definable function g : N → Rn such
that g(α) ∈Wα for all α. By definable completeness again, the range of this
function has a limit point, which lies in

⋂
αWα.

5. o-minimality of relative Pfaffian closure. The proof of Theorem
1.6 follows [Spe99] very closely, and although superficial adjustments are
necessary throughout, it would be tedious and uninstructive to list them
all. Instead, we zoom in on two spots in the proof that illustrate the general
difficulties and their remedies. Let us recall the context.

Inspired by the methods of [LR98], the proof of o-minimality in [Spe99] is
axiomatic; rather than working with R̃-Pfaffian sets directly, the properties
that make the proof work are isolated through a system of Λ-sets. In parallel
with that development, we fix a system Λ=(Λn)n∈N of collections Λn of de-
finable subsets of Rn. A subsetW of Rn is called a Λ-set ifW ∈Λn for some n.
We also assume the following seven axioms for each n and each set W in Λn:

(I) If a subset Z of Rn is definable in R, then Z is in Λn.
(II) If Z ∈ Λn, then W ∩ Z is in Λn.

(III) W ×R is in Λn+1.
(IV) Ifπ is a permutation of{1, . . . , n}, thenπ(W ) :={(xπ(a), . . . , xπ(n)) :

x ∈W} is in Λn.
(V) There is a natural number m greater than n and a closed W ′ in

Λm such that W = Πn(W ′).
(VI) If 1 ≤ k ≤ n, then there is a natural number K such that for each

z in Rk the fiber Wz has fewer than K components.
(VII) There is a natural number K and sets W 1, . . . ,WK in Λn such

that W =
⋃K
p=1W

p and each W p is an R-manifold in standard
position.

Definition 5.1. Let W be a definable subset of Rk ×Rm ×Rl, and let
ε : N 2 → Rk be a definable function. A subset X of Rm is obtained from W
if the following conditions hold:

(i) For each pair (α, β), the fiber Wε(α,β) is a closed and bounded subset
of Rm ×Rl.

(ii) For each α in N , the sequence (W (α, β))β of subsets of Rm is de-
creasing, where W (α, β) := Πm(Wε(α,β)).

(iii) The sequence (W (α))α is increasing, where W (α) :=
⋂
βW (α, β).

(iv) Finally, X =
⋃
αW (α).

When a set X is obtained from a Λ-set W , we call X a basic Λ∞-set. A
Λ∞-set is a finite union of basic Λ∞-sets.
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Remarks: In the case where R = Rproj, this definition agrees with the
definition in [Spe99]. Also, since the function ε is required to be definable,
each Λ∞-set is definable too.

Let I be the closed interval [−1, 1]. The Λ∞-sets are used to build an
o-minimal structure on I. We list some lemmas to set the scene. The labels
in parentheses refer to the analogous results in [Spe99].

Lemma 5.2 (Cor. 2.9 and Lemma 2.11). The collection of R̃-Pfaffian
sets satisfies Axioms (I)–(VII) in the definition of Λ-sets.

Lemma 5.3 (Lemma 3.2). Every Λ-set is a Λ∞-set.

Lemma 5.4 (Proposition 3.3). Let W be a Λ-set. Then there is a natural
number K such that every basic Λ∞-set X obtained from W has fewer than
K components.

Note: The bound in the previous lemma does not depend on the function
ε : N 2 → Rk used to obtain X.

Lemma 5.5 (Proposition 3.4, Remark on p. 200, and Remark 3.5).

(a) The collection of Λ∞-sets is closed under taking finite unions, carte-
sian products, permutations of coordinates, and coordinate projec-
tions.

(b) The collection of Λ∞-sets is closed under taking fibers. In fact , if X
is obtained from W , then the fiber Xa is also obtained from W .

(c) The collection of Λ∞-sets is closed under taking finite intersections.
In fact , if X ′ is obtained from W ′, then X ∩X ′ is obtained from a
Λ-set that depends on W and W ′ but not on X nor X ′.

Part (c) together with Lemma 5.4 shows:

Corollary 5.6. Let W and W ′ be Λ-sets. Then there is a natural num-
ber K such that whenever X and X ′ are Λ∞-subsets of Rn obtained from
W and W ′ respectively , then X ∩X ′ has fewer than K components.

The difficult part of showing that the Λ∞-subsets of cartesian powers of
I form an o-minimal structure on I is to show that if X is a Λ∞-subset
of Im, then I \ X is also a Λ∞-set. This is done by induction on m (see
Proposition 3.12 of [Spe99] for the precise statement). The idea is to show
that the boundary of X is contained in a set Y that can be partitioned
into graphs of continuous functions with Λ∞-domains. One can then recover
both X and Im \ X as disjoint unions of Λ∞-sets. Morally speaking, the
process is like producing a cell-decomposition of X from scratch and then
assembling Im \X from the resulting cells.

The set Y mentioned in the last paragraph is described in terms of
Hausdorff limits, and to show that Y has empty interior is a preliminary
and delicate task. The first lemma that we prove in depth (corresponding
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to Lemma 3.8 from [Spe99]) is used for this purpose. The complication that
arises in our setting is that an R-finite set may be infinite. Thus we have to
take care that our counting is done in a definable way.

Before we begin, let us mention two predictable facts: (1) Every R-finite
set X is bounded, and (2) if a set X is R-infinite, then for each β in N
there is a definable injection f : {0, . . . , β} → X. These can be proved by
induction.

Lemma 5.7. Let m > 1, let W be a Λ-set , and let (Y (α))α be a definable
sequence of Λ∞-sets in Im obtained from W . Suppose that (Y (α))α converges
to a Hausdorff limit Y . Then the set

B := {a ∈ R : Ya 6= ∅ and Ya is not a Hausdorff limit of (Y (α)a)α}

is R-countable.

Proof. By axiom (H), we can write B =
⋃
U BU where U ranges over all

terminating definable sequences (Uγ)γ<β of R-rational boxes in Im−1 and

BU = {a ∈ R : condition (∗) from axiom (H) holds for a}.

Note that the collection of all such (Uγ)γ is definable and R-countable. Fix
(Uγ)γ<β. From Corollary 5.6, it follows that there is a natural number K
such that Y (α) ∩ (I × Uγ) has at most K components for all α, U , and γ.
We will show that there is no definable injection f : {0, . . . , 2Kβ} → BU ,
which by fact (2) preceding the lemma shows that BU is R-finite. It follows
that BU—and hence B—is R-countable.

Assume for a contradiction that there is a definable sequence (aδ)δ≤2Kβ

such that each aδ ∈ BU and aδ1 6= aδ2 whenever δ1 6= δ2. By fact (1)
preceding the lemma, the definable set {|aδ1 − aδ2 | : δ1 < δ2 ≤ 2Kβ} is
bounded away from 0. Consequently, there is an s ∈ R such that s > 0 and
the intervals Iδ := (aδ − s, aδ + s) are pairwise disjoint.

The first part of condition (∗) for aδ says that Yaδ ∩ Uγ 6= ∅ for each
γ < β. Because Y is the limit of the sets Y (α), we have Y (α)∩ (Iδ×Uγ) 6= ∅
for all sufficiently large α. By the second part of condition (∗) for aδ, there
is a γ(δ) such that Y (α)aδ ∩ Uγ(δ) = ∅ for sufficiently large α.

Since there are only R-finitely many such δ, by fact (1) above we can
find a single α′ such that for each δ ≤ 2Kβ:

(1) Y (α′) ∩ (Iδ × Uγ) 6= ∅ for each γ < β,
(2) there is a γ(δ) such that Y (α′)aδ ∩ Uγ(δ) = ∅.

Now axiom (B) implies that there is a γ′ < β and a definable injection
g : {0, . . . , 2K} → {0, . . . , 2Kβ} such that Y (α′)ag(κ)

∩ Uγ′ = ∅ for all κ in
{0, . . . , 2K}.
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It follows that for each component C of Y (α′) ∩ (I × Uγ′) there are at
most two numbers κ such that Y (α′) ∩ (Ig(κ) × Uγ′) meets C. This means
that Y (α′) ∩ (I × Uγ′) has at least K + 1 components, a contradiction.

Remark 5.8. Although the sequence (Y (α))α is required to be definable
and each Y (α) is obtained from W , we did not need to know whether the
functions εα : N 2 → Rk(α) used to obtain Y (α) are uniformly definable.

Fix a Λ∞-subset X of Im. The other lemma that we focus on is as
follows:

Lemma 5.9. There is a closed Λ∞-subset Y of Im such that int(Y ) = ∅
and bd(X) ⊆ Y .

In fact, we only prove one claim in the lemma, whose proof requires
several choices of infinite sequences. Again, we must take care to do this in
a definable way.

Proof. We may assume that X is a nonempty basic Λ∞-set obtained
from a subset W of Rk ×Im×Rl. The set Y we are looking for is obtained
with Hausdorff limits as follows:

Using axiom (VII) for Λ-sets, we find W 1, . . . ,WK in Λn such that W =⋃K
p=1W

p and each W p is an R-manifold in standard position. In particular,
each nonempty fiber W p

ε with ε in Rk is an R-manifold in standard position.
Moreover, there is a natural number dp independent of ε such that whenever
W p
ε is nonempty the map Πm|W p

ε
has constant rank dp.

For each α, β, and p = 1, . . . ,K, we put Y p(α, β) := Πm(cl(W p
ε(α,β)))

in the notations of Definition 5.1. Then we apply (G) to get unbounded
definable subsets I and J of N such that the following hold:

(i) For each p and α ∈ I, the sequence (Y p(α, β))β∈J converges to the
Hausdorff limit Y p(α) if this sequence is nonterminating. Otherwise
we put Y p(α) = ∅.

(ii) For each p, the sequence (Y p(α))α∈I converges to a Hausdorff limit
Y p if this sequence is nonterminating. Otherwise put Y p = ∅.

Finally, we set Y :=
⋃
p∈S Y

p where

S := {p ∈ {1, . . . ,K} : dp < m}.
The claim we scrutinize is as follows:

Claim 1. For each p in S, there are a natural number n(p) ≥ n and a
Λn(p)-set W̃ p such that the sets Y p(α) and Y p are basic Λ∞-sets obtained
from W̃ p. In particular , Y is a Λ∞-set.

To finish the lemma one also needs

Claim 2. Y contains bd(X).
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Claim 3. Y has empty interior.

Since Y is closed, Claim 2 can be proved by showing that for each a in
bd(X) and t > 0 we have d(a, Y ) < t. In this way we can avoid talking
about a as the limit of a converging sequence as done in [Spe99]. Claim 3
involves Lemma 5.7 above and significant use of the rank theorem, but the
arguments used are the same. Here is the proof of Claim 1:

For each α in I, each β in J , and each p in S it is convenient to define

%p(α, β) :=


d(Y p(α, β), Y p(α)) if Y p(α) 6= ∅ and Y p(α, β) 6= ∅,
0 if Y p(α) = ∅ and Y p(α, β) = ∅,
1 otherwise;

%p(α) :=


d(Y p(α), Y p) if Y p(α) 6= ∅ and Y p 6= ∅,
0 if Y p(α) = ∅ and Y p = ∅,
1 otherwise.

Notice that for each p = 1, . . . ,K, we have limα∈I %p(α) = 0. Moreover,
for each p = 1, . . . ,K and α in I, we have limβ∈J %p(α, β) = 0.

Now fix p in S. To slightly simplify notation, we write %(α) for %p(α) and
%(α, β) for %p(α, β). By Axiom (V), there are a number l′ ≥ l and a closed
set V in Λk+m+l′ such that W p = Πk+m+l(V ). Note that since W p

ε(α,β) is
bounded, for each α and β we have

(5.1) Y p(α, β) = Πm(cl(W p
ε(α,β))) = cl(Πm(W p

ε(α,β))) = cl(Πm(Vε(α,β))).

(The second equality follows from Proposition 2.1(v).)
Let n(p) := k + 1 + 1 + m + m + l′, and let x′ = (θ, t, s, y, y′, z′) range

over Rn(p). Consider the Λ-set

W̃ p := {x′ : (θ, y′, z′) ∈ V, d(y, y′) ≤ t, and ‖z′‖ ≤ s}.
Also define the set

U := {x′ : (θ, y′, z′) ∈ V, d(y, y′) < t, and ‖z′‖ < s},
and observe that for each α, β, δ, and % the set Πm(Uε(α,β),%,δ) is open in
Rm. For each α, β, and % such that Y p(α, β) is nonempty, we have

(5.2) S(Y p(α, β), %) ⊂
⋃
δ∈N

Πm(Uε(α,β),2%,δ).

To see this, choose y ∈ S(Y p(α, β), %). By definition, there is y′′ ∈ Y p(α, β)
such that d(y, y′′) ≤ %. Thus by (5.1) above, there is (y′, z′) ∈ Vε(α,β) such
that d(y, y′) < 2%.

From Lemma 4.4, we deduce that for each α, β, and % there is a γ such
that

(5.3) S(Y p(α, β), %) ⊂ Πm(Uε(α,β),2%,γ).
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Unraveling definitions, we also see that for all α, β, δ, and γ,

(5.4) Πm(Uε(α,β),%,δ)⊆Πm(W̃ p
ε(α,β),%,δ)⊆ S(ΠmVε(α,β), %)⊆ S(Y p(α, β), %).

We are now set up to prove the claim. First, fix α such that Y p(α) is
nonempty. Using (D), we may assume that 5%(α, β + 1) < %(α, β) for all β
in N . For each β, define γ(β) to be the least γ such that

S(Y p(α, β), 2%(α, β)) ⊂ Πm(Uε(α,β),4%(α,β),γ(β))

as given by (5.3). Then for all β in N ,

S(Y p(α), %(α, β)) ⊆ S(Y p(α, β), 2%(α, β)) ⊆ Πm(W̃ p
ε(α,β),4%(α,β),γ(β))

⊆ S(Y p(α, β), 4%(α, β)) ⊆ S(Y p(α), 5%(α, β)).

It follows that Y p(α) is the decreasing intersection of the definable se-
quence

(Πm(W̃ p
ε(α,β),4%(α,β),γ(β)))β

of closed and bounded subsets of Rm.
Now assume that Y p is nonempty. Then by (D) we may assume that

8%(α + 1) < %(α) for all α. Now for each α, define β(α) to be the least β
satisfying %(α, β) < %(α). Likewise, define γ(α) to be the least γ satisfying

S(Y p(α, β(α)), 3%(α)) ⊂ Πm(Uε(α,β(α)),6%(α),γ(α))

as given by (5.3). Then for all α in N ,

S(Y p, %(α)) ⊆ S(Y p(α), 2%(α)) ⊆ S(Y p(α, β(α)), 3%(α))

⊂ Πm(W̃ p
ε(α,β(α)),6%(α),γ(α)) ⊆ S(Y p(α, β(α)), 6%(α))

⊆ S(Y p(α), 7%(α)) ⊆ S(Y p, 8%(α)).

This means that Y p is the decreasing intersection of the closed and bounded
sets (Πm(W̃ p

ε(α,β(α)),6%(α),γ(α)))α. This finishes the proof of the claim.

6. Uniform bounds on components for P(R̃). Finally, we prove
Theorem 1.8. The proof is basically a model-theoretic compactness argu-
ment using Theorem 1.6 and a nonstandard model of Tproj. There remain
a few details that need to be checked, and we begin with some elementary
observations. The first two propositions in this section hold for an arbitrary
extension T of the theory of dense linear orders. Let R be a model of T .

Proposition 6.1. Let φ(x, y) be a parameter-free formula, and let K be
a natural number such that for all b in Rm the set φ(Rn, b) has fewer than
K components. Then for any structure S that is elementarily equivalent to
R, and any b′ in S, the set φ(Sn, b′) has fewer than K components.
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Proof. Let S be elementarily equivalent to R, and suppose for a contra-
diction that the set Xb′ := φ(Sn, b′) has at least K components for some
b′ in Sm. Then there are K parameter-free definable families U1

z , . . . , U
K
z of

subsets of Sn and a c in Sl such that

(1) each U ic is an open subset of Sn,
(2) the sets U ic are pairwise disjoint,
(3) Xb′ ⊆

⋃K
i=1 U

i
c,

(4) for each i = 1, . . . ,K the set U ic ∩Xb′ is not empty.

One can write down a first-order parameter-free formula that expresses that
there are b′ and c satisfying all of these conditions. This formula must hold
in R, a contradiction.

Definition 6.2. Suppose P is a property of sets. We say P is T -absolute
if for each parameter-free formula φ(x, y) there is another parameter-free
formula dφ(y) such that for each model S of T and all c in Sm we have the
following:

The set φ(Sn, c) has property P if and only if S |= dφ(c).

For T -absoluteness of definable connectedness, we have an equivalence:

Proposition 6.3. The following are equivalent :

(1) Definable connectedness is T -absolute.
(2) For each formula φ(x, y) there is a formula ψφ(x, y) such that for

all c in Rm, the set φ(Rn, c) is not definably connected if and only if
ψφ(Rn, c) is a proper nonempty closed and open subset of φ(Rn, c).

Proof. For (1)⇒(2) suppose that definable connectedness is T -absolute.
Let φ(x, y) be a formula, and suppose for a contradiction that there is no
corresponding ψφ(x, y). Let the formula dφ(y) be as in the definition of
T -absoluteness, and let χψ(y) be a formula expressing that ψ(Rn, y) is a
nonempty proper closed and open subset of φ(Rn, y). Then the type

Φ := {¬χψ(y) : ψ an Lproj-formula} ∪ {¬dφ(y)}
is consistent. Consequently, this type is realized in some model of T by the
compactness theorem, a contradiction.

For the converse, simply take dφ(y) to be ¬χψ(y).

From now on we assume that R is a model of Tproj. We note first that
definable connectedness is Tproj-absolute.

Lemma 6.4. Let K be a natural number. The following property P is
Tproj-absolute:

• P(X) :=“X has at least K components.”
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Proof. Let Y n be the definable subset of Rn+1 given by Proposition 4.1,
the fibers of which are precisely the open subsets ofRn. For a formula φ(x, y),
let dφ(y) be a formula expressing that there is a K-tuple (r1, . . . , rK) in RK

such that the sets Y n
ri are pairwise disjoint, each intersecting φ(Rn, y), and

their union covers φ(Rn, y).

Corollary 6.5. Suppose R is ω-saturated. Suppose also that Xy is a
definable family such that each fiber Xb has only finitely many components.
Then there is a natural number K such that each fiber has fewer than K
components.

Proof. By the preceding lemma, there is a formula dk(y) such that
R |= dk(c) if and only if Xc has at least K components. Then consider
the type {dk(y) : k ∈ N}.

Now we check Tproj-absoluteness up to the Rolle property.

Lemma 6.6. Fix natural numbers m and k. Then the following property
P is Tproj-absolute:

• P(X) :=“X is a Tproj-manifold of dimension m and class Ck.”

Proof. Using Proposition 4.1, there is a first-order formula dφ(y) express-
ing the following:

“For every x in φ(Rn, y), there is a chart ϕ for φ(Rn, y) at x.”

Then dφ(y) satisfies our requirements.

Similarly we obtain:

Lemma 6.7. Let (ωz)z∈R be a parameter-free definable family of 1-forms
on a definable family (Uz)z∈R of open sets. Then the following properties are
Tproj-absolute:

• P(X) :=“There is a parameter c such that X is an integral Tproj-
manifold of ωc = 0.”
• P(X) :=“There is a parameter c such that X is a Rolle Tproj-leaf of
ωc = 0.”

Proof. By Proposition 4.1, Lemma 6.4, and Lemma 6.6 we can defin-
ably quantify over all definably connected R-manifolds of dimension 1 and
class C1.

We conclude by deducing Theorem 1.8 from Theorem 1.6. In fact, we
prove a slightly more general version after modestly extending the defini-
tions.

Let L̃ be the language of some o-minimal structure S̃ that expands a
real closed field and has an expansion to a model S of Tproj. Let P1, . . . , Pj
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be predicate symbols none of which is in Lproj or in L̃. Let Φ = (φ0, . . . , φj)
be a tuple of L̃-formulas.

Definition 6.8. We say that a subset X of Sn has format Φ if there is
an interpretation of P1, . . . , Pj such that the following hold:

(1) Each φi is in the language L̃ ∪ {P1, . . . , Pi}.
(2) For i = 0, . . . , j−1, each φi defines (in S) the graph of a nonvanishing

vector field on an open set Ui.
(3) For i = 0, . . . , j − 1, each Pi+1 defines an S-Rolle leaf of the nonsin-

gular 1-form determined by φi.
(4) The set X is defined by the formula φj .

Here is the generalization of Theorem 1.8 that we prove:

Theorem 6.9. There is a natural number K such that whenever

(i) S̃ ′ is a structure that is elementarily equivalent to S̃,
(ii) S̃ ′ has an expansion S ′ to a model of Tproj,
(iii) X is a set that is definable in P(S̃ ′,S ′),
(iv) X has format Φ,

then the set X has fewer than K components (with respect to S ′).

In other words, the bound K does not even depend on the structure S̃.

Proof. We first introduce a notational convention. For each i = 1, . . . , j,
suppose Pi has arity ni and that χi is an Lproj-formula with ni free variables.
We write φi[χ1, . . . , χi−1] for the formula obtained from φi by replacing,
for each k = 1, . . . , i − 1, each occurrence of Pk(x) by χk(x), making sure
that free variables are consistently replaced in each occurrence. We also use
x1, x2, . . . to denote tuples of variables.

Fix a format Φ. Let R be an ω-saturated elementary extension of S, and
assume first that for each K there is an R-definable set Y K with format Φ
and at least K components. By Proposition 4.1 and Lemma 6.7, for each
i = 1, . . . , j − 1 there is a parameter-free formula χi(xi, t) such that the
set {χi(Rni , r) : r ∈ R} is equal to the collection of all R-Rolle leaves of all
1-forms corresponding to the definable vector fields

(6.1) φi[χ1(x1, c1), . . . , χi−1(xi−1, ci−1)](xi)

as the parameters c1, . . . , ci−1 vary. By Corollary 6.5, there are in fact pa-
rameters c1, . . . , cj−1 such that the formula

(6.2) φj [χ1(x1, c1), . . . , χj−1(xj−1, cj−1)](xj)

defines a set Y with infinitely many components and also such that χi(xi, ci)
defines a Rolle R-leaf of a 1-form determined by (6.1) for i = 1, . . . , j − 1.



A first-order version of Pfaffian closure 253

Hence Y is definable in the o-minimal structure P(R|eL,R). This contradic-
tion shows that there is a K such that every R-definable set with format Φ
has fewer than K components.

For the general case, notice that every S ′-definable set with format Φ
is defined by formula (6.2) for some choice of parameters c1, . . . , cj−1. The
result now follows from Proposition 6.1.
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