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Abstract. We prove that given a compact n-dimensional connected Riemannian
manifold X and a continuous function g : X → R, there exists a dense subset of the
space of homeomorphisms of X such that for all T in this subset, the integral

	
X
g dµ,

considered as a function on the space of all T -invariant Borel probability measures µ,
attains its maximum on a measure supported on a periodic orbit.

1. Introduction. Optimization problems are of great interest in math-
ematics. To maximize certain objects (functions, functionals, etc.) under
given constraints is in general a difficult problem; such problems have given
rise to several areas in mathematics like variational calculus, convex opti-
mization or Lagrangian mechanics. In Lagrangian mechanics, for instance,
solutions satisfy a certain variational principle: they are stationary points of
the action integral. In particular, local minima or maxima for this functional
are solutions.

Moreover, following Mather, orbits with prescribed properties can be ob-
tained by considering minimizing measures (those that minimize the integral
of the Lagrangian) in certain homology classes, and the orbits are obtained
as typical points for these (ergodic) measures (see for instance [7]).

One can also consider a discrete version of this problem, namely given
a topological space X, a continuous surjective mapping T : X → X and
a continuous function g : X → R, look at supµ∈Minv(T )

	
X g dµ, where

Minv(T ) = {T -invariant Borel probability measures}, which is a non-empty
set by Krylov–Bogolyubov’s theorem. This supremum is realized by an er-
godic measure, and an interesting question, albeit still poorly understood,
is to describe the interplay between the mapping T , the target function g
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and the ergodic measure. The work done so far concerns the question: keep-
ing the mapping T fixed, how does the maximizing measure change as the
function g varies? In particular, there is a considerable amount of work on
this problem when T is a hyperbolic or expanding mapping (for instance
for the doubling mapping on the circle); see [3]. The main conjecture here
is that, for a generic Lipschitz function g, the maximizing measure is sup-
ported on a periodic orbit (see [5]). Another line of research is to describe
for which ergodic measures µ there exists a target function gµ such that µ
is the unique maximizing measure (see [4]).

The problem we want to study here goes in the opposite direction: we fix
g and vary T and try to understand what happens to the maximizing mea-
sure, that is, we try to understand how the maximizing measure transforms
when the dynamics is changed.

The main difference between these two discrete settings and Lagrangian
mechanics is that in the Lagrangian case, the orbits and the Lagrangian are
related by the Euler–Lagrange equation, while T and g can be perturbed
independently.

In the following we will give a precise explanation of the problem studied
in this paper, and the main result will be formulated.

Let X be a compact n-dimensional connected Riemannian manifold and
let T : X → X be a homeomorphism. Given a continuous function g :
X → R, one can study the following problem: As T is a homeomorphism
of a compact metric space, Krylov–Bogolyubov’s theorem asserts that the
set Minv(T ) of T -invariant Borel probability measures is non-empty. So, we
consider the number

Q(g) = sup
µ∈Minv(T )

�

X

g dµ.

Since Minv(T ) is convex and compact in the weak∗ topology, there exists
at least one ν ∈Minv(T ) (called a g-maximizing measure) such that

Q(g) =
�

X

g dν.

As the ergodic measures are exactly the extreme points of Minv(T ), there
must be at least one ergodic g-maximizing measure, and so we can assume
that ν is ergodic.

In the space of homeomorphisms of X, denoted by Hom(X), we define a
distance in the following natural way: given T, F ∈ Hom(X),

dHom(T, F ) = max
x∈X

d(T (x), F (x)), where d is a distance in X.

Note that dHom is topologically equivalent to
DHom(T, F ) = max{max

x∈X
d(T (x), F (x)),max

x∈X
d(T−1(x), F−1(x))},

a distance which makes Hom(X) a complete metric space.
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Now we are ready to state our theorem:

Theorem 1. For a fixed continuous function g : X → R, there exists
a dense subset of Hom(X) such that for all T in this subset , there is a
g-maximizing T -invariant measure supported on a periodic orbit.

This result suggests some other natural questions, for instance:

1) What else can be said about the set of homeomorphisms that have a
g-maximizing T -invariant measure supported on a periodic orbit? A simple
argument shows that this set is not open, but is it residual or does it even
have interior points?

2) As there is a C1-closing lemma, is it possible to prove a C1 version of
the above theorem? This seems to be a very hard question, our methods do
not generalize to the C1 world. The first part of the proof, which consists
of closing a recurrent orbit in order to create a periodic one with larger
average, seems to be very hard to generalize to the C1 world, even if we
consider Mañé’s ergodic version of the closing lemma, [6]. And even worse,
the second part of the proof is a C0 only argument.

3) What happens when T is just surjective, but not a homeomorphism?
We solved this problem in the case of the circle, but in higher dimensions
many difficulties appear.

This paper is organized as follows. In the next section we present some
results about cocycles and in the last section we give the proof of the main
theorem.

2. Basic tools. Here we present some results and ideas from the theory
of cocycles of ergodic transformation groups. Fundamental references in this
subject are the book of Schmidt [8] and the paper of Atkinson [2]. Another
source for these results, but in a somewhat different formulation, is the book
by Aaronson [1].

We state the results not in full generality, but only in the generality
needed for our application.

Given T ∈ Hom(X), a T -invariant ergodic probability measure µ and a
continuous function ϕ : X → R, we define the cocycle for T given by ϕ as
the function a : Z×X → R given by

(1) a(n, x) =


n−1∑
i=0

ϕ ◦ T i(x) for n > 0,

0 for n = 0,
−a(−n, Tn(x)) for n < 0.

The skew-product extension of T, determined by ϕ, is given by the fol-
lowing mapping V : X × R→ X × R:
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(2) V (x, t) = (T (x), t+ ϕ(x))

So, the powers of V can be expressed as

V n(x, t) = (Tn(x), t+ a(n, x)).

An important definition is the following: The cocycle a is recurrent if for
every B ∈ σB(X) = Borel σ-algebra of X, with µ(B) > 0 and every ε > 0,
there is an n 6= 0 such that

µ(B ∩ T−n(B) ∩ {x : |a(n, x)| < ε}) > 0.

The following is a result from [2]:

Theorem 2. Suppose (X,σB(X), µ) is a non-atomic probability space,
T ∈ Hom(X) is ergodic with respect to µ and ϕ : X → R is a continuous
function such that

	
X ϕdµ = 0. Then the cocycle a for T determined by ϕ

is recurrent.

It is easy to see that the skew-product V (see (2)) leaves the product
measure µ×λ invariant, where λ is the Lebesgue measure in R. The problem
here is that the space X × R is not compact, so we need to work a little
more in order to get some kind of recurrence (to be more precise, topological
recurrence) for V. An important definition for this purpose is the following
(see Schmidt [8, Chapter 1]):

The skew-product V is conservative if for every A ∈ σB(X × R) with
µ× λ(A) > 0 and for µ× λ-a.e. (x, t) ∈ A, the set[⋃

n∈Z
V n(x, t)

]
∩A

is infinite. Finally, we present a theorem relating the concepts of recurrence
of the cocycle and conservativity of the skew-product (see [8, Chapter 5]):

Theorem 3. Suppose (X,σB(X), µ) is a non-atomic probability space,
the homeomorphism T ∈ Hom(X) is ergodic with respect to µ and the cocycle
a is recurrent. Then the skew-product V given by (2) is conservative.

So, Theorems 2 and 3 imply that for any continuous function ϕ : X → R
such that

	
X ϕdµ = 0, the cocycle a(n, x) is recurrent and the skew-product

V (x, t) is conservative. A simple consequence of the conservativity of a skew-
product V as in (2) is the following:

Lemma 1. If a skew-product V as in (2) is conservative, then given any
B ∈ σB(X) with µ(B) > 0 and any δ > 0, for µ-a.e. x ∈ B we have
Tn(x) ∈ B and |a(n, x)| < δ, for infinitely many n ∈ Z.

Proof. Immediate from the definitions.
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3. Proof of the main theorem. By hypothesis, X is a connected
compact Riemannian manifold, T ∈ Hom(X), g : X → R is a continuous
function. Suppose that T does not have periodic g-maximizing measures and
let µ ∈Minv(T ) be an ergodic g-maximizing measure, which by the previous
assumption is clearly non-atomic.

The following is a fundamental set for our construction:

(3) A =
{
x ∈ supp(µ) : x is T -recurrent and

1
N

N−1∑
i=0

g◦T i(x) N→∞−−−→ Q(g)
}

By saying that x is T -recurrent, we mean the usual: there exists a sequence
ni →∞ as i→∞ such that d(Tni(x), x)→ 0 as i→∞. Clearly, µ(A) = 1
and T (A) = A. Without loss of generality, by considering g0(x) := g(x) −
Q(g) we have �

X

g0 dµ = 0.

So, Theorems 2 and 3 imply that the cocycle

a(n, x) =


n−1∑
i=0

g0 ◦ T i(x) for n > 0,

0 for n = 0,
−a(−n, Tn(x)) for n < 0,

is recurrent and the skew-product

V (x, t) = (T (x), t+ g0(x))

is conservative.

Lemma 2. For a given ε > 0 and for all x ∈ A, there exists 0 < ε∗ =
ε∗(x) < ε/10 such that T (Bε∗(x)) ∩ Bε∗(x) = ∅ (where Bδ(x) = {y ∈ X :
d(y, x) < δ}) and for some n > 0 and y ∈ Bε∗(x) ∩ A, we have Tn(y) ∈
Bε∗(x) and a(n, y) ≥ 0. Moreover , if for some nx > 0, Tnx(x) ∈ Bε∗(x) and
a(nx, x) < 0, then we can find n > 0 and y ∈ Bε∗(x) ∩A as above such that
a(n, y) > 0.

Proof. First, note that no point in A is periodic, as we are supposing
that no g-maximizing measures for T are periodic. So, given x ∈ A, as it is
not fixed, there exists 0 < ε∗ < ε/10 such that T (Bε∗(x)) ∩Bε∗(x) = ∅.

Since x is T -recurrent, there exists N > 0 such that TN (x) ∈ Bε∗(x).
Let

C =
N−1∑
i=0

g0 ◦ T i(x).

Now we analyze two possibilities.
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• C < 0. Since TN (x) ∈ Bε∗(x), there exists 0 < δ1 < ε∗ such that for
all w ∈ Bδ1(x),

(4) TN (w) ∈ Bε∗(x) and
N−1∑
i=0

g0 ◦ T i(w) < C/2 < 0.

Now let δ1 = min{δ1/10,−C/10}. As x ∈ supp(µ) and µ(A) = 1, we see
that µ(Bδ1(x)∩A) > 0. So Lemma 1 implies that there exist z∗ ∈ Bδ1(x)∩A
and N∗ with |N∗| > N such that

(5) TN
∗
(z∗) ∈ Bδ1(x) and |a(N∗, z∗)| < δ1.

If N∗ > 0, then let z = z∗; otherwise, let z = TN
∗
(z∗) ∈ A. In both

cases, let N ′ = |N∗|. Thus, (4) and (5) imply that

C/10 < a(N ′, z) = a(N, z) + a(N ′ −N,TN (z)) < C/2 + a(N ′ −N,TN (z))

and so
a(N ′ −N,TN (z)) > −2C/5 > 0.

From the choice of z and δ1, we infer that y = TN (z) ∈ Bε∗(x) ∩ A,
TN

′−N (y)∈Bδ1(x)⊂Bε∗/10(x), and this proves the lemma with n = N ′−N .

• C ≥ 0. The lemma is proved by setting n = N and y = x.

Now, for a given ε > 0 and some fixed x0 ∈ A, Lemma 2 implies that
there are two possibilities:

1. There exist n > 0 and 0 < ε∗ < ε/10 such that T (Bε∗(x0)) ∩Bε∗(x0)
= ∅, Tn(x0) ∈ Bε∗(x0), {T (x0), . . . , Tn−1(x0)}∩Bε∗(x0) = ∅, a(n, x0)
= 0 and for all y ∈ Bε∗(x0) and i > 0 such that T i(y) ∈ Bε∗(x0), we
have a(i, y) ≤ 0.

2. There exists 0 < ε∗ < ε/10 such that T (Bε∗(x0)) ∩ Bε∗(x0) = ∅ and
for some x̃ ∈ Bε∗(x0) and n > 0, Tn(x̃) ∈ Bε∗(x0) and a(n, x̃) > 0.
We then set

K := a(n, x̃)/n > 0.

If the first possibility occurs, we proceed as follows:
Take a simple arc γ ⊂ Bε∗(x0) with endpoints x0 and Tn(x0). Let

V ⊂ Bε∗(x0) be a sufficiently small open neighborhood of γ. Construct
a homeomorphism h̃ of X, which is the identity outside V and maps Tn(x0)
to x0. Define a new homeomorphism by T̃ = h̃ ◦ T. Clearly, T̃ is ε∗-C0-close
to T (note that we have just presented a proof of the C0-closing lemma: we
perturbed T inside Bε∗(x0) in order to close the partial orbit of x0), and for
the perturbed mapping T̃ , we have

QeT (g0) = sup
µ∈Minv( eT )

�

X

g0 dµ =
1
n
a(n, x0) = 0, so QeT (g) = QT (g),
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and the main theorem is proved. This is because every time a point in
Bε∗(x0) returns to Bε∗(x0), it has a partial average less than or equal to
zero. Thus the perturbation we apply to T which is supported in Bε∗(x0)
and closes the orbit of x0 cannot increase partial averages of any other point
when it returns to Bε∗(x0). After this perturbation, we may have created an
invariant measure µ∗ for T̃ which is not periodic, but

	
X g0 dµ

∗ ≤ 0. With
the type of perturbation used, it is not possible to create a T̃ -invariant
measure with average greater than zero.

In the rest of the paper we will deal with the second possibility.
The proof consists of two parts:

• Part 1: here we make use of the point x̃ and some compactness argu-
ments to perturb T in order to create a periodic orbit OP with positive
g0 average for a nearby mapping T1, satisfying many technical assump-
tions. We point out that T1 may have other invariant measures with
g0 average larger than the g0 average on OP , and this is the most
difficult hurdle to overcome in our result, which we do in part 2. The
support of this periodic orbit includes a point P close to x̃, and T1

only differs from T in a small open set containing P , Vη(α), yet to
be defined. The technical assumptions ensure that there is an even
smaller neighborhood of P , Cδ(P )∩Vη(α), such that trajectories with
a g0 average for T1 greater than the g0 average of P must visit this
smaller neighborhood frequently.
• Part 2: the periodic orbit created above for T1 is transformed, by

another perturbation which fixes it, into a topological source for the
new mapping T2, that is, it becomes a repeller. This is used to show
that after the two perturbations (T → T1 and T1 → T2), we do not
create any measure with average larger than the average of the periodic
orbit created in part 1. This is because the repelling nature of the
periodic orbit does not let points follow it for a long time. Every non-
periodic orbit of T2 must eventually have the property that consecutive
returns to the set Vη(α) cannot both lie in Cδ(P ), thus “losing average”
on at least one of the orbit segments.

Going back to the proof itself, if ε∗ > 0 in the second possibility is
sufficiently small, then Bε∗(x0) is contained in some local chart of X. Since
in the rest of the paper we will modify T only inside Bε∗(x0), we will treat,
without loss of generality, Bε∗(x0) as a subset of Rn, and we will make use
of its geometrical and convexity properties.

First, note that

lim sup
l→∞

(
sup
y∈X

1
l
a(l, y)

)
= 0,
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so there exists N > n > 0 such that for all l ≥ N and y ∈ X,

(6)
1
l
a(l, y) < K/2.

Now we will prove that among all pairs of points z, T i(z) (i > 0) be-
longing to the straight line segment x̃Tn(x̃), we can pick one with largest
possible partial average and shortest distance. First, note that from (6) we
just have to consider the first N iterates of the straight line segment x̃Tn(x̃).
To be more precise, for i ∈ {1, . . . , N} consider the sets

Reti = {z ∈ x̃Tn(x̃) : T i(z) ∈ x̃Tn(x̃)}
and the associated partial averages

Avi(z) =
a(i, z)
i

=
1
i

i−1∑
l=0

g0 ◦ T l(z).

One can pick P, Tm(P ) ∈ x̃Tn(x̃), for some 0 < m < N, such that Avm(P ) =
max1≤i≤N{max Avi|Reti} and among all pairs z, T i(z) ∈ x̃Tn(x̃) with Avi(z)
= Avm(P ), d(P, Tm(P )) has the smallest value. If more than one pair sat-
isfies the above, any of them will fit (clearly it is possible that P = x̃ and
m = n < N).

Below we give four properties of the pair P, Tm(P ) that will be used in
the rest of the paper.

1. For all z ∈ x̃Tn(x̃) and i > 0 such that T i(z) ∈ x̃Tn(x̃), we have
1
i
a(i, z) ≤ 1

m
a(m,P ) = ψ(P ) ≥ K,

where for now, ψ(P ) is just a symbol for the partial average at P .
A complete definition of the function ψ is given after formula (10).
Clearly this definition will agree with the above one at P.

2. For all z ∈ PTm(P ), z 6= P, and i > 0 such that T i(z) ∈ PTm(P ),
1
i
a(i, z) < ψ(P ),

because from the choice of P , if a(i, z)/i = ψ(P ), then the only pos-
sibility would be z = Tm(P ) and T i(z) = P, which means that the
orbit of P is periodic with positive average, a contradiction.

3. For i = 1, . . . ,m − 1, T i(P ) /∈ PTm(P ). To see this, note that if for
some 1 ≤ i ≤ m − 1, T i(P ) ∈ PTm(P ), then as at least one of the
numbers

1
i
a(i, P ),

1
m− i

a(m− i, T i(P ))

is greater than or equal to ψ(P ), we could change P and m to get a
smaller straight line segment.
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4. If l > m and T l(P ) ∈ PTm(P ), then

(7)
1
l
a(l, P ) < ψ(P )− c1

for some constant c1 > 0. As we already said, condition (6) implies
that partial averages taken for sufficiently large times are small, so
we just have to consider m < l < N. Thus inequality (7) follows as
property 2 above.

From now on, denote by α the segment PTm(P ) and by Cδ(P ) a closed
cube of side 2δ > 0 centered at P. If we fix a sufficiently small δ > 0, then:

• d(Tm(Cδ(P )), Cδ(P )) > d(P, Tm(P ))/2 > 10δ, which, in particular,
implies that Tm(Cδ(P )) ∩ Cδ(P ) = ∅.
• For all 0 < i < N, where N is defined in (6), we have: if T i(P ) /∈ α,

then T i(Cδ(P ))∩(α∪Cδ(P )) = ∅, and if T i(P ) ∈ α and i 6= m (i > m),
then for the c1 > 0 defined in (7), we have

(8)
1
i
a(i, z) < ψ(P )− c1 for all z ∈ Cδ(P ).

Associated to the δ > 0 chosen above, there exists a 0 < c2 < c1 such
that if x, T i(x) ∈ α for some integer i > 0 and

(9)
1
i
a(i, x) ≥ ψ(P )− c2,

then i = m and x ∈ Cδ/2(P ). We note that, if c2 did not exist, then prop-
erty 2 above would be contradicted.

In the following lemma, remember that α is the straight line segment
PTm(P ), and δ > 0 and c2 > 0 have been chosen above.

Lemma 3. There exists an η ∈ (0, δ) such that if both z and T l(z) belong
to Vη(α) ⊂ Bε∗(x0) (the η-neighborhood of α) for some l > 0, and a(l, z)/l ≥
ψ(P ) − c2, then z ∈ Cδ(P ) ∩ Vη(α) and l = m. Furthermore, a(m, z)/m <
ψ(P ) + c2/2m.

Proof. Suppose that for each integer k > 0, there exists a point zk ∈
V1/k(α)\Cδ(P ) such that for some 0 < nk < N (see (6) for the definition
of N), Tnk(zk) ∈ V1/k(α) and a(nk, zk)/nk ≥ ψ(P )−c2. Taking subsequences
if necessary, this implies that there exists a point z∗ ∈ α\C2δ/3(P ) such that
(for some n∗ > 0) Tn

∗
(z∗) ∈ α and a(n∗, z∗)/n∗ ≥ ψ(P )− c2, contradicting

the choice of δ > 0 and c2 > 0 (see (9)).
So if k > 0 is large enough, then for every z ∈ V1/k(α)\Cδ(P ) such that

for some 0 < l < N, T l(z) ∈ V1/k(α), we have a(l, z)/l < ψ(P )− c2.
Since Cδ(P ) is closed, if k > 0 is sufficiently large, then for every 0 <

i < N such that T i(P ) /∈ α, we have

T i(Cδ(P )) ∩ (V1/k(α) ∪ Cδ(P )) = ∅
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(this follows from the choice of δ > 0). Now suppose z ∈ Cδ(P ) ∩ V1/k(α)
and T l(z) ∈ V1/k(α) for some 0 < l < N. From the previous remark, if k > 0
is large enough, then T l(P ) ∈ α. In this case, if l 6= m, from (8) we see that
a(l, z)/l < ψ(P )− c1 < ψ(P )− c2 for all z ∈ Cδ(P ).

Finally, suppose that for each integer k > 0, there exists a yk ∈ V1/k(α)
such that Tm(yk) ∈ V1/k(α) and a(m, yk)/m ≥ ψ(P ) + c2/2m. This would
imply the existence of a point y ∈ α such that Tm(y) ∈ α and a(m, y)/m >
ψ(P ). But this contradicts the choice of P.

So the lemma is proved.

The following fact will be useful in the proof of the main theorem:

Fact 1. If T ∈ Hom(X) and ν is a T -invariant Borel probability mea-
sure such that

	
X g0 dν > 0, then by Birkhoff’s ergodic theorem, there is an

x ∈ X such that limn→∞ n
−1
∑n−1

i=0 g0 ◦ T i(x) > 0.

Now let η′ ∈ (0, η), where η comes from Lemma 3, be sufficiently small
such that T i(P ) /∈ Vη′(α) for i = 1, . . . ,m− 1. We define E := Vη′(α).

As E is a convex set, we can define, for every point x in E, the Minkowski
function M with respect to P as

M : E → [0, 1], M(x) = inf
{
t ∈ [0, 1] : P +

1
t

(x− P ) ∈ E
}
.

The following properties follow almost immediately from the definition:

• M is continuous and monotone on radial lines;
• M(x) = 0⇔ x = P , and M(x) = 1⇔ x ∈ ∂E.

Let a0 = M(Tm(P )) < 1 and set

EL = M−1([0, (a0 + 1)/2]), ES = M−1([0, (2a0 + 1)/3]).

As 1 > (a0 + 1)/2 > (2a0 + 1)/3, we have

PTm(P ) = α ⊂ ES ⊂ EL ⊂ E,

with all inclusions proper (see Figure 1).
Now, since ES is homeomorphic to the closed ball in Rn, there exists

a homeomorphism hS of Rn such that hS is the identity outside ES , and
hS(Tm(P )) = P.

Consider now the homeomorphism T1 = hS ◦ T. Clearly, T1 = T outside
T−1(ES).

Note that P is a periodic point for T1 and if we consider the counting
measure

ν =
1
m

m−1∑
i=0

δT i
1(P )
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Fig. 1. Diagram showing the sets α, ES , EL and E

on the orbit of P , then ν is T1-invariant and
	
X g0 dν = ψ(P ) > 0. Also,

if a point x does not visit ES infinitely many times, then clearly, since T1

only differs from T inside ES , limn→∞ n
−1
∑n−1

i=0 g0 ◦ T i1(x) ≤ 0. This still
does not prove the desired result, because a trajectory recurrently visiting
ES could, in principle, have a greater g0 average than ψ(P ), especially given
that P may fail to be a maximum for m−1

∑m−1
i=0 g0 ◦ T i(x) with x ∈ ES

very close to P.
Our proof comes from the construction of another homeomorphism T2 =

h ◦ T1, leaving the orbit of P unaltered (h(P ) = P ). The homeomorphism
h differs from the identity only in E and so T2 is ε-close to T in the space
Hom(X). For x ∈ E (x 6= P ), the mapping h will be of the form

h(x) = P +
f(M(x))
M(x)

(x− P ), f : [0, 1]→ [0, 1],

where f is continuous (f(0) = 0 and f(1) = 1), strictly increasing and
f(r) > r for 0 < r < 1. In order to see that h is injective on each straight
line segment r starting at P and ending at a point e(r) ∈ ∂E, and leaves it
invariant, fixing its endpoints, note that for any x ∈ r,

h(x) = P + f(M(x))
x− P
M(x)

= P + f(M(x))[e(r)− P ].

To understand why h : E → E is a homeomorphism, it remains to show
that h is continuous at P , and this follows from

‖h(x)− P‖ = f(M(x))
∥∥∥∥x− PM(x)

∥∥∥∥ ≤ f(M(x))[max
e∈∂E

d(P, e)] x→P−→ 0.
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As f(M(x)) ≤ 1, we deduce that if x ∈ E then h(x) ∈ E. And for points
x ∈ E, as

1
f(M(x))

(h(x)− P ) =
1

M(x)
(x− P ),

we obtain

(10) M(h(x)) = f(M(x)).

In order to finish the construction of h, first we consider the set Er =
E ∩

⋃
i∈N∗ T

−i
1 (E) of points in E eventually returning to E. In Er we define

two functions,

Nret(x) = inf{j ∈ N∗ | T j1 (x) ∈ E} = inf{j ∈ N∗ | T j(x) ∈ E},
which is the first return time to the set E for T1, T and T2, and

ψ(x) =
1

Nret(x)

Nret(x)−1∑
i=0

g0 ◦ T i1(x) =
1

Nret(x)
a(Nret(x), x),

the average of g0 on the orbit of x until the next return.
Clearly T1|X\E = T |X\E , and moreover, the two definitions for ψ(P )

agree.
Note that for any x in Er, it is also true that TNret(x)

2 (x) ∈ E, and Nret(x)
is the smallest strictly positive integer for which this holds.

The choice of δ (see the proof of Lemma 3 and definition of Cδ(P ) before
this lemma) ensure that T i(Cδ(P )) ∩ [E ∪ Cδ(P )] = ∅ for 1 ≤ i ≤ m − 1,
so for any x ∈ Cδ(P ) ∩ Er we have Nret(x) ≥ m. Since P ∈ Cδ(P ), and
taking into consideration that Tm1 (P ) = P is an interior point of E, there is
a δ2 > 0 such that for any x satisfying d(x, P ) ≤ δ2, we have x ∈ EL∩Cδ(P )
and Tm1 (x) ∈ E. Therefore, Nret(x) = m for all x in Bδ2(P ).

We will choose f so that Tm2 (Bδ2(P )) ⊃ EL. We will also use f to ensure
that for a chained sequence of neighborhoods of P whose intersection is {P},
Tm2 always takes a “smaller” neighborhood onto a larger one, so that P is a
topological source for Tm2 . So, consider the sequence (bn)n∈N of real numbers
defined in the following manner:

Let b̃ be any real such that M−1([0, b̃]) is contained in Bδ2(P ) and let

bk = min{2−k b̃, inf
x∈∂(M−1([0,2−keb])){M(Tm1 (x))}}, k ≥ 1,

so that Tm1 (M−1([0, 2−k b̃]))⊃M−1([0, bk]), and Tm1 (Bδ2(P ))⊃M−1([0, b1]).
Now, if we take f to be an affine function on [b1, 1] and on each of the

intervals [bk+1, bk] (note that (bk) is strictly decreasing and tends to 0), and
such that

f(1) = 1, f(b1) =
a0 + 1

2
, f(bk+1) = 2−k b̃, f(0) = 0,
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then, using (10), we obtain

h(M−1([0, b1])) = EL, h(M−1([0, bk+1])) = M−1([0, 2−k b̃]),

and

T−m2 (EL) ⊂M−1([0, b̃]) ⊂ Bδ2(P ) ⊂ EL,

T−m2 (M−1([0, 2−k b̃]) ⊂M−1([0, 2−(k+1)b̃]).

This construction turns the T2-orbit of P into a source. Also, for all l ≥ 0,

T
−(l+1)m
2 (EL) ⊂ T−lm2 (EL) and

∞⋂
l=0

T−lm2 (EL) = {P}.

Thus, for any x ∈ EL, x 6= P, there is a final time nf (x) such that if
i > nf (x), then T i2(x) /∈ EL.

Finally, let us consider the following simple lemma:

Lemma 4. If x /∈ Cδ(P ), then h(x) /∈ Cδ(P ).

Proof. If x /∈ int(E) or x = P, then h(x) = x. Now, if x ∈ int(E), x 6= P,
then since 1 > f(M(x)) > M(x) > 0, the point

x =
(

(M(x))2

M(x)f(M(x))

)
h(x) +

(
(f(M(x))−M(x))M(x)

M(x)f(M(x))

)
P

always belongs to the segment Ph(x). But Cδ(P ) is convex and so the result
follows.

The main result will follow from Fact 1 and

Lemma 5. For any x ∈ X,

lim sup
n→∞

1
n

n−1∑
i=0

g0 ◦ T i2(x) ≤ ψ(P ).

Proof. Clearly, we can assume that x returns infinitely many times to E,
and that x belongs to E \EL. This excludes the possibility that x or any of
its forward iterates lies in ES ⊂ EL.

Now, if x returns infinitely many times to E, we can consider the se-
quence of return times (ni)i∈N given by

n0 = 0, ni+1 = ni +Nret(Tni
2 (x)),

and the associated sequence of returns

x0 = x, xi = Tni
2 (x).

Let n(mj) be the subsequence (possibly infinite) of return times where
x(mj) belongs to Cδ(P ), and such that Nret(x(mj)) = m.



158 F. A. Tal and S. Addas-Zanata

In these situations, since x(mj) /∈ ES , we have Tm(x(mj)) = Tm1 (x(mj))
and

x(mj)+1 = h ◦ Tm(x(mj)),

and since Tm(x(mj)) /∈ Cδ(P ), from Lemma 4 the same is true for x(mj)+1.
This implies that mj+1 > mj + 1, and so, if a return belongs to Cδ(P ), the
subsequent one does not. We will assume, with no loss in generality, that
m0 = 0.

Now, from Lemma 3, if ψ(xi) > ψ(P )− c2, then xi ∈ Cδ(P ) and i = mj

for some j. Also for any positive integer j, ψ(xj) < ψ(P ) + c2/2m. So
n(mj)−1∑
i=0

g0 ◦ T i2(x) =
mj−1∑
i=0

Nret(xi)ψ(xi)(11)

=
j−1∑
l=0

[
mψ(x(ml)) +Nret(x(ml)+1)ψ(x(ml)+1)

+
ml+1−1∑
i=ml+2

Nret(xi)ψ(xi)
]
,

but since all returns x′ between x(ml) and x(ml+1) lie outside Cδ(P ) or, if
they lie in Cδ(P ), Nret(x′) 6= m, by the consequence of Lemma 3 stated just
before (11), we get

mψ(x(ml)) +Nret(x(ml)+1)ψ(x(ml)+1)

< m(ψ(P ) + c2/2m) +Nret(x(ml)+1)(ψ(P )− c2)

< (m+Nret(x(ml)+1))ψ(P ) = [(n(ml)+2)− (n(ml))]ψ(P ),

showing that the “loss of average” between returns in the portion of the orbit
starting outside Cδ(P ) is larger than the possible gain in the portion starting
at Cδ(P ). Also, if i ∈ [ml+2,ml+1−1], then again ψ(xi) < ψ(P )−c2 < ψ(P ).
So

ml+1−1∑
i=ml+2

Nret(xi)ψ(xi) < (n(ml+1) − n(ml)+2)(ψ(P )− c2).

Together, the two inequalities above give (remember (11))
n(mj)−1∑
i=0

g0 ◦ T i2(x) < n(mj)ψ(P ).

If mj is an infinite sequence, then

lim sup
j→∞

1
n(mj)

n(mj)−1∑
i=0

g0 ◦ T i2(x) ≤ ψ(P ),
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and if mj is a finite sequence, then clearly

lim sup
i→∞

1
ni

ni−1∑
l=0

g0 ◦ T l2(x) ≤ ψ(P )− c2,

ending the proof of the lemma and also of the main theorem.
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