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Abstract. We introduce two generalized condensation principles: Local Club Con-
densation and Stationary Condensation. We show that while Strong Condensation (a gen-
eralized condensation principle introduced by Hugh Woodin) is inconsistent with an ω1-
Erdős cardinal, Stationary Condensation and Local Club Condensation (which should be
thought of as weakenings of Strong Condensation) are both consistent with ω-superstrong
cardinals.

This article is a contribution to the outer model programme (see [11]),
whose aim is to show that large cardinal properties can be preserved when
forcing desirable features of Gödel’s constructible universe. The properties
GCH, ♦, �, definable wellordering and gap-1 morass were discussed in [8,
11, 7, 4, 5, 1]. In this article we consider Condensation. The central result
of this paper is Theorem 25, which shows that Local Club Condensation is
consistent with the existence of ω-superstrong cardinals, the “strongest” of
large cardinals (for the definition of ω-superstrong cardinals see Definition 5
below); its main auxiliary theorem is Theorem 22, a quite different proof of
which can be found in the second author’s doctoral dissertation [13]. This
work is also relevant to a result of Itay Neeman [17] regarding the large
cardinals required to force PFA over L-like models (see the final section of
the present paper).

Condensation principles. Gödel’s universe L of constructible sets sat-
isfies Condensation in a very strong form. There exists a sequence 〈Lα : α ∈
Ord〉 such that:

(a) L =
⋃
α Lα, Lα is transitive, Ord(Lα) = α, α < β → Lα ∈ Lβ, and

Lλ =
⋃
α<λ Lα for limit λ.
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(b) For each α: If (M,∈) is elementary in (Lα,∈) then (M,∈) is isomor-
phic to some (Lᾱ,∈).

We will give definitions of various generalized forms of Condensation;
those definitions apply to models M of set theory with a hierarchy of levels
of the form 〈Mα : α ∈ Ord〉 with the properties that M =

⋃
α∈OrdMα, each

Mα is transitive, Ord(Mα) = α, if α < β then Mα ∈ Mβ, and if γ is a
limit ordinal then Mγ =

⋃
α<γMα. We will often use Mα to also denote

the structure (Mα,∈, 〈Mβ : β < α〉), where context will clarify the intended
meaning. If B has domain B and is elementary in some Mα, we say that B
condenses or that B has Condensation iff (B,∈, 〈Mβ : β ∈ B〉) is isomorphic
to some (Mᾱ,∈, 〈Mβ : β < ᾱ〉). We also say that B condenses or that B has
Condensation in this case.

In [19], Hugh Woodin defines the principle of Strong Condensation, which
may be reformulated in the context of models with a hierarchy of levels as
follows:

Total Strong Condensation is the statement that for every α, there
is a structure A = (Mα,∈, 〈Mβ : β < α〉, . . .) for a countable language such
that each of its substructures condenses (1).

Strong Condensation is the same statement with α ranging only over
cardinals and with the additional assumption that for every cardinal α,
Mα = Hα, the collection of sets whose transitive closure has cardinality less
than α.

Strong Condensation for α is the statement of Strong Condensation
for a single (fixed) cardinal α together with the assumption that Mκ = Hκ

for all cardinals κ ≤ α.

Total Strong Condensation is the strongest fragment of Condensation
which we will consider in this paper. Strong Condensation follows from Total
Strong Condensation by Lemma 1 below. A natural weakening of Total
Strong Condensation is given by the following:

Stationary Condensation is the principle that for each α and infinite
cardinal κ ≤ α, any structure A = (Mα,∈, 〈Mβ : β < α〉, . . .) for a countable
language has a condensing substructure B with domain of size κ, containing
κ as a subset.

As we will show later, Strong Condensation is inconsistent with the ex-
istence of an ω1-Erdős cardinal. Since our main focus lies on condensation
principles in the presence of very large cardinals, this notion is thus too

(1) As we may assume that A is skolemized, we could replace “substructure” by
“elementary substructure” in the above. Similar remarks will apply to the definitions of
all further generalized condensation principles below.
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strong for our purposes. We will show that Stationary Condensation is con-
sistent with the existence of an ω-superstrong cardinal. But there is a much
stronger generalized condensation principle which we will show to be con-
sistent with the existence of an ω-superstrong cardinal as well:

Local Club Condensation is the statement that if α has uncount-
able cardinality κ and A = (Mα,∈, 〈Mβ : β < α〉, . . .) is a structure for a
countable language, then there exists a continuous chain 〈Bγ : ω ≤ γ < κ〉
of condensing substructures of A whose domains Bγ have union Mα, each
Bγ has cardinality card γ (the cardinality of γ) and contains γ as a subset.

Whenever we want to work with any of the above notions, we will be in
the situation that M = (L[A], A) for some A ⊆ Ord and 〈Mα : α ∈ Ord〉 =
〈Lα[A] : α ∈ Ord〉. In this case, we say M is of the form L[A] and note that
(B,∈, A)≺ (Mα,∈, A) implies (B,∈, 〈Mβ : β ∈ B〉)≺ (Mα,∈, 〈Mβ : β < α〉)
and if (B,∈, A) is isomorphic to (Mᾱ,∈, A) then (B,∈, 〈Mβ : β ∈ B〉) is
isomorphic to (Mᾱ,∈, 〈Mβ : β < ᾱ〉).

Acceptability is the statement that, assuming M is of the form L[A],
for any ordinals γ ≥ δ, if there is a subset of δ inMγ+1\Mγ , thenHMγ+1(δ) =
Mγ+1, where HMγ+1(δ) denotes the Skolem hull of δ in Mγ+1 = Lγ+1[A]
using the predicate A ∩ (γ + 1).

Note. The above property might also be referred to as “Weak Accept-
ability”, since in the literature, “Acceptability” is often used for the follow-
ing, closely related notion: If there is a subset of δ in Mγ+1\Mγ , then there is
a surjection of δ onto Mγ in Mγ+1. We will stick to the term “Acceptability”
for our above-defined notion though.

Lemma 1. Total Strong Condensation → Local Club Condensation →
Stationary Condensation→ GCH. In fact, if Stationary Condensation holds,
then for all infinite cardinals κ, Hκ = Mκ has cardinality κ.

Proof. We only prove the last statement, as the other implications are
immediate. Suppose 〈Mα : α ∈ Ord〉 witnesses Stationary Condensation.
Let A = (Mα,∈, 〈Mβ : β < α〉, fα) with fα a bijection from cardα to α.
Let B be the domain of a condensing substructure of A of size cardα,
containing cardα as a subset, as provided by Stationary Condensation. As
fα is contained in the structure A, it follows that α ⊆ B, and hence that
B = Mα has size cardα.

Thus if α < κ+, then Mα ⊆ Hκ+ by transitivity of Mα, hence Mκ+ =⋃
α<κ+ Mα ⊆ Hκ+ for all infinite cardinals κ. Now if x ∈ Hκ+ choose some

α such that x ∈Mα. Let f : κ onto−−→ tcl({x}) and apply Stationary Conden-
sation to the structure (Mα,∈, 〈Mβ : β < α〉, f) to obtain ᾱ < κ+ such that
x ∈ Mᾱ ⊆ Mκ+ . Therefore Hκ+ ⊆ Mκ+ ; it follows that Hκ = Mκ for all
infinite cardinals κ.
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Strong Condensation

Definition 2. A cardinal κ is α-Erdős iff κ → (α)<ω, i.e., for any
F : [κ]<ω → 2, there is a subset H of κ of order-type α such that F is
constant on [H]n for each finite n.

Fact 3 (see [14]). Let κ be the least α-Erdős cardinal, with α a limit
ordinal. Then κ is strongly inaccessible and if C ⊆ κ is CUB and A is
a structure for a countable language whose universe includes κ, then there
exists I ⊆ C of order-type α such that I is a good set of indiscernibles
for A, i.e., whenever a, b are finite increasing sequences from I of the same
length, then a, b have the same type in A, allowing parameters less than
min(a ∪ b).

Theorem 4. If there is an ω1-Erdős cardinal then Strong Condensation
fails (2).

Proof. Suppose that κ is the least ω1-Erdős cardinal. We show that
Strong Condensation for κ fails. Assume for a contradiction that Strong
Condensation for κ is witnessed by A. We may assume that A is skolem-
ized. Let I be a good set of indiscernibles for A of order-type ω1 with I
contained in the CUB set C of κ̄ < κ such that Mκ̄ is A-closed. For any
limit initial segment J of I let XJ be the A-closure of J .

Claim.

(a) J is cofinal in XJ ∩Ord.
(b) If J0 ⊆ J1 are limit initial segments of I then XJ0 ∩Ord is an initial

segment of XJ1 ∩Ord.

Proof of Claim. (a) For any α in J , XJ∩α is a subset of Mα as J is a
subset of C. So XJ =

⋃
{XJ∩α : α ∈ J} ⊆

⋃
{Mα : α ∈ J} = Msup J , so

XJ ∩Ord ⊆Msup J ∩Ord = sup J .
(b) Suppose α = tA(~j) with ~j increasing from J1, α < sup(XJ0 ∩Ord) =

sup J0, and t a term in the language of A. Write ~j as ~j0 ∪~j1 where ~j0 is the
part of ~j in J0. Choose ~j′1 in J0 above α so that ~j′ = ~j0∪~j′1 is increasing with
the same length as ~j. Then by goodness, α = tA(~j) = tA(~j′) ∈ XJ0 . Claim

It follows that (XI ,∈) is isomorphic to (Mω1 ,∈) = (Hω1 ,∈). Let π be an
isomorphism from (Mω1 ,∈) onto (XI ,∈). As Mω1 is an element of XI we can
choose a in Mω1 such that π(a) = Mω1 . Choose a real R not in a. Then π(R)
does not belong to π(a) = Mω1 . But as ω + 1 is contained in XI , π(R) = R
so R does not belong to Mω1 , a contradiction to Lemma 1. Theorem 4

(2) A stronger result, with ω1-Erdős replaced by weakly ω1-Erdős, easily follows from
Proposition 9 of [18], which was proven independently.
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Stationary Condensation

Definition 5. Suppose that j : V → M is an elementary em-
bedding with critical point κ. Define j0(κ) = κ, jn+1(κ) = j(jn(κ)), jω(κ) =⋃
n<ω j

n(κ). We say that j is an α-superstrong embedding iff Hjα(κ) ⊆ M,
and κ is α-superstrong iff κ is the critical point of an α-superstrong embed-
ding.

Fact (see [15]). There are no elementary embeddings j : V → M with
critical point κ such that H(jω(κ))+ ⊆M. The existence of an ω-superstrong
embedding is not known to be inconsistent.

Theorem 6. Stationary Condensation is consistent with the existence
of an ω-superstrong cardinal.

Proof. Suppose that κ is ω-superstrong. By Theorem 2 of [11], we may
first force the GCH, preserving the ω-superstrength of κ. Now for each infi-
nite cardinal α add a Cohen subset of α+ by a reverse-Easton iteration. Let
Aα ⊆ [α, α+) be the α+-Cohen set added (shifted up to α) and let A be the
union of the Aα’s. Then V [A] equals L[A], as any ground model set is coded
into one of the Aα’s. We claim that Stationary Condensation is witnessed
by the Mα’s, where Mα = Lα[A] for each α ∈ Ord.

The forcing is cofinality-preserving and σ-closed. Also, by the argument
of the proof of Theorem 2 of [11], the ω-superstrength of κ is preserved.

Claim. For each infinite cardinal κ, any set of ordinals in V [A] = L[A]
of cardinality κ is covered in V by a set of ordinals of cardinality κ.

Proof of claim. Let ẋ be a name for a set of ordinals of cardinality κ.
First suppose that κ is regular. Then ẋ is forced to belong to an extension of
V by a forcing of size κ (the iteration below κ) and the result follows easily.
If κ =

⋃
{κα : α < cof κ} is singular (with each κα regular and greater than

cof κ), then inductively extend a given condition without changing it below
cof κ, to obtain a ground model cover of size κα for the first κα elements
of ẋ; after cof κ steps, the resulting condition covers ẋ by a ground model
set of size κ. Claim

Now let κ be an infinite cardinal, α an ordinal of cardinality at least κ
and Ṡ = (Lα[A],∈, A, . . .) a name for a structure in V [A] for a countable
language. We may assume that Ṡ is skolemized (and therefore any substruc-
ture of Ṡ is isomorphic to (Lᾱ[Ā],∈, Ā, . . .) for some ᾱ ≤ α, Ā ⊆ ᾱ). We
show that below any condition p there is a condition q∗ which forces Con-
densation for the universe of some substructure of Ṡ of size κ which contains
κ as a subset. For any condition p let p(κ) denote the κ+-Cohen condition
specified by p, whose domain we write as [κ, |p(κ)|). We construct a de-
creasing sequence 〈pi : i < ω〉 of conditions with p0 = p and greatest lower
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bound q. Let x0 = κ. Given pi, choose pi+1 ≤ pi forcing that some xi+1 ∈ V
of cardinality κ contains the set of ordinals in the Ṡ-closure of xi ∪ |pi(κ)|
as a subset, and that A∩xi has a Pκ-name, i.e. a name which depends only
on the generic below κ. The latter is possible using the fact that the forcing
P factors as Pκ ∗ P [κ,∞) where P [κ,∞) is κ+-closed. Let x =

⋃
n<ω xn.

Then q forces that x is the set of ordinals of a substructure of Ṡ and A ∩ x
is forced to have a Pκ-name. Therefore we are free to extend the κ+-Cohen
condition q(κ) to q∗(κ) so that (Ṡ-closure of x,∈, A) is forced by q∗ to be
isomorphic to (L|q∗(κ)|[A],∈, A) (3). Thus we have forced Condensation for
the Ṡ-closure of x, the universe of a substructure of Ṡ of size κ, containing
κ as a subset, as desired. Theorem 6

Remark. Actually, more than Stationary Condensation holds in the
model witnessing the previous theorem: For any uncountable κ ≤ α, κ reg-
ular, any club subset C of [Mα]<κ has a condensing element M . (Stationary
Condensation implies this only for uncountable successor cardinals κ.) But
instead of verifying this, we show next that the stronger principle of Local
Club Condensation both holds in the known fine-structural inner models
for large cardinals and can be forced consistently with an ω-superstrong
cardinal.

Local Club Condensation

Lemma 7. Local Club Condensation is equivalent to the following, seem-
ingly weaker statement: If α has uncountable cardinality κ, then the struc-
ture A = (Mα,∈, 〈Mβ : β < α〉, F ) has a continuous chain 〈Bγ : γ ∈ C〉
of condensing substructures with domains Bγ,

⋃
γ∈C Bγ = Mα, C ⊆ κ is

club, C consists only of cardinals if κ is a limit cardinal, each Bγ has car-
dinality card γ and contains γ as a subset, where F denotes the function
(f, x) 7→ f(x) whenever f ∈Mα is a function and x ∈ dom(f) ∩Mα.

Proof. Suppose 〈Mα : α ∈ Ord〉 witnesses the above-described, seem-
ingly weaker property. First note that for any infinite cardinal κ, Hκ+ ⊆
Mκ+ : If not, let λ > κ be the least cardinality of some α such that x ∈ Hκ+

belongs to Mα. But then x belongs to the domain of some condensing B≺A
of cardinality < λ which contains κ as a subset and a function from κ onto
tclx as an element, i.e. which contains tclx as a subset, using closure un-
der F . Thus x belongs to Mᾱ for some ᾱ < λ, contradicting leastness of λ.

Now we prove that Local Club Condensation holds, by induction on κ:
Assume α has uncountable cardinality κ and E = (Mα,∈, 〈Mβ : β < α〉, . . .)

(3) We use here the fact that |q(κ)| = x ∩ κ+ and that q∗ may decide the values of
the generic predicate A in the interval [x ∩ κ+, |q∗(κ)|) according to the values of A ∩ x
above κ+.
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is a structure for a countable language. As E ∈ Hκ+ , we may choose α′ > α of
cardinality κ such that E ∈Mα′ . We obtain a continuous chain 〈Bγ : γ ∈ C〉
of condensing substructures of A′ = (Mα′ ,∈, 〈Mβ : β < α′〉, F ) with domains
Bγ as described in the statement of the lemma. We may assume E ∈ BminC .
Then we obtain a continuous chain 〈Dγ : γ ∈ C〉 of condensing substructures
Dγ = (Dγ ,∈, 〈Mβ : β ∈ Dγ〉, . . .) of E such that

⋃
γ∈C Dγ = Mα, each Dγ

has cardinality card γ and contains γ as a subset by setting Dγ = E�Bγ ,
using the fact that F is part of the structure A′.

Now if κ = δ+ with δ an uncountable cardinal, then by reindexing we
can assume that C = [δ, κ), choose ᾱ so that (Dδ,∈, 〈Mβ : β ∈ Dδ〉) is
isomorphic to (Mᾱ,∈, 〈Mβ : β < ᾱ〉) and define Dγ for γ < δ by applying
Local Club Condensation inductively to ᾱ. If κ is a limit cardinal, we let
〈γi : i < otC〉 be the increasing enumeration of C and fill in 〈Dγ : γ ∈ C〉 to
〈Dγ : ω ≤ γ < κ〉 by applying Local Club Condensation inductively.

Theorem 8. In known L[E] models (see [20]), Local Club Condensation
holds.

Proof sketch. We verify the form of Local Club Condensation stated
in Lemma 7, taking Mα to be Lα[E]. Suppose that α has uncountable
cardinality λ and let Lβ[E] = Jβ[E], with β at least α, Σ1-project to λ.
For CUB-many ordinals λ̄ < λ, the Σ1-hull in Lβ[E] of λ̄ with p, the first
standard parameter for Lβ[E], contains the witnesses for the ordinals in p.
Moreover we can guarantee that this Σ1-hull condenses to a mouse with
Σ1-projectum λ̄, as either λ is a limit cardinal, in which case we can choose
each λ̄ to be a cardinal, or λ is a successor cardinal, in which case we can
choose each λ̄ to be a limit point of {γ < λ : γ = λ ∩ Σ1-hull of γ ∪ {p}
in Lβ[E]}. It follows that the Σ1-hull of λ̄ with p in Lβ[E] condenses to an
initial segment of L[E] and therefore we may take Bλ̄ to be the intersection
of this hull with Lα[E].

Forcing Local Club Condensation

Lemma 9. Assume 〈fγ : γ ∈ [κ, κ+)〉 is so that each fγ is a bijection
from κ, a regular uncountable cardinal, to γ and β ∈ [κ, κ+). There is a club
of δ < κ such that fα[δ] = fβ[δ] ∩ α for all α ∈ fβ[δ] \ κ.

Proof. Note that whenever X 3 β is transitive below κ and elementary
in (Hκ+ ,∈, F ) with F (α, γ) = fα(γ) for γ < κ and κ ≤ α < κ+, then X ∩ κ
is as desired, which is easily seen using elementarity. The claim follows as
{X ∩ κ : X ≺ (Hκ+ ,∈, F )} contains a club in κ.

Definition 10. If P is a notion of forcing and η is a cardinal, we say
that P is η+-strategically closed iff Player I has a winning strategy in the
following two-player game with perfect information: Player I and Player II
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alternately make moves where in each move, each player plays a condition
of P . Player I has to start and play 1P in the first move. Player II is allowed
to play any condition stronger than the condition just played by Player I
in each of his moves. Player I has to play a condition stronger than all
previously played conditions in each move, and has to make a move at every
limit step of the game. We say that Player I wins if he can find conditions
to play in any such game of length η+ (on arriving at η+, the game ends,
no condition has to be played at stage η+).

Now we will show how to force Local Club Condensation while preserv-
ing ω-superstrong cardinals. We assume that the universe V we start with
satisfies GCH, that R is a predicate well-ordering V, and that we work in
the model (V, R). Note that the definition of the forcing iteration given be-
low depends on the predicate R and we will see in the proof of Theorem 25
that a careful choice of R will be important for large cardinal preservation.

Definition of basic objects. For each ordinal α, fix fα as the R-least
bijection from the cardinality of α to α. Let S denote the forcing poset
consisting of the conditions {1, 0, 1} where 0 ≤S 1, 1 ≤S 1, 0 ⊥S 1. An S-
generic filter simply decides for either 0 or 1. For two compatible conditions
s0 and s1 in S, let s0 ∪ s1 denote the stronger of both. Whenever cardα is
regular and g ⊆ (α+ 1) (4), let Cα(g) denote the following forcing poset (5):

If cardα is a successor cardinal, cardα = θ+, then q∗∗ is a condition in
Cα(g) iff

• q∗∗ is a closed, bounded subset of [θ, θ+), and
• ∀η ∈ q∗∗ g(ot fα[η]) = g(α).

If cardα is inaccessible, then q∗∗ is a condition in Cα(g) iff

• q∗∗ is a closed, bounded set of cardinals below cardα, and
• ∀η ∈ q∗∗ g(ot fα[η]) = g(α).

Conditions in Cα(g) are ordered by end-extension (in both cases).

Definition of the forcing. We will force with P , a reverse Easton-like
iteration of Q(α), α ∈ Ord. If α < ω, then Q(α) denotes the trivial forc-
ing. If cardα = ω or cardα is singular, then Q(α) = Q(α)(0) = S. If
cardα is regular, then Q(α) = Q(α)(0) ∗ Q(α)(1) with Q(α)(0) = S and
Q(α)(1) = Cα(gα+1), where gα+1 denotes the generic predicate obtained
from the generic for P⊕α (where P⊕α = Pα ∗ Q(α)(0), with Pα denoting the
iteration P below α) as follows: gα+1�ω = 0. For any ordinal β ∈ [ω, α],

(4) We identify sets with their characteristic functions and vice versa in the following
(i.e. g(β) = 1↔β ∈ g).

(5) For suitable g, Cα(g) will ensure that g(α) is coded by g�cardα. This “canonical
function coding” was first introduced in [2] and [3].
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gα+1(β) is either 0 or 1, depending on whether the P⊕α -generic G⊕α decides
for either 0 or 1 at Q(β)(0), i.e. gα+1(β) = 1 iff ∃p ∈ G⊕α p�β  p(β)(0) = 1.
To complete the definition of P , we need to specify the supports used; before
doing so, we introduce some further notation:

For any notion of forcing in some forcing extension, we let 1̌ denote
the standard name for its weakest condition 1. Assume p is a condition in
some (6) iteration of 〈Q(α) : α ∈ δ〉 for δ ∈ Ord∪{Ord}. If cardα is regular,
we write pα instead of p(α)(0) and we write p∗∗α instead of p(α)(1). If cardα
is singular or cardα = ω, we write pα instead of p(α) and say that p∗∗α = 1̌
for notational simplicity. We call {γ : pγ 6= 1̌} the string support of p and
denote it by S-supp(p); we call {γ : p∗∗γ 6= 1̌} the club support of p and denote
it by C-supp(p).

P is a standard iteration. For every γ, p ∈ Pγ iff for all β < γ, p�β ∈ Pβ,
if γ = β + 1 is a successor ordinal then Pβ p(β) ∈ Q(β), and:

1. if γ is regular, S-supp(p) is bounded below γ,
2. C-supp(p) ⊆ S-supp(p), and
3. if card γ is regular, card(C-supp(p) ∩ [card γ, γ)) < card γ.

P is the direct limit of the Pγ , γ ∈ Ord. Note that by 2, supp(p), the support
of p, is equal to S-supp(p).

For α < β, p[α, β) denotes p�[α, β) and P [α, β) denotes the iteration
P restricted to the interval [α, β). Whenever we use such notation, we will
tacitly assume that α is a cardinal (which will not necessarily be the case
for β), and whenever we talk about properties of P [α, β), we will tacitly
assume that we are in some generic extension after forcing with Pα (with
generic Gα and generic predicate gα: gα(γ) = 1 iff ∃p ∈ Gα p�γ  pγ = 1).
We will later show that forcing with Pα preserves cardinals, cofinalities and
the GCH. If cardβ is regular, we write p[α, β)⊕ to denote p[α, β)_p(β)(0);
and P [α, β)⊕ denotes P [α, β) ∗Q(β)(0). If p ∈ P [α, β) or P [α, β)⊕, we also
write p�γ for p[α, γ) and p�γ⊕ for p[α, γ)⊕.

We will usually assume that any condition p has the following properties
(possible as a dense subclass of conditions does):

A1. ∀γ 1Pγ  pγ ∈ S.
A2. ∀γ 1Pγ⊕  p∗∗γ ∈ Cγ(gγ+1).
A3. ∀γ ((pγ = 1̌) ∨ (1Pγ  pγ 6= 1̌)).

We will at some points have to temporarily withdraw from assumption A2
above. We will explicitly mention whenever we do so.

Fact 11. If p ‖ q in P (or any of its restrictions), then they have a
greatest lower bound in P .

(6) The full support iteration for example.
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Proof. Each iterand of P has canonical greatest lower bounds for its
compatible conditions (namely their union), thus the same holds for P .

Claim 12 (String extendibility). Work in a Pα-generic extension. As-
sume β > α and f is a function with domain d ⊆ [α, β) which is bounded
below every regular cardinal such that for every γ ∈ d, f(γ) is a P [α, γ)-name
and 1P [α,γ)  f(γ) ∈ {0, 1}. Then any given p ∈ P [α, β) with S-supp(p) ∩ d
= ∅ can be extended to q ≤ p such that qγ = f(γ) whenever γ ∈ d.

Definition 13 (upper part of a condition). Given a cardinal η ∈ [α, β)
and p ∈ P [α, β), we define uη(p) ∈ P [α, β) as follows:

(uη(p))γ =
{

1̌ if α ≤ γ < η,
pγ otherwise,

(uη(p))∗∗γ =
{

1̌ if α ≤ γ < η+,
p∗∗γ otherwise,

and call uη(p) the η+-strategically closed part of p. We let uη(P [α, β)) :=
{uη(p) : p ∈ P [α, β)} and call it the η+-strategically closed part of P [α, β).

Note.

• The fact that uη(p) ∈ P [α, β) heavily uses assumptions A1 and A2.
• If η = ω or η is a singular cardinal, then uη(P [η, β)) = P [η, β).
• We may think of uη(p) as the condition extracting from p its string of

bits in the interval [η, η+) and everything at and above η+.

Definition 14 (lower part of a condition). If η ∈ [α, β) is a cardinal
and p ∈ P [α, β), we define lη(p) as follows:

(lη(p))γ =
{

1̌ if β > γ ≥ η,
pγ otherwise,

(lη(p))∗∗γ =
{

1̌ if β > γ ≥ η+,
p∗∗γ otherwise,

where γ ranges over the interval [α, β), and call lη(p) the η-sized part of p.
Note that lη(p) is in general not a condition in P [α, β). Note also that lη(p)
complements uη(p) in the sense that it carries exactly all information about
p not contained in uη(p).

Notation. Assume 〈si : i < δ〉 is a decreasing sequence of conditions
in S. Then 〈si : i < δ〉 is eventually constant and we denote its limit by⋃
i<δ s

i. Given a decreasing sequence of conditions in P [α, β) of limit
length δ, we say that r is the componentwise union of 〈pi : i < δ〉 iff for
every γ ∈ [α, β),

rγ =
⋃
i<δ

piγ and r∗∗γ =
⋃
i<δ

(pi)∗∗γ .

r is usually not a condition in P [α, β) (7), but S-supp(r) and C-supp(r) can
be calculated as if r were a condition by letting S-supp(r) := {γ : rγ 6= 1̌} =⋃
i<δ S-supp(pi) and C-supp(r) := {γ : r∗∗γ 6= 1̌} =

⋃
i<δ C-supp(pi).

(7) Unless 〈(pi)∗∗γ : i < δ〉 is eventually constant, r∗∗γ will not be closed.
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Definition 15 (stable below η+). Assume 〈pi : i < δ〉 is a decreasing
sequence of conditions in P [α, β) of limit length δ < η+, where η ∈ [α, β) is
a cardinal. We say that 〈pi : i < δ〉 is stable below η+ iff

• 〈lη(pi) : i < δ〉 is eventually constant, or
• η is singular and for every cardinal µ < η, 〈lµ(pi) : i < δ〉 is eventually

constant.

Fact 16. If 〈pi : i < δ〉 is a decreasing sequence of conditions in P [α, β)
of limit length δ < η+ which is stable below η+ where η ∈ [α, β) is a cardinal,
then the componentwise union of 〈pi�η+ : i < δ〉 is a greatest lower bound
for 〈pi�η+ : i < δ〉.

Definition 17 (greatest lower bound). Given a cardinal η ∈ [α, β) and
a decreasing sequence 〈pi : i < δ〉 of conditions in P [α, β) of limit length δ <
η+ which is stable below η+, form their componentwise union r. Observe that
S-supp(r) is bounded below every regular cardinal and C-supp(r) ∩ [θ, θ+)
has size less than θ for every regular θ.

We want to form q ∈ P [α, β) by setting, for every γ ∈ C-supp(r), γ ≥ η+:

(1) qot fγ [sup r∗∗γ ] := rγ (8).
(2) q∗∗γ := r∗∗γ ∪ {sup r∗∗γ }.
(3) qξ = rξ for every ξ ∈ S-supp(r), and q∗∗ξ = r∗∗ξ for every ξ < η+.

All other components of q should have value 1̌. If such a q exists, we say
that q is the greatest lower bound for 〈pi : i < δ〉.

Fact 18. Given a cardinal η∈ [α, β) and a decreasing sequence 〈pi : i<δ〉
of conditions in P [α, β) as in Definition 17, if we can form their greatest
lower bound q as above, then q is a greatest lower bound (in the usual sense)
for 〈pi : i < δ〉.

Note. Definition 17 equally makes sense and Fact 18 equally holds
within P [α, β)⊕ (instead of P [α, β)). It will often be the case in the follow-
ing that when we give a definition or prove a statement concerning P [α, β),
an analogous definition or statement will make sense or hold for P [α, β)⊕,
which we will not mention in general.

Definition 19 (cardinal predecessor). If θ is a successor cardinal,
θ = λ+, then θ− := λ. If θ is inaccessible, θ− may be chosen to be any
cardinal less than θ. If I consists only of regular cardinals, we say that
〈θ− : θ ∈ I〉 is a predecessor sequence iff whenever θ0 < θ1 are both in I,
θ1
− ≥ θ0.

(8) Whenever we want to do this, we will be in a situation where each sup r∗∗γ will
have been decided to equal an actual ordinal value (and is not just a name for an ordinal).
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Definition 20 (information at θ). If p ∈ P [α, β) and θ ∈ [α+, β) is
regular, θ < ζ, we let ζ̄ := min(ζ, θ+), ζ + 1 := min(ζ + 1, θ+) and define

iζθ(p) := {ζ̄, p�ζ + 1} ∪ (C-supp(p) ∩ [θ, ζ̄)), iθ(p) := iβθ (p).

Definition 21 (suitable genericity). Let p ∈ P [α, β), ζ ∈ [α, β], θ ∈
[α+, ζ) regular and assume card(iζθ(p)) ≤ θ

− < θ. Assume 〈M i : i ≤ δ〉 is an
increasing sequence of length δ < θ of domains of elementary submodels of
(Hν , R) for some large, regular ν and each Mi is of size less than θ, transitive
below θ, with iζθ(p)∪{θ

−, 〈Mi : i < δ〉} ⊆Mδ. Assume q ≤ p and t ∈ P [α, β).
We say t ≤ q is suitably generic for P [α, ζ) at θ over 〈M i : i ≤ δ〉 below p
with respect to θ− iff:

1a. If ζ̄ < β, then t meets every dense subset of uθ−(P [α, ζ̄)) which is
definable in M δ using parameters in iζθ(p) ∪ {θ

−, 〈M i : i < δ〉}, in
the sense that for each such dense set D, there is s ≥ t�ζ̄ such that
s ∈ D.

1b. If ζ = ζ̄ = β, then t meets every dense subset of uθ−(P [α, ξ)⊕) which
is definable in M δ using parameters in iθ(p)∪ {θ−, 〈M i : i < δ〉}, for
every ξ < ζ̄, ξ ∈M δ.

2. If θ = cardβ and β = ζ = γ + 1 is a successor ordinal, then uθ−(t)
forces that sup(t∗∗γ ) ≥ sup(S-supp(p) ∩ θ).

Remarks.

• β is to be read off from p in Definitions 20 and 21 above.
• Note that when we require that t is suitably generic for P [α, ζ) at
θ over 〈M i : i ≤ δ〉 below p with respect to θ− in the following, we
implicitly require that iζθ(p) ∪ {θ

−, 〈M i : i < δ〉} ⊆ M δ, that each M i

has size less than θ, is transitive below θ and card(iζθ(p)) ≤ θ
− < θ.

• Observe that if t is suitably generic for P [α, ζ) at θ over 〈M i : i ≤ δ〉
below p with respect to θ− and t′ ≤ t, then t′ is suitably generic for
P [α, ζ) at θ over 〈M i : i ≤ δ〉 below p with respect to θ−.

Theorem 22. Suppose ω ≤ ᾱ ≤ η < α, with ᾱ, η ∈ Card. Then the
following hold:

1. [Greatest lower bounds] Assume 〈pi : i < γ〉 is a decreasing sequence
of conditions in P [ᾱ, α) of limit length γ < η+ which is stable be-
low η+. Let 〈ζi : i < γ〉 be such that for each i < γ, ζi is least such
that pi+1[ζi, α) = pi[ζi, α). Let Si = 〈θ−i : C-supp(pi) ∩ [θ, θ+) 6= ∅,
θ < ζi〉 be a predecessor sequence for every i < γ. Assume that for
every θ ∈ [η+, α): if j < γ is least such that C-supp(pj ∩ [θ, θ+)) 6= ∅,
then 〈M i

θ : j ≤ i < γ〉 is an increasing sequence of domains of elemen-
tary submodels of (Hν , R) for some large (with respect to α), regular
ν with union Mθ =

⋃
j≤i<γM

i
θ, such that for each i ∈ [j, γ), if θ < ζi,
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then pi+1 is suitably generic for P [ᾱ, ζi) at θ over 〈Mk
θ : k ≤ i〉 (9)

below pi with respect to θ−i . Then the sequence 〈pi : i < γ〉 has a
greatest lower bound.

2. [Smallness of the iteration] If α is regular, then uη(P [ᾱ, α)) has a
dense subset of size α. Otherwise uη(P [ᾱ, α)) has a dense subset of
size α+.

3. [Genericity] Let p ∈ P [ᾱ, α), ζ ≤ α and I ⊆ [ᾱ+, ζ) so that I con-
sists only of regular cardinals and is bounded below every inaccessible.
Assume S = 〈θ− : θ ∈ I〉 is a predecessor sequence, card(iζθ(p)) ≤ θ

−,
δ < min I and 〈M i

θ : i ≤ δ〉 is an increasing (10) sequence of domains
of elementary submodels of (Hν , R) for some large (with respect to α),
regular ν (11), such that each M i

θ is of size less than θ, transitive be-
low θ and iζθ(p) ∪ {θ

−, 〈M i
θ : i < δ〉} ⊆ M δ

θ for all θ ∈ I. Then for
every q ≤ p, there is t ≤ q such that t is suitably generic for P [ᾱ, ζ)
at θ over 〈M i

θ : i ≤ δ〉 below p with respect to θ− for every θ ∈ I and
l(min I)−(t) = l(min I)−(q). If sup I 6∈ I, then t[sup I, α) = q[sup I, α),
otherwise t[(sup I)+, α) = q[(sup I)+, α).

4. [Strategic closure] uη(P [ᾱ, α)) and uη(P [ᾱ, α)⊕) are both η+-strate-
gically closed.

5. [A stronger form of genericity] Let p ∈ P [ᾱ, α) and I ⊆ [ᾱ+, α) so
that I consists only of regular cardinals and is bounded below every
inaccessible. Assume S = 〈θ− : θ ∈ I〉 is a predecessor sequence,
〈Iθ : θ ∈ I〉 is such that Iθ ⊇ iθ(p) and card(Iθ) ≤ θ− for all θ ∈ I,
δ < min I and 〈M i

θ : i ≤ δ〉 is an increasing (10) sequence of domains
of elementary submodels of (Hν , R) for some large (with respect to α),
regular ν (11), such that each M i

θ is of size less than θ, transitive
below θ and Iθ ∪ {θ−, 〈M i

θ : i < δ〉} ⊆ M δ
θ for all θ ∈ I. Then for

every q ≤ p, there is t ≤ q such that l(min I)−(t) = l(min I)−(q), t
meets every dense subset of uθ−(P [ᾱ, α)) which is definable in M δ

θ
using parameters in Iθ ∪ {θ−, 〈M i

θ : i < δ〉} (12).
6. [Early club information] P [ᾱ, α) has a dense subset of conditions
p for which p�i⊕ forces that p∗∗i has a P [ᾱ, card i)-name for each
i ∈ C-supp(p).

7. [Chain condition] Assume η is regular. If J is an antichain of P [ᾱ, α)
such that whenever p and q are in J , uη(p) ‖ uη(q), then |J | ≤ η.

(9) Let Mk
θ = ∅ in case k < j (and thus Mk

θ was not defined).

(10) We also allow for a proper initial segment with constant value ∅.
(11) In particular, ν should be large enough so that every p ∈ Dα (as defined in the

proof of 2) can be represented in Hν .

(12) Note that if t is as described, then t is suitably generic for P [ᾱ, α) at θ over
〈M i

θ : i ≤ δ〉 below p with respect to θ− for every θ ∈ I.
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8. [Early names]

• Assume η is regular. Let ḟ be a P [ᾱ, α)-name for an ordinal-valued
function with domain η. Then any condition in P [ᾱ, α) can be
strengthened to a condition q with the same η-sized part forcing
that for every i < η, there is a maximal antichain of size at most η
below q deciding ḟ(i), where for every element a of that antichain,
uη(a) = uη(q). In particular, q forces that ḟ has a P [ᾱ, γ)-name
for some γ < η+.
• Assume η ∈ [ᾱ, α] is singular. Let ḟ be a P [ᾱ, α)-name for an

ordinal-valued function with domain η. Then for any ζ < η, any
condition in P [ᾱ, α) can be strengthened to a condition q with the
same ζ-sized part, forcing that for every i < η, there is a maximal
antichain of size less than η below q deciding ḟ(i), where for every
element a of that antichain, uη(a) = uη(q). In particular, q forces
that ḟ has a Pη-name.

9. [Distributivity] For any θ, P [θ, α) is θ-distributive.
10. [Preservation of the GCH] After forcing with Pα, GCH holds.
11. [Covering, preservation of cofinalities] For every cardinal θ, every

p ∈ Pα and every Pα-name ẋ for a set of ordinals of size θ there is
a set X in V of size θ and an extension q of p such that q ẋ ⊆ X.
Therefore forcing with Pα preserves all cofinalities.

12. [Factorization] Whenever α∗ > α, P [ᾱ, α∗) is isomorphic to a dense
subset of P [ᾱ, α) ∗ Ṗ [α, α∗).

13. [Club Extendibility] If I ⊆ [ᾱ, α) is such that card(I ∩ θ) < θ for
every regular θ, I ⊆

⋃
θ regular[θ, θ

+) and 〈δ̄i : i ∈ I〉 is such that
δ̄i < card i for every i ∈ I, then for every p ∈ P [ᾱ, α), there is q ≤ p
such that ∀i ∈ I q�i⊕ max q∗∗i ≥ δ̄i.

Proof. By induction on α.

Proof of 1. Assume 〈pi : i < γ〉 is as in the statement of the theo-
rem, using predecessor sequences Si and models M i

θ. We want to show
that 〈pi : i < γ〉 has a greatest lower bound. Let r be the component-
wise union of the pi. Let ζ be largest such that for each i < γ and each
ξ < ζ there exists j > i such that ζj > ξ. We may assume that ζ = α,
as the claim follows inductively otherwise. We obtain the following, us-
ing suitable genericity, for every θ ≥ η+ with C-supp(r) ∩ [θ, θ+) 6= ∅:
sup(S-supp(r) ∩ θ) = Mθ ∩ θ; C-supp(r) ∩ [θ, θ+) = Mθ ∩ [θ,min(θ+, α));
if θ is inaccessible, cardMθ = sup(S-supp(r) ∩ θ) = Mθ ∩ θ.

If β ∈ C-supp(r) and β ≥ η+, choose j < γ such that β ∈M j
cardβ. Then

〈pi�β : j ≤ i < γ〉 satisfies the hypothesis of clause 1 (at stage β), using the
predecessor sequences 〈Si : j ≤ i < γ〉 and models 〈M i

θ : j ≤ i < γ〉. Let qβ
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denote the inductively obtained greatest lower bound of 〈pi�β : i < γ〉, and
(qβ)⊕ the inductively obtained greatest lower bound of 〈pi�β⊕ : i < γ〉.

Assume η+ ≤ ξ ∈ C-supp(r) and card ξ = θ. Then (qξ)⊕ forces that
sup r∗∗ξ = sup(S-supp(r) ∩ θ) (13). Furthermore fξ is a bijection between
θ and ξ, by elementarity of Mθ, thus fξ�(Mθ ∩ θ) is a bijection between
Mθ ∩ θ and Mθ ∩ ξ. Thus if we let πθ denote the collapsing map of Mθ,
it follows that (qξ)⊕ forces that πθ(ξ) = ot(fξ[sup r∗∗ξ ]). If θ is inaccessible,
then πθ(ξ) ≥ Mθ ∩ θ = sup(S-supp(r) ∩ θ) = cardMθ, thus for any ξ0 6= ξ1

in C-supp(r) with card ξ0 = θ0 and card ξ1 = θ1, πθ0(ξ0) 6= πθ1(ξ1) and we
can build q out of r by setting, for every ξ ∈ C-supp(r) with ξ ≥ η+,

q∗∗ξ = r∗∗ξ ∪ {sup r∗∗ξ }, qπθ(ξ) = rξ,

letting qξ = rξ for every ξ ∈ S-supp(r) and q∗∗ξ = r∗∗ξ for every ξ < η+,
once we know that qξ forces rξ to have a Psup(S-supp(r)∩θ)-name whenever
η+ ≤ θ = card ξ, ξ ∈ C-supp(r).

To see this is the case, choose i < γ such that ξ ∈ C-supp(pi) and
ζi ≥ ξ. The set D := {p ∈ uθ−i (P [ᾱ, ξ)) : p(pi)ξ has a P [ᾱ, sup(S-supp(p)
∩θ))-name} is dense in uθ−i (P [ᾱ, ξ)) using clause 8 inductively and definable

in M i
θ from parameters in iζiθ (pi) ∪ {θ−i }. The statement follows by suitable

genericity of pi+1.

Note. q, as obtained above, will usually not satisfy property A2. But
we may replace q by an equivalent q′ satisfying A2, where we say that q and
q′ are equivalent iff q′ ≤ q and q ≤ q′.

Proof of 2. Assume for simplicity of notation that η = ᾱ is singular
and hence uη(P [ᾱ, α)) = P [ᾱ, α). Other cases are similar. We prove that
Dα := {p ∈ P [ᾱ, α) : ∀θ ∃γ S-supp(p) ∩ [θ, θ+) = [θ, γ)} has an equivalent
dense subset Eα of size α if α is regular and of size α+ if α is singular, in
the sense that for every p ∈ Dα, there is p′ ∈ Eα such that p ≤ p′ ≤ p. Note
that Dα itself is dense in P [ᾱ, α).

Regular cardinals. If α is regular, conditions in P [ᾱ, α) have bounded
support below α, thus the claim follows by clause 2 inductively.

Successor ordinals. Assume p ∈ Dα, α = β+1 and Dβ has an equivalent
dense subset Eβ of size α+ inductively. The condition pβ can be identified
with an antichain of Eβ below p�β. Since for any two elements a0, a1 of
such an antichain, ucardα(a0) ‖ ucardα(a1), such an antichain will have size
at most cardα using clause 7 inductively, thus there are α+-many pos-
sible choices for pβ. The condition p∗∗β can be identified with a collection of

(13) If ξ + 1 = α, then sup r∗∗ξ ≥ sup(S-supp(r) ∩ θ) follows using clause 2 of suitable
genericity. Otherwise, sup r∗∗ξ ≥ sup(S-supp(r)∩θ) follows by easy density arguments and
clause 1 of suitable genericity. sup(S-supp(r)∩θ) ≥ sup r∗∗ξ uses similar density arguments
together with clause 6 inductively, clause 1 of suitable genericity and clause 2 inductively.
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< cardα-many antichains of Eβ below p�β, each elementwise paired with
ordinals below cardα; thus using similar arguments to those before, there
are α+-many possible choices for p∗∗β . Hence Dα has an equivalent dense
subset of size α+.

Singular ordinals. If α is singular and p ∈ Dα, we can modify p to
an equivalent p′ such that for every γ < α, p′�γ ∈ Eγ . Hence Dα has an
equivalent dense subset of size

∏
γ<α γ

+ ≤ α+.

Proof of 3

Case 1: ζ < α. Then clause 3 immediately follows inductively from
clause 5. We may thus assume in all subsequent cases below that ζ = α.

Case 2: α is a successor ordinal, α = β+ 1. It follows inductively from
clause 5 that, given q ≤ p we can find q′ ≤ q which satisfies clause 1 of
being suitably generic for P [ᾱ, ζ) at θ over 〈M i

θ : i ≤ δ〉 below p for every
θ ∈ I. It is easy to strengthen q′ to t which also satisfies clause 2 of suitable
genericity.

Case 3: M δ
cardα is bounded in α. Let µ := cardα, let α∗ := sup(M δ

µ∩α),
let (M δ

µ)∗ be the smallest elementary submodel of (Hν , R) which contains
M δ
µ ∪ {α∗} as a subset and is transitive below µ, let (M i

θ)
∗ := M i

θ if θ 6= µ
or i 6= δ, and apply clause 3 inductively to obtain q′ ≤ q�α∗ such that q′ is
suitably generic for P [ᾱ, α∗) at θ over 〈(M i

θ)
∗ : i ≤ δ〉 below p with respect

to θ− for all θ ∈ I. Then t := q′_q[α∗, α) is as desired. Note that case 3
covers the cases of α regular and cof α = cardα.

Case 4: α is a singular cardinal. Let 〈θi : i < ξ〉 enumerate I in in-
creasing order. We build a decreasing sequence 〈pi : i < ξ〉 of conditions in
P [ᾱ, α) with p0 = q so that given pi, pi+1 is suitably generic for P [ᾱ, α)
at θi over 〈M j

θi
: j ≤ δ〉 below p with respect to θi

−, lθi−(pi+1) = lθi−(pi)
and pi+1[θi+, α) = pi[θi+, α). If i ≤ ξ is a limit ordinal, note that we may
choose pi to be the greatest lower bound of 〈pj : j < i〉 as 〈pj(ζ) : j < i〉 is
eventually constant for every ζ ∈ [ᾱ, α). If ξ = γ + 1 is a successor ordinal,
t := pγ is as desired. If ξ is a limit ordinal, t := pξ is as desired.

Case 5: cof α < cardα, α 6∈Card. Let µ = cardα. Let p0 be suitably
generic for P [ᾱ, α) at θ over 〈M i

θ : i ≤ δ〉 below p with respect to θ− for
every θ ∈ I \ {µ} (14). If µ 6∈ I, we are done by letting t = p0. Assume µ ∈ I.
We may assume that sup(M δ

µ ∩ α) = α, as we may use case 3 otherwise.
Let 〈αi : i < cof α〉 be a cofinal, continuous and increasing sequence with
limit α and α0 > µ. We construct a decreasing sequence 〈pi : i < cof α〉 of

(14) This is possible using clause 3 inductively, as p0 ≤ p is suitably generic for P [ᾱ, α)
at θ over 〈M i

θ : i ≤ δ〉 below p with respect to θ− for every θ ∈ I \ {µ} iff p0�µ is suitably
generic for P [ᾱ, µ) at θ over 〈M i

θ : i ≤ δ〉 below p�µ with respect to θ− for every θ ∈ I\{µ}.
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conditions in P [ᾱ, α) with greatest lower bound t = pcof α which has the
desired properties of the claim:

Choose µ∗ ≥ cof α in M δ
µ (15). Given pi, choose a predecessor sequence

〈θ−i : θ ∈ (µ∗, µ],C-supp(pi) ∩ [θ, θ+) 6= ∅〉 so that θ−i ≥ card(iαiθ (pi)) and
θ−i ≥ µ∗ for each i, and choose 〈N i

θ : θ ∈ (µ∗, µ],C-supp(pi) ∩ [θ, θ+) 6= ∅〉
so that each N i

θ is of size less than θ, transitive below θ, contains iαiθ (pi) ∪
{θ−i , 〈N

j
θ : j < i〉} and

⋃
j<iN

j
θ as subsets, and N i

θ ≺ (Hν , R). Apply clause 3
inductively to obtain (pi)′ ≤ pi which is suitably generic for P [ᾱ, αi) at µ
over 〈M i

µ : i ≤ δ〉 below p with respect to µ∗ such that lµ∗(pi+1) = lµ∗(pi).
Apply clause 3 inductively once more to obtain pi+1 ≤ (pi)′ which is suitably
generic for P [ᾱ, αi) at θ over 〈N j

θ : j ≤ i〉 below pi with respect to θ−i
for every θ ∈ (µ∗, µ] with C-supp(pi) ∩ [θ, θ+) 6= ∅ such that lµ∗(pi+1) =
lµ∗((pi)′). Note that at any limit stage j ≤ cof α, we obtain a greatest lower
bound of the 〈pi : i < j〉 by clause 1, using the fact that 〈lµ∗(pi) : i < cof α〉
is constant.

Proof of 4. Choose some large (relative to α), regular ν. Let p0 ∈
uη(P [ᾱ, α)). Given pi, choose a predecessor sequence 〈θ−i : C-supp(pi) ∩
[θ, θ+) 6= ∅〉 so that θ−i ≥ card(iθ(pi)) and θ−i ≥ η for all i, and choose 〈M i

θ:
C-supp(pi) ∩ [θ, θ+) 6= ∅〉 such that each M i

θ ≺ (Hν , R) is of size less than θ,
transitive below θ and contains iθ(pi) ∪ {θ−, 〈M j

θ : j < i〉} and
⋃
j<iM

j
θ as

subsets. Assume qi ≤ pi and choose pi+1 ≤ qi such that pi+1 ∈ uη(P [ᾱ, α))
is suitably generic for P [ᾱ, α) at θ over 〈M j

θ : j ≤ i〉 below pi with respect
to θ−i for every θ with C-supp(pi)∩ [θ, θ+) 6= ∅, using clause 3. Note that at
any limit stage < η+, we may obtain a greatest lower bound of the pi up to
that stage using clause 1.

Proof of 5. Let p ∈ P [ᾱ, α), q ≤ p and let S, I and 〈Iθ,M i
θ : θ ∈ I, i ≤ δ〉

be as in the statement of clause 5. Let 〈θi : i < ξ〉 enumerate I in in-
creasing order. We build a decreasing sequence 〈pi : i < ξ〉 of conditions
in P [ᾱ, α) with p0 = q: Given pi so that i + 1 < ξ, let µ := (θi)−.
Choose a predecessor sequence 〈θ−i : θ ∈ (µ, α),C-supp(pi) ∩ [θ, θ+) 6= ∅〉
(16) so that θ−i ≥ card(iθ(pi)) and θ−i ≥ µ for each i, and choose 〈N i

θ : θ ∈
(µ, α),C-supp(pi)∩ [θ, θ+) 6= ∅〉 so that each N i

θ is of size less than θ, transi-
tive below θ, contains iθ(pi)∪{θ−i , 〈N

j
θ : j < i〉} and

⋃
j<iN

j
θ as subsets, and

N i
θ ≺ (Hν , R). Use µ+-strategic closure of uµ(P [ᾱ, α)) to find (pi)′ ≤ pi which

hits every dense subset of uµ(P [ᾱ, α)) which is definable inM δ
θi

from parame-
ters in Iθi∪{(θi)−, 〈M

j
θi

: j < δ〉} such that lµ((pi)′) = lµ(pi). Use clause 3 to
obtain pi+1 ≤ (pi)′ which is suitably generic for P [ᾱ, α) at θ over 〈N j

θ : j ≤ i〉

(15) This is possible as cof α ∈Mδ
µ.

(16) To avoid possible sources of confusion, note that (θi)
− and θ−i are distinct objects.
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below pi with respect to θ−i whenever C-supp(pi) ∩ [θ, θ+) 6= ∅ and θ > µ.
Assume i ≤ ξ is a limit ordinal. If card i is regular, then 〈lcard i(pj) : j < i〉 is
eventually constant (17), and if card i is singular, then for every µ < card i,
〈lµ(pj) : j < i〉 is eventually constant and thus we we may, in each case,
choose pi to be the greatest lower bound of 〈pj : j < i〉 using clause 1. If
ξ = γ + 1 is a successor ordinal, t := pγ is as desired. If ξ is a limit ordinal,
t := pξ is as desired.

Proof of 6. Let p0 ∈ P [ᾱ, α). Choose some large (relative to α), regular ν.
We construct a decreasing sequence of conditions 〈pi : i < ω〉 with greatest
lower bound p, which will be as desired. Given pi, choose a predecessor se-
quence 〈θ−i : C-supp(pi) ∩ [θ, θ+) 6= ∅〉 so that θ−i ≥ card(iθ(pi)) for all i,
and choose 〈M i

θ : C-supp(pi) ∩ [θ, θ+) 6= ∅〉 such that each M i
θ ≺ (Hν , R) is

of size less than θ, transitive below θ and contains iθ(pi)∪{θ−i , 〈M
j
θ : j < i〉}

and
⋃
j<iM

j
θ as subsets. Choose pi+1 ≤ pi such that pi+1 meets every

dense subset of uθ−i (P [ᾱ, α)) which is definable in M i
θ from parameters

in iθ(p) ∪ {θ−i , 〈M
j
θ : j < i〉} for every θ with C-supp(pi) ∩ [θ, θ+) 6= ∅,

using clause 5. Since if ξ has cardinality θ and ξ ∈ C-supp(pi), the set
Dξ = {t ∈ P [ᾱ, ξ)⊕ : t p∗∗ξ has a P [ᾱ, ζ)-name for some ζ ≤ θ} is dense
in uθ−i

(P [ᾱ, ξ)⊕) using clause 8 inductively, and is definable in M i
θ using

parameters in iθ(pi) ∪ {θ−i }, it follows that p is as desired.

Proof of 7. Apply clause 2 inductively to obtain a dense subset P [ᾱ, η)∗

of P [ᾱ, η) of size η and apply 6 to obtain a dense subset P [η, α)∗ of P [η, α)
of conditions as described in the statement of clause 6. Assume for a con-
tradiction that |J | > η for some antichain J of P [ᾱ, η)∗ ∗ Ṗ [η, α)∗ (we use
clause 12 inductively here). As P [ᾱ, η)∗ has size η, p[ᾱ, η) is the same for
η+-many conditions p ∈ J , hence there are p̄ ∈ P [ᾱ, η) and J ′ ⊆ P [η, α)∗

such that p̄ J ′ is an antichain of Ṗ [η, α) of size η+. Work in any Pη-generic
extension with p̄ contained in the Pη-generic. As GCH holds by clause 10
inductively, by a ∆-system argument, there is W ⊆ J ′ of size η+ and a size
< η subset A of η+ such that C-supp(p)∩C-supp(q)∩ [η, η+) = A whenever
p 6= q are both in W . Again using GCH, there are only η-many possibilities
for 〈p∗∗i : i ∈ A〉 for p ∈ P [η, α)∗. Hence for η+-many conditions p in W ,
〈p∗∗i : i ∈ A〉 is the same (modulo equivalence). But—using the assumption
that uη(p) ‖ uη(q)—any two such conditions are compatible, thus W (and
hence also J) is not an antichain.

Proof of 8. Let p ∈ P [ᾱ, α). First assume ḟ is a P [ᾱ, α)-name for an
ordinal-valued function with domain η∈ [ᾱ, α) regular. Let I := {ḟ(i) : i∈η}

(17) We use here the fact that (θi)
−
p ≥ sup{θj : j < i} and for any regular cardinal κ,

card{i : θi < κ} is less than κ.
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∪ iη+(p), with ḟ(i) being any name for the evaluation of ḟ at i for each i.
Let M ≺ (Hν , R) of size η, transitive below η+ for some large (relative to α),
regular ν such that I ⊆ M . Let q ≤ p be such that q meets every dense
subset of uη(P [ᾱ, α)) which is definable in M using parameters in I, using
clause 5. As Di = {t ∈ uη(P [ᾱ, α)) : there is a mac of size at most η of
conditions s in P [ᾱ, α) with uη(s) = uη(t) deciding ḟ(i)} is definable in M
from parameters in I and dense in uη(P [ᾱ, α)) for each i < η using clauses 4
and 7, q is as desired. To be more precise, the fact that Di is dense in
uη(P [ᾱ, α)) is seen using a construction to reduce the decision about ḟ(i)
to the η-sized part of P [ᾱ, α) as follows:

Let p0 ∈ uη(P [ᾱ, α)). Choose q0 ≤ p0 in P [ᾱ, α) such that q0 decides
ḟ(i). At stage j + 1, let pj+1 ≤ p0 be any condition in P [ᾱ, α) incompatible
with all qk, k ≤ j, such that uη(pj+1) = uη(qj) (if such exists) and choose
qj+1 as follows:

• qj+1 ≤ pj+1,
• qj+1 decides ḟ(i), and
• uη(qj+1) is chosen with respect to the strategy for η+-strategic closure

of uη(P [ᾱ, α)) below 〈uη(qk) : k ≤ j〉, using clause 4.

At limit stages j < η+, let pj ≤ p0 be any condition in P [ᾱ, α) incompatible
with all qk, k < j, such that for all k < j, uη(pj) ≤ uη(qk) (if such exists).
Note that a pj satisfying the latter condition can always be found by the
strategic choice of the uη(qk). Choose qj ≤ pj deciding ḟ(i) with uη(qj) ≤
uη(pj).

Proceed until at some stage j no condition pj as above can be chosen.
By clause 7, this will be the case for some j of cardinality ≤ η. We can
then find t ∈ uη(P [ᾱ, α)) such that t ≤ uη(qk) for every k < j. Hence we
may strengthen every qk to q̄k such that uη(q̄k) = uη(t) and lη(q̄k) = lη(qk).
Then {q̄k : k < j} is a maximal antichain of P [ᾱ, α) below t deciding ḟ(i).

Now assume ḟ is a P [ᾱ, α)-name for an ordinal-valued function with
domain some singular cardinal η ∈ [ᾱ, α], and ζ < η. Let η =

⋃
i<cof η ηi with

each ηi regular and η0 greater than both cof η and ζ. Let Ii := {ḟ(j) : j ∈ ηi}
∪ iηi+(p). Let p ∈ P [ᾱ, α). Let 〈Mi : i < cof η〉 be a sequence of elementary
submodels of (Hν , R) for some large (relative to α), regular ν such that each
Mi has size ηi, is transitive below η+

i and contains Ii as a subset. Let q ≤ p
be such that q meets every dense subset of uηi(P [ᾱ, α)) which is definable
in Mi using parameters in Ii for every i < cof η, using clause 5. Similar to
the regular case above, it follows that q is as desired.

Proof of 9. Assume ẋ is a Pα-name for a sequence of ordinals of length
less than θ. Then by clause 8, below any p ∈ Pα there is q ≤ p forcing that
ẋ has a Pθ-name.
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Proof of 10. Pα has a dense subset of size at most α+ by clause 2. Thus
Pα 2θ = θ+ for θ > α. If θ = α, the claim holds using clauses 8 and 2.
For θ < α, note that Pα ∼= Pθ+ ∗ P [θ+, α), where Pθ+ preserves 2θ = θ+. If
θ+ = α, we are done. Otherwise, the result follows by clause 9.

Proof of 11. As Pα has a dense subset of size at most α+ by clause 2,
this is immediate for θ ≥ α+. If α is regular, Pα has a dense subset of size
α and hence this is immediate for θ = α in that case. If θ < α and θ+ < α,
this follows inductively, using the fact that P [θ+, α) does not add new sets
of size θ. If α = θ+, we use clause 8 to obtain q ≤ p forcing that for every
i < θ, there exists an antichain of size at most θ below q deciding the ith
element of ẋ, thus q forces that we can cover ẋ by some X ∈ V of size θ.
If θ = α is singular, note that the “singular case” of clause 8 also holds in
the case where η = α and thus we may apply clause 8 as above to obtain
q ≤ p forcing that for every i < θ, there exists an antichain of size less than
θ below q deciding the ith element of ẋ.

Proof of 12. Note that whenever (p, σ̇) ∈ P [ᾱ, α)∗Ṗ [α, α∗), then p forces
that C-supp(σ̇)∩ [α, α+) has size less than α, C-supp(σ̇)∩ [α+, α++) has size
at most α, S-supp(σ̇)∩ [α, α+) has size α and each of those supports can be
covered by a set of the same size in the ground model. We may strengthen
p to q such that q decides those covering sets. Let D ⊆ P [ᾱ, α) ∗ Ṗ [α, α∗)
be the dense set of conditions (q, σ̇) as above. Now it can be seen as in the
proof of the Factor Lemma (see [14]) that P [ᾱ, α∗) is isomorphic to D, using
the fact that Pα has a dense subset of size at most α+ by clause 2.

Proof of 13. Assuming I is as in the statement for a given sequence
〈δ̄γ : γ ∈ I〉 of ordinals, we want to find q ≤ p such that for every γ ∈ I,
q�γ⊕ q∗∗γ ≥ δ̄γ . We may assume that pγ 6= 1̌ for every γ ∈ I. Choose a
predecessor sequence 〈θ− : I ∩ [θ, θ+) 6= ∅〉 so that each θ− ≥ card(iθ(p)),
and a sequence 〈Mθ : I ∩ [θ, θ+) 6= ∅〉 of domains of elementary submodels
of (Hν , R) for some large (relative to α), regular ν, so that each Mθ has size
less than θ, is transitive below θ, contains (I∩ [θ, θ+))∪ iθ(p) as a subset and
∆ := 〈δ̄γ : γ ∈ I〉 and θ− as elements. Let q ≤ p be such that q meets every
dense subset of uθ−(P [ᾱ, α)) which is definable in Mθ from parameters in
(I ∩ [θ, θ+)) ∪ {∆} ∪ iθ(p) ∪ {θ−} for every θ with I ∩ [θ, θ+) 6= ∅. As for
every γ ∈ I, the set Dγ = {t ∈ uθ−(P [ᾱ, α)) : t�γ  max t∗∗γ ≥ δ̄γ} is dense in
uθ−(P [ᾱ, α)) and definable in Mθ from parameters in (I ∩ [θ, θ+)) ∪ {∆} ∪
iθ(p) ∪ {θ−}, q is as desired.

The fact that Dγ is dense in uθ−(P [ᾱ, α)) is immediate if γ ≥ ᾱ+. If
γ < ᾱ+, by an easy density argument, for ε either 0 or 1, the set Sε :=
{ξ < ᾱ : Gᾱ(ξ) = ε} intersects every unbounded ground model subset of ᾱ
unboundedly often below ᾱ. Let ε ∈ {0, 1} be such that p�γ  pγ = ε, choose
δ ≥ δ̄ such that ot fγ [δ] ∈ Sε and set q∗∗γ = p∗∗γ ∪ {δ}. Theorem 22
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Corollary 23. P preserves ZFC, cofinalities, cardinals and the GCH.

Proof. Note that whenever κ is singular, P [κ,∞), the iteration starting
from κ, is κ+-strategically closed. To verify this, we need variants of The-
orem 22, clauses 1 and 3, using, instead of a single ν which is large with
respect to α, a sequence 〈νθ : θ ∈ Card〉 such that each νθ is large with
respect to θ. Those variants are proven most similarly to clauses 1 and 3
of Theorem 22. Then we can show that P [κ,∞) is κ+-strategically closed
most similarly to the proof of Theorem 22, clause 4, using the sequence
〈νθ : θ ∈ Card〉 instead of a single ν.

As P [κ,∞) is κ+-strategically closed, it is κ+-distributive for definable
sequences of dense classes. Now it can be seen easily from [10, Section 2.2],
that this suffices to show that P is tame and thus preserves ZFC. Preserva-
tion of cofinalities, cardinals and the GCH is immediate.

Note. For every i of regular cardinality,
⋃
p∈G p

∗∗
i is club in card i for

any P -generic G. This is immediate from Theorem 22, clause 13.

Claim 24. P forces Local Club Condensation.

Proof. Let G be P -generic. Let A be the generic predicate obtained from
G, i.e. α ∈ A↔∃p ∈ G p�α pα = 1. Note that V[G] = L[A] as any set of
ordinals in V is coded into A. We claim that 〈Mα : α ∈ Ord〉 witnesses Local
Club Condensation in V[G] with Mα = Lα[A]. If α has regular uncountable
cardinality κ then Local Club Condensation is guaranteed by the forcing P :
Note that for each β ∈ α \κ we have A(β) = A(ot fβ[δ]) for all δ in the club⋃
p∈G p

∗∗
β ⊆ κ. It follows that for a club C of δ < κ, A(β) = A(ot fβ[δ]) and

moreover fβ[δ] = fα[δ]∩ β for all β ∈ fα[δ] \ κ ; this is seen using Lemma 9.
Let, as in Lemma 7, F denote the function (f, x) 7→ f(x) whenever f ∈Mα

is a function with x ∈ dom(f). Now let M∗α = (Mα,∈, 〈Mβ : β < α〉, F, . . .)
be a skolemized structure for a countable language, and for any X ⊆ α let
M∗α(X) be the least substructure of M∗α containing X as a subset. Consider
the continuous chain 〈M∗α(fα[δ]) : δ ∈ D〉, where D consists of all elements
δ of C such that δ ⊆ fα[δ] = M∗α(fα[δ]) ∩ Ord and fα[δ] ∩ κ ∈ Ord. Then
M∗α(fα[δ]) condenses for each δ ∈ D.

Finally we must verify Local Club Condensation for α when α has singu-
lar cardinality κ. Suppose that β ≥ α and Ṡ ∈ V is a Pβ-name for a structure
(Mα,∈, 〈Mβ : β < α〉, R, F, . . .) for a countable language in L[A] such that
the Ṡ-closure of κ is all of Mα, with F as above, R the given well-ordering
of V (from which in particular the canonical functions 〈fi : i ∈ Ord〉 were
chosen). We show that any condition p ∈ Pβ has an extension q∗ which forces
that there is a continuous chain 〈Yγ : γ ∈ C〉 of condensing substructures of
Ṡ whose domains 〈yγ : γ ∈ C〉 have union Mα such that 〈yγ ∩Ord: γ ∈ C〉
belongs to the ground model, where C is a closed unbounded subset of
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Card∩κ, each yγ has cardinality γ and contains a γ as subset. Choose C to
be any club subset of Card∩κ of order-type cof κ whose minimum is either
ω or a singular cardinal and is at least cof κ. Write C in increasing order as
〈γi : i < cof κ〉. Choose some large (with respect to β), regular ν.

Let p0 = p. We may assume that C-supp(p0) ∩ [γ+
i , γ

++
i ) 6= ∅ for every

i < cof κ. Given pi, let Si = 〈θ−i : θ > minC, C-supp(pi) ∩ [θ, θ+) 6= ∅〉 be
a predecessor sequence such that θ−i ≥ card(iθ(pi)) and θ−i ≥ minC for
all i, and let 〈M i

θ : θ > minC, C-supp(pi) ∩ [θ, θ+) 6= ∅〉 be a sequence of
domains of elementary submodels of (Hν , R) such that each M i

θ has size less
than θ, is transitive below θ and contains iθ(pi) as a subset and pi, θ−i , Ṡ
and 〈M j

θ : j < i〉 as elements. Moreover make sure that whenever θ0 < θ1,
M i
θ0
⊆ M i

θ1
and that whenever γ is a limit point of C, M i

γ+ =
⋃
δ∈C∩ γMδ.

The latter is possible as minC ≥ cof κ and we may thus sufficiently enlarge
the M i

δ+ , δ ∈ C ∩ γ, after choosing M i
γ+ ⊇

⋃
δ∈C∩ γM

i
δ+ in the first place.

Choose pi+1 ≤ pi following the strategy for ω1-strategic closure of Pβ
such that pi+1 meets every dense subset of uθ−(Pβ) which is definable in
M i
θ using parameters in iθ(pi) ∪ {θ−i , Ṡ, 〈M

j
θ : j < i〉} whenever C-supp(pi)

∩ [θ, θ+) 6= ∅ and θ is inaccessible. If θ is a successor cardinal and C-supp(pi)
∩ [θ, θ+) 6= ∅, we require that pi+1 meets every dense subset of uθ−(Pβ)
in M i

θ (18).
Finally, let r be the componentwise union of the 〈pi : i < ω〉, and let q be

their greatest lower bound. Let yγ :=
⋃
i<ωM

i
γ+ for every γ ∈ C. We have

obtained the following properties for every γ ∈ C:

(1) yγ is transitive below γ+,
(2) yγ ∩ [γ, γ+) = S-supp(r) ∩ [γ, γ+),
(3) yγ ∩ [γ+, γ++) = C-supp(r) ∩ [γ+, γ++),
(4) q forces that the Ṡ-closure of yγ intersected with Ord equals yγ ,
(5) q forces that A ∩ yγ has a Pyγ∩γ+-name, and
(6) 〈yγ : γ ∈ C〉 is continuous and increasing.

(1) is immediate as each of the M i
γ+ is transitive below γ+; (2) and (3) follow

by suitable genericity. For (4), it suffices to show that the Ṡ-closure of M i
γ+

intersected with the ordinals is forced by q to be contained in M i+2
γ+ for every

i < ω: We required that M i
γ+ ∈M i+1

γ+ . Thus D = {t ∈ uγ(Pβ) : t(Ṡ-closure
of M i

γ+) ∩ Ord is covered by a ground model set of size γ} is dense in Pβ

using clause 11 of Theorem 22, contained (as an element) in M i+1
γ+ and will

thus be hit by pi+2; (4) now follows as pi+2 ∈M i+2
γ+ : using elementarity, pi+2

forces that we can cover the Ṡ-closure of M i
γ+ by a set in M i+2

γ+ of size γ;

(18) That is, every dense subset of uθ−(Pβ) definable in M i
θ using parameters in M i

θ.
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as γ ⊆ M i+2
γ+ , this covering set will be contained (as a subset) in M i+2

γ+ .
(5) follows similarly to (4), using easy density arguments. (6) is immediate
by our requirements on the M i

θ.
Let πγ be the collapsing map of yγ . If ξ ∈ yγ ∩ [γ+, γ++), then fξ is

a bijection from γ+ to ξ, hence fξ�(yγ ∩ γ+) is a bijection from yγ ∩ γ+

to yγ ∩ ξ by elementarity, i.e. πγ(ξ) = ot(fξ[yγ ∩ γ+]), therefore q(πγ(ξ))
= r(ξ). Now extend q to q∗ such that for every ξ ∈ yγ with ξ ≥ γ++,
we have q∗(πγ(ξ)) = r(ξ); this is possible since if γ is inaccessible then
sup(S-supp(r) ∩ γ) = card yγ , and whenever C-supp(r) ∩ [θ, θ+) 6= ∅ and
θ is inaccessible, sup r∗∗ζ = sup(S-supp(r) ∩ θ) > sup(C ∩ θ)+ for every
ζ ∈ C-supp(r) ∩ [θ, θ+) by easy density arguments, hence when we form
q out of r and have to set q(ot fζ [sup r∗∗ζ ]) to be equal to q(ζ) for ζ ∈
C-supp(r) ∩ [θ, θ+), we do not make any new requirements in the interval
[γ, γ+)—note that ot fζ [sup r∗∗ζ ] ≥ sup r∗∗ζ . We have thus made sure q∗ forces
Condensation for yγ for every γ ∈ C.

Theorem 25. Local Club Condensation is consistent with the existence
of an ω-superstrong cardinal.

Proof. Assume κ is ω-superstrong, witnessed by the embedding j : V
→ M. Let A be a well-ordering of Vκ (viewed as a function A : κ → Vκ).
We use A to build a well-ordering of Vjω(κ) as follows: By elementarity of j,
j(A) is a well-ordering of Mj(κ) extending A. But Vj(κ) = Mj(κ), hence j(A)
is in fact a well-ordering of Vj(κ). Similarly, j(j(A)) is a well-ordering of
Vj2(κ) extending j(A). Going on like this for ω steps, using the fact that
Vjω(κ) = Mjω(κ), we obtain a well-ordering B :=

⋃
n∈ω j

n(A) of Vjω(κ) such
that j(B) = B. Now we perform a class forcing T to add a predicate R
extending B which well-orders V: A condition in T is a function f from
an ordinal into V extending B; f is stronger than g in T iff f extends g.
Forcing with T does not add new sets and adds a predicate R which well-
orders V with the property that j(R�jω(κ)) = R�jω(κ). Since no new sets
are added, j is an elementary embedding from (V, R) to (M, j(R)) with
j(R) :=

⋃
α∈Ord j(R�α).

Let P be the Local Club Condensation forcing relative to R as defined
at the beginning of this section, letting, for each ordinal γ, fγ be the R-
least bijection from the cardinality of γ to γ. We want to show that forcing
with P preserves the ω-superstrength of κ. Let 〈f∗γ : γ ∈ Ord〉 denote the
M-version of 〈fγ : γ ∈ Ord〉—letting each f∗γ be the j(R)-least bijection
from the cardinality of γ in M to γ. Let P ∗ denote the M-version of P
(using the definition of P in M relative to 〈f∗γ : γ ∈ Ord〉). Note that by
our choice of R, fγ = f∗γ for γ < jω(κ) and hence we have made sure that
for every n < ω, Pjn(κ) = P ∗jn(κ). We want to find a V-generic G ⊆ P
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with corresponding predicate g ⊆ Ord and an M-generic G∗ ⊆ P ∗ such
that j′′G ⊆ G∗ and V [G]jω(κ) ⊆ M [G∗]. Let Gj(κ) be generic for Pj(κ),
and let G∗j(κ) = Gj(κ). Trivially, j′′Gκ = Gκ ⊆ Gj(κ) and thus we may lift
j to j∗ : V[Gκ] → M[Gj(κ)]. For simplicity of notation, we will denote j∗

(and any further liftings of j∗) by j again. We want to show that we can
arrange that for every n ∈ ω, j′′G[jn(κ), jn+1(κ)) has a lower bound in
P [jn+1(κ), jn+2(κ)) which is contained in G[jn+1(κ), jn+2(κ)). We will then
set G∗jn(κ) = Gjn(κ) for every n ∈ ω. We start with j′′G[κ, j(κ)). Let r be
such that for every γ ∈ [j(κ), j2(κ)),

rγ =
⋃

p∈G[κ,j(κ))

j(p)γ , r∗∗γ =
⋃

p∈G[κ,j(κ))

j(p)∗∗γ .

To simplify notation, we will abbreviate this as

r =
⋃

p∈G[κ,j(κ))

j(p),

an obvious abuse of notation, thinking of
⋃

as the componentwise union
here. We will use similar abbreviations in similar cases. As we did earlier,
we write S-supp(r) for {γ : rγ 6= 1̌} and C-supp(r) for {γ : r∗∗γ 6= 1̌}. We first
want to show that S-supp(r) is bounded below every regular cardinal and
that card(C-supp(r) ∩ [θ, θ+)) < θ for every regular cardinal θ.

Assume θ ∈ [j(κ)+, j2(κ)] is regular. Then

S-supp(r) ∩ θ =
⋃

p∈G[κ,j(κ))

S-supp(j(p)) ∩ θ.

But j(p) ∈ P [j(κ), j2(κ)) for every p ∈ G[κ, j(κ)), so S-supp(j(p)) ∩ θ is
bounded below θ, hence using the fact that P [κ, j(κ)) has a dense subset of
size j(κ) and θ > j(κ) is regular, it follows that S-supp(r) ∩ θ is bounded
in θ.

Claim 26. C-supp(r) ∩ [j(κ), j(κ)+) = j′′[κ, κ+).

Proof. Assume γ ∈ C-supp(r) ∩ [j(κ), j(κ)+). Then γ ∈ C-supp(j(p)) ∩
[j(κ), j(κ)+) = j(C-supp(p) ∩ [κ, κ+)) for some p ∈ G[κ, j(κ)).

But C-supp(p) ∩ [κ, κ+) has order-type less than κ, thus j(C-supp(p) ∩
[κ, κ+)) = j′′(C-supp(p) ∩ [κ, κ+)).

We have thus shown that C-supp(r) ∩ j(κ)+ has size κ+ < j(κ).
Assume now that θ ∈ [j(κ)++, j2(κ)) is a successor of a regular cardinal:

C-supp(r) ∩ θ =
⋃

p∈G[κ,j(κ))

C-supp(j(p)) ∩ θ.

It follows as above that card(C-supp(r) ∩ θ) < θ−.
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Having shown that r has appropriate supports, we want to form qξ out
of r for every ξ ∈ [j(κ), j2(κ)] by setting, for every γ ∈ C-supp(r) below ξ,

(qξ)∗∗γ = r∗∗γ ∪ {sup r∗∗γ }, (qξ)ot fγ [sup r∗∗γ ] = rγ if card γ > j(κ).

Of course we want to set (qξ)γ = rγ for γ < ξ, γ in S-supp(r), and let other
components have value 1̌. We want to show, by induction on ξ, that qξ is
a condition in P [j(κ), ξ) for every ξ ∈ [j(κ), j2(κ)]. In that case, each qξ

is a lower bound for {j(p)�ξ : p ∈ G[κ, j(κ))} and q := qj
2(κ) is the desired

lower bound for j′′G[κ, j(κ)). For each ξ as above, let (qξ)⊕ be such that
(qξ)⊕ξ = rξ and (qξ)⊕�ξ = qξ. If qξ is a condition in P [j(κ), ξ), then (qξ)⊕ is
a condition in P [j(κ), ξ)⊕.

Claim 27. ∀γ ∈ [κ, κ+) ot j(fγ)[κ] = γ.

Proof. If α < κ, then j(fγ)(α) = j(fγ(α)), thus j(fγ)[κ] = j′′fγ [κ],
which has order-type γ as j is order-preserving.

First assume ξ < j(κ)+. Given (qξ)⊕, note that it forces that sup r∗∗ξ
= κ. Let γ be such that j(γ) = ξ and γ ∈ [κ, κ+). Then ot fξ[κ] = γ and
(qξ)⊕γ = 1̌. Let p ∈ G[κ, γ)⊕ be such that p�γ decides pγ . We are free to
choose qξ+1 as desired by letting (qξ+1)γ = 1 iff p�γ  p(γ) = 1. We may
thus show that qj(κ)+ is a condition in P [j(κ), j(κ)+). Now assume ξ has
regular cardinality θ ∈ [j(κ)+, j2(κ)), ξ ∈ C-supp(r).

Claim 28. (qξ)⊕ sup r∗∗ξ ≥ sup(range j ∩ θ).
Proof. ∃p ∈ G[κ, j(κ)) ξ ∈ C-supp(j(p)). For every δ, the set

Dδ := {t ∈ P [κ, j(κ)) : ∀i ≥ δ+ i ∈ C-supp(t)→ t max t∗∗i ≥ δ}
is dense in P [κ, j(κ)). Assume *β < θ, β ∈ range(j), and choose t ≤ p in
Dj−1(β) ∩ G[κ, j(κ)). Then ∀i ≥ θ i ∈ C-supp(j(t)) → j(t)�i⊕ max j(t)∗∗i
≥ β. Thus (qξ)⊕ sup r∗∗ξ ≥ sup(range j ∩ θ).

Claim 29. If γ∈C-supp(r) has cardinality θ, γ<ξ, then (qξ)⊕ sup r∗∗γ
= sup r∗∗ξ .

Proof. Assume ∃u ≤ (qξ)⊕ u sup r∗∗γ < sup r∗∗ξ . Then there is p ∈
G[κ, j(κ)) with u max j(p)∗∗ξ > sup r∗∗γ . We may assume γ ∈ C-supp(j(p)).
The set

D := {t ≤ p : ∀η ∀δ ∈ C-supp(p) ∩ [η, η+)

t max t∗∗δ > sup{max p∗∗i : i ∈ C-supp(p) ∩ [η, η+)}}

is dense below p. Choose t∈D∩G[κ, j(κ)). Then (qξ)⊕≤j(t)�ξ⊕ max j(t)∗∗γ
> j(p)∗∗ξ , hence u max j(t)∗∗γ > sup r∗∗γ , a contradiction. Assuming that
∃u ≤ (qξ)⊕ u sup r∗∗γ > sup r∗∗ξ analogously leads to a contradiction.
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Claim 30. If γ ∈ C-supp(r) has cardinality θ and γ < ξ, then

(qξ)⊕ ot fγ [sup r∗∗γ ] < ot fξ[sup r∗∗ξ ].

Proof. Choose p ∈ G[κ, j(κ)) with γ, ξ both in C-supp(j(p)). We al-
ready know that (qξ)⊕ sup r∗∗γ = sup r∗∗ξ . Given u′ ≤ (qξ)⊕, let u ≤ u′

decide sup r∗∗ξ and denote that value by s. Note that for every regular car-
dinal η, there exists a club Cη ⊆ η of ordinals ζ such that for all δ0 < δ1

both in C-supp(r) ∩ [η, η+), ot fδ0 [ζ] < ot fδ1 [ζ]. We say that Cη separates
C-supp(r) ∩ [η, η+) in this case. Let C = 〈Cη : C-supp(p) ∩ [η, η+) 6= ∅〉.
Then j(C) = 〈Eη : C-supp(j(p)) ∩ [η, η+) 6= ∅〉 has the property that for
each η, Eη separates C-supp(j(p)) ∩ [η, η+). We want to finish the proof by
showing that s ∈ Eθ and thus u forces the desired property of the claim:

Assume for a contradiction that s 6∈Eθ and thus Eθ is bounded in s by
some α < s. Choose t ≤ p in G[κ, j(κ)) such that tα ≤ max j(t)∗∗γ =
max j(t)∗∗ξ ∈ Eθ. This is possible since there is p′ ≤ p in G[κ, j(κ)) such that
max j(p′)∗∗γ ≥ α and D := {t : ∀η ∀δ0, δ1 ∈ C-supp(t)∩ [η, η+) t max t∗∗δ0 =
max t∗∗δ1 ∈ Cη} is dense in P [κ, j(κ)), so we may choose t ∈ D ∩ G[κ, j(κ))
below p′. Then t is as desired. But u max j(t)∗∗γ ≤ sup r∗∗γ = s, thus u
forces that Eθ is not bounded by α below s, a contradiction as desired.

Claim 31. (qξ)⊕ ot fξ[sup r∗∗ξ ] ≥ sup(S-supp(r) ∩ θ).
Proof. Note that sup(S-supp(r) ∩ θ) is a limit ordinal and assume for a

contradiction that ∃u ≤ (qξ)⊕ u ot fξ[sup r∗∗ξ ] < α < sup(S-supp(r) ∩ θ)
for some α. Choose p ∈ G[κ, j(κ)) such that sup(S-supp(j(p)) ∩ θ) ≥ α
and ξ ∈ C-supp(j(p)). Now note that D := {t : t ∀η ∀δ ∈ C-supp(p) ∩
[η, η+) max t∗∗δ ≥ sup(S-supp(p) ∩ η) and fδ[max t∗∗δ ] ⊇ max t∗∗δ } is dense
in P [κ, j(κ)) below p. Choose t ∈ D ∩G[κ, j(κ)). Then j(t)  max(j(t)∗∗ξ ) ≥
sup(S-supp(j(p)) ∩ θ) ≥ α and fξ[max j(t)∗∗ξ ] ⊇ max j(t)∗∗ξ . Thus (qξ)⊕ ≤
j(t)�ξ⊕ ot fξ[sup r∗∗ξ ] ≥ ot fξ[max(j(t)∗∗ξ )] ≥ α, a contradiction.

Claim 32. If θ is inaccessible, then

sup(S-supp(r) ∩ θ) ≥ card(C-supp(r) ∩ [θ, θ+)).

Proof. The set

D := {p : ∀η inaccessible sup(S-supp(p) ∩ η) ≥ card(C-supp(p) ∩ [η, η+))}
is dense in P [κ, j(κ)). Hence

sup(S-supp(r) ∩ θ) =
⋃

p∈G[κ,j(κ))

sup(S-supp(j(p)) ∩ θ)

is greater than or equal to⋃
p∈G[κ,j(κ))

card(C-supp(j(p)) ∩ [θ, θ+)).
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So for every p ∈ G[κ, j(κ)), sup(S-supp(r) ∩ θ) ≥ card(C-supp(j(p)) ∩
[θ, θ+)). As P [κ, j(κ)) has a dense subset of size j(κ), it suffices to show
that sup(S-supp(r) ∩ θ) ≥ j(κ), which is true as j(κ) ∈ S-supp(r).

Claim 33. qξ forces that rξ has a P [j(κ), sup(S-supp(r) ∩ θ))-name.

Proof. Choose p ∈ G[κ, j(κ)) such that ξ ∈ C-supp(j(p)). Note that
D := {t ≤ p : ∀η ∀δ ∈ C-supp(p) ∩ [η, η+) t�δ tδ has a P [κ, sup(S-supp(t)
∩η))-name} is dense in P [κ, j(κ)) below p. Choose t ∈ D∩G[κ, j(κ)). Then
j(t)�ξ forces that j(t)ξ = rξ has a P [j(κ), sup(S-supp(j(t)) ∩ θ))-name. The
claim follows as sup(S-supp(j(t)) ∩ θ) ≤ sup(S-supp(r) ∩ θ).

Now by the above claims, we may set qot fξ[sup r∗∗ξ ] = rξ and q∗∗ξ =

r∗∗ξ ∪ {sup r∗∗ξ }, i.e. given that (qξ)⊕ is a condition in P [j(κ), ξ)⊕, we find
that qξ+1 is a condition in P [j(κ), ξ + 1). If ξ is a limit ordinal, then
qξ is a condition in P [j(κ), ξ), as for each ζ < ξ, qξ�ζ is a condition in
P [j(κ), ζ) inductively and qξ has appropriate supports. So we finally ob-
tain q ∈ P [j(κ), j2(κ)) which is below j′′G[κ, j(κ)), our desired master con-
dition. If we choose our P [j(κ), j2(κ))-generic G[j(κ), j2(κ)) to contain q
we have ensured that j′′G[κ, j(κ)) ⊆ G[j(κ), j2(κ)) and we may thus lift
the embedding j : V[Gκ] → M[Gj(κ)] to j : V[Gj(κ)] → M[Gj2(κ)]. But
in order to be able to further lift the embedding j, we have to demand a
little more of G[j(κ), j2(κ)): We will define a condition t ∈ P [j(κ), j2(κ)),
show that t and q are compatible, demand that G[j(κ), j2(κ)) contains
both t and q, and show how this helps us to deduce that j′′G[j(κ), j2(κ))
has a lower bound in P [j2(κ), j3(κ)). This will finally enable us to lift
j : V[Gj(κ)] → M[Gj2(κ)] to j : V[Gj2(κ)] → M[Gj3(κ)]. The further lift-
ings of j up to j : V[Gjω(κ)] → M[Gjω(κ)] then work the same way (more
precisely, it will be immediate to find q ∈ Pjω(κ) such that if we demand
that q ∈ Gjω(κ), then j′′Gjω(κ) ⊆ Gjω(κ)).

• Let c :=
⋃
{j(A) : A ⊆ [j(κ), j(κ)+), |A| < j(κ)}.

• Let d := sup(range(j) ∩ j2(κ)).

Note. Whichever G[j(κ), j2(κ)) we choose, if we then let

r :=
⋃

p∈G[j(κ),j2(κ))

j(p),

it will be the case that

C-supp(r) ∩ [j2(κ), j2(κ)+) = c

and sup r∗∗γ = d for γ ∈ C-supp(r) ∩ [j2(κ), j2(κ)+).

Definition of t. For every γ ∈ c, let Aγ be a maximal antichain in
P [j(κ), j(κ)+) which j-decides the bit at γ, in the sense that for every
a ∈ Aγ , j(a)�γ decides j(a)γ : this is possible as the set D of conditions
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p in P [j(κ), j(κ)+) such that p decides {pδ : δ ∈ C-supp(p)} and such that
γ ∈ C-supp(j(p)) is dense in P [j(κ), j(κ)+). But for any such p, j(p) decides
j(p)γ by elementarity. Now we let, for every γ ∈ c,

tot fγ [d] := {(a, ε) : a ∈ Aγ ∧ j(a)  j(a)γ = ε}.
Similar to Claim 30, one may show that ot fγ [d] is different for different
γ ∈ c. We let tδ = 1 for all δ which are not as above and let t∗∗δ = ∅ for
all δ. Note that each tδ is a P [j(κ), δ)-name, since d > j(κ)+. We need to
show that t has sufficiently small supports in order to be a condition in
P [j(κ), j2(κ)). The following is clearly sufficient:

Claim 34. card(c) ≤ d.

Proof. For each A ⊆ [j(κ), j(κ)+) of size less than j(κ), card(j(A)) ∈
range(j)∩ j2(κ). There are only j(κ)+-many possibilities for A and thus the
claim follows as d > j(κ)+.

Claim 35. t ‖ q.
Proof. For γ ∈ c, ot fγ [d] ≥ d. It suffices to note that whenever δ ∈

S-supp(q), then δ < d.

This allows us to demand that G[j(κ), j2(κ)) contains both q and t.

Lifting. We want to lift j : V[Gj(κ)] → M[Gj2(κ)] to j : V[Gj2(κ)] →
M[Gj3(κ)]. Let r =

⋃
p∈G[j(κ),j2(κ)) j(p). As before, one shows that r has

appropriate supports. We want to form q̃ out of r by setting, for every
γ ∈ C-supp(r),

q̃∗∗γ = r∗∗γ ∪ {sup r∗∗γ }, q̃ot fγ [sup r∗∗γ ] = rγ if card γ > j(κ).

Of course we want to set q̃γ = rγ for γ in S-supp(r) and let other compo-
nents have value 1̌. We want to show that q̃ is a condition in P [j2(κ), j3(κ)).
In that case, q̃ is obviously a lower bound for j′′G[j(κ), j2(κ)). Note that
since t ∈ G[j(κ), j2(κ)), it follows that g(ot fγ [sup r∗∗γ ]) = rγ for every
γ ∈ [j2(κ), j2(κ)+) (to be exact, there exists p ∈ G[j(κ), j2(κ)) such that
j(p)�γ decides rγ and thus forces the above), which shows that q̃�j2(κ)+ is
a condition in P [j2(κ), j2(κ)+). The rest of the proof that q̃ is a condition
in P [j2(κ), j3(κ)) works as in the proof for q above.

Master condition. Continue as above for ω-many steps, in this way defin-
ing a master condition u ∈ Pjω(κ) with the property that u ≤ j′′Gjω(κ), and
choose a Pjω(κ)-generic Gjω(κ) containing u. Let G∗jω(κ) := Gjω(κ) ∩ P ∗jω(κ).

Claim 36. G∗jω(κ) is P ∗jω(κ)-generic over M.

Proof. Suppose D ∈M is open dense on P ∗jω(κ) and write D as j(f)(a)
where dom(f) = Vjω(κ) and a ∈ Vjn+1(κ) for some n ∈ ω. We may assume
that every element of M is of this form. Choose p ∈ Gjω(κ) such that p
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reduces f(ā) below jn(κ) whenever ā belongs to Vjn(κ) and f(ā) is open
dense on Pjω(κ), in the sense that if q extends p then q can be further
extended into f(ā) without changing ujn(κ)(q). The existence of p as above
is shown similarly to the proof of Theorem 22, clause 8, using the fact that
Vjn(κ) has size jn(κ). Then j(p) belongs to j′′Gjω(κ) ⊆ G∗jω(κ) and reduces D
below jn+1(κ), i.e. if q ≤ j(p) then ∃r ≤ q r ∈ D ∧ ujn+1(κ)(r) = ujn+1(κ)(q).

Hence E := {q ∈ Pjn+2(κ) : q_j(p)[jn+2(κ), jω(κ)) ∈ D} is dense be-
low j(p)�jn+2(κ) in Pjn+2(κ). Since Gjn+2(κ) contains j(p)�jn+2(κ) and is
Pjn+2(κ)-generic over M, Gjn+2(κ) ∩ E 6= ∅. Choose a condition q in that
intersection. Then q_j(p)[jn+2(κ), jω(κ)) ∈ D ∩G∗jω(κ).

By the above, we obtain a lifted embedding j : V[Gjω(κ)]→M[G∗jω(κ)].
As P [jω(κ),∞) is jω(κ)+-distributive by Theorem 22, we may choose an
arbitrary P [jω(κ),∞)-generic G[jω(κ),∞), assume that j is given by an
ultrapower (19) and apply Lemma 3 of [11] to find a P ∗-generic G∗ extending
G∗jω(κ) and an elementary embedding j : V[G]→M[G∗] extending j : V→
M. As V[G]jω(κ) = Vjω(κ)[G∗jω(κ)] ⊆M[G∗], j witnesses ω-superstrength of
κ in V[G]. Theorem 25

Consequences of Local Club Condensation. It is easy to see that
Local Club Condensation implies ♦κ(E) for every regular κ and every sta-
tionary E ⊆ κ. The proof is very similar to the proof that ♦κ(E) holds
in L for every regular κ and every stationary E ⊆ κ: see e.g. [9] for both
that proof and the definition of ♦κ(E). ♦ω1 in fact already follows from
Stationary Condensation.

Local Club Condensation has interesting consequences for the existence
of locally definable well-orderings. We say that a class A of ordinals witnesses
Local Club Condensation iff the sequence 〈Lα[A] : α ∈ Ord〉 witnesses Local
Club Condensation in the sense of its original definition. The proof of The-
orem 25 shows that it is consistent to have A ⊆ Ord witnessing Local Club
Condensation in the presence of ω-superstrong cardinals.

Theorem 37. Suppose that A ⊆ Ord witnesses Local Club Condensa-
tion. Then for each limit cardinal κ (including ℵ0) and each n ∈ [2, . . . , ω],
there is a well-ordering of Hκ+n which is ∆1-definable over Hκ+n with pa-
rameter A ∩ κ+. If κ is inaccessible then A ∩ κ+ can be replaced by A ∩ κ
and we may also allow n = 1.

Proof. Suppose that α+ ≤ β < α++ and fβ is any bijection between
α+ and β. As A witnesses Local Club Condensation, we have: β ∈ A iff

(19) To say that j : V → M is given by an ultrapower means that every element of
M is of the form j(f)(a) where f has domain Hjω(κ) and a belongs to Hjω(κ).
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{γ<α+ : ot fβ[γ] ∈ A} contains a club, and β 6∈A iff {γ<α+ : ot fβ[γ] 6∈A}
contains a club. This gives a well-ordering of Hα++ = Lα++ [A] which is
∆1-definable over Hα++ with parameter A∩α+, namely the canonical well-
ordering of Lα++ [A]. By composing these definitions we get, for any limit
cardinal κ and any n ∈ [2, . . . , ω], a well-ordering of Hκ+n which is ∆1-
definable over Hκ+n with parameter A ∩ κ+. If κ is inaccessible, then we
can apply the same argument to show that A∩κ+ is ∆1-definable over Hκ+

from the parameter A ∩ κ.

Corollary 38. It is consistent with an ω-superstrong cardinal that
whenever κ is regular and uncountable, Hκ+ has a well-ordering which is
∆1-definable over Hκ+ with parameters.

In [2] and [3] the previous corollary is improved to eliminate the param-
eters. It is not possible to allow κ to be ω, as large cardinals imply that Hω1

has no definable well-ordering, even with parameters. The case of singular
κ is open.

Variations of the Local Club Condensation forcing. We can show
the following, using a (much simpler) variant of the forcing used to obtain
Local Club Condensation above:

Theorem 39. Assume κ is regular uncountable, 2κ = κ+ and κ<κ = κ.
Then there is a κ-strategically closed, κ+-cc forcing which forces a ∆1-
definable (from a parameter a ⊆ κ) well-order of Hκ+. Moreover, one can
additionally make a given ground model subset of Hκ+ ∆1-definable (from
the same parameter a ⊆ κ).

Proof sketch. The idea is to construct A ⊆ κ+ such that Hκ+ = Lκ+ [A]
and such that A is in fact ∆1-definable from A ∩ κ in Hκ+ . The predicate
A will look very much like a predicate witnessing Local Club Condensation.
Our forcing S to achieve this will be an iteration of length κ+ with sup-
ports of size less than κ. It will be similar to Pκ+ , the forcing P to obtain
Local Club Condensation (as defined in the section “Forcing Local Club
Condensation”) up to κ+, but we replace Pκ by κ-Cohen and we construct
the predicate A between κ and κ+ ourselves, where we successively choose
segments of size κ (instead of letting the generic choose segments of size
1 as we did when we forced Local Club Condensation) and use a slightly
enhanced version of the forcings Cα(g), which is capable of ensuring ap-
propriate condensation of those κ-sized segments of the predicate into the
generic below κ (Cα(g) only did this for a single bit of the predicate at α).
When constructing the predicate between κ and κ+, we have to take care
that in the final model, Hκ+ [A] = Lκ+ [A]. We will describe S in more detail
in the following:
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At stage 0, we force with κ-Cohen forcing and let g be the generic subset
of κ, and A ∩ κ = g. The iterands of S will be trivial in the interval (0, κ).
Choose, for each β ∈ [κ, κ+), some bijection fβ : κ→ β. If α ≥ κ, α = κ+ ξ,
we choose, at stage α of the iteration, a subset s of the interval dom s =
[κ · (1 + ξ), κ · (1 + ξ + 1)), let A� dom s = s and then force with C(s, g) to
ensure that we will be able to read off s from A ∩ κ: (p∗, p∗∗) is a condition
in C(s, g) iff

• p∗ is a subset of dom s of size less than κ, and
• p∗∗ is a closed, bounded subset of κ.

(q∗, q∗∗) extends (p∗, p∗∗) in C(s, g) iff

• q∗ ⊇ p∗,
• q∗∗ end-extends p∗∗, and
• ∀γ ∈ p∗ ∀η ∈ q∗∗ \ p∗∗ g(ot fγ [η]) = s(γ).

By careful book-keeping, it is easy to ensure that all relevant subsets of κ
which appear in intermediate models of the iteration S are inserted into the
predicate A at some stage, so that if a is any subset of κ in some intermediate
model of the iteration S, then a is an element of L[A∩α] for some α < κ+.
The forcing S is κ-strategically closed, which is seen similarly to the proof
of Theorem 22, clause 9. It is easy to see that S is κ+-cc, using the fact that
any two conditions in S which specify the same κ-Cohen condition and have
the same ∗∗-components are compatible (we can just take the union of their
∗-components to obtain a condition stronger than both). Now by the κ+-cc,
every subset of κ in the final model after forcing with S will appear in some
intermediate model of the iteration, thus we may infer that Hκ+ = Lκ+ [A].
Our forcing ensured that for any ordinal β ∈ [κ, κ+) and any bijection fβ
between κ and β, β ∈ A iff {γ < κ : ot fβ[γ] ∈ A} contains a club, and
β 6∈A iff {γ < κ : ot fβ[γ] 6∈A} contains a club. Thus, as in the proof of
Theorem 37, we now conclude that Hκ+ has a ∆1-definable well-order using
the parameter A ∩ κ.

To additionally make a given ground model subset x of κ+ ∆1-defin-
able from A ∩ κ within Hκ+ , we may for example choose A ∩ [κ, κ+)
slightly more carefully in the above so that for every γ < κ+, A(κ · (1 + γ))
= x(γ).

Remarks. (a) With more care, “κ-strategically closed” can be improved
to “κ-directed closed” in the statement of Theorem 39: It can be observed by
analyzing the strategy for strategic closure of the Local Club Condensation
forcing given in [13] (Definition 8.5 of “strategic belowness”, the forcing is
the same that we used to force Local Club Condensation in the present
paper, but the strategy witnessing strategic closure is quite different) that
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our forcing S has a κ-closed dense subset of conditions (20) By the nature
of the extension relation on S, it is easy to see that any κ-closed subset of
S is in fact κ-directed closed.

(b) A technique similar to the above is used in [12, Chapter IV], to make
the club filter restricted to any ground model costationary set S ∆1-definable
over Hκ+ in a parameter, preserving the stationarity of subsets of S. (This
argument however needs, in addition to the hypotheses of Theorem 39, the
extra hypothesis that κ is not the successor of a singular cardinal or at least
that κ+ ∈ I[κ+], the approachability property for κ+.)

(c) Philipp Lücke [16] has obtained a version of Theorem 39 when 2κ is
greater than κ+. Using “Kurepa tree coding” he shows that in this case there
are κ-closed, κ+-cc forcings which add a ∆2-definable wellorder of Hκ+ and
which make a given ground model subset of Hκ+ ∆1-definable over Hκ+ .

A possible future application of Local Club Condensation. We
can show the following variation of a theorem in [17], using a variation of
the proof given in that paper:

Theorem 40. Assume M is of the form L[A] and satisfies Acceptability,
Local Club Condensation and � at small cofinalities. If there is a proper
forcing extension V of M in which PFA(c+-linked) holds and τ = ωV

2 , then
[τ, (τ+)M] is Σ2

1-indescribable in M.

For the definition of a Σ2
1-indescribable interval of cardinals, we refer

the reader to [17], and for � at small cofinalities, we refer to [11]. It is
shown in [11] how to force � at small cofinalities and preserve various large
cardinals. A cofinality-preserving forcing will preserve � at small cofinalities.
As a corollary, we get the following:

Corollary 41. Assume ϕ(κ) is a large cardinal property of κ consis-
tency-wise weaker than a Σ2

1-indescribable interval [τ, τ+), such that we can
force Local Club Condensation and Acceptability by a cofinality-preserving
forcing which preserves ϕ(κ). Then it is consistent that ϕ(κ) holds but no
proper forcing extension satisfies PFA(c+-linked).

A positive answer to the following open question would not only be of
central importance for the Outer Model Programme but would also show

(20) A main observation is that the handling of separating clubs (see [13] for a def-
inition) is unnecessarily complicated in [13]. We can choose a separating club for every
v ⊆ [κ, κ+) of size less than κ in advance, by letting, for every {α0, α1} ⊆ [κ, κ+), C{α0,α1}
be a separating club for {α0, α1} and then for every v ⊆ [κ, κ+) of size less than κ, let
Cv :=

T
{α0,α1}⊆v C{α0,α1}. This gives us the property that Cv1 ⊆ Cv0 whenever v1 ⊇ v0.

Using this observation, it is not hard to see that the conditions p ∈ S such that all
p∗i and p∗∗i are ground model objects and CS

i∈supp(p)\{0} p
∗
i
3 |p(0)| = sup p∗∗i for every

i ∈ supp(p) \ {0} form a κ-closed dense subset of S.
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that the hypotheses of Theorem 40 and Corollary 41 are not vacuous in the
presence of very large cardinals:

Question 42. Given a model of Set Theory which satisfies GCH and
has (very) large cardinals, can we define a cofinality-preserving forcing to ob-
tain a model of Local Club Condensation and Acceptability while preserving
certain (very) large cardinals?

Note. In [13], it is shown how to force Acceptability by cofinality-pre-
serving forcing and preserve various large cardinals. In Theorem 25 of the
present paper and in [13], it is shown how to force Local Club Condensation
by cofinality-preserving forcing and preserve various large cardinals. The
question is whether it is possible to force both of these properties simulta-
neously (and witnessed by the same predicate A ⊆ Ord) while preserving
large cardinals.

Question 43. Is it possible to force a “fine structure theory”, preserving
ω-superstrongs? To what extent is Local Club Condensation consistent with
the failure of the combinatorial principle � and the nonexistence of morasses
(at various cardinals)?
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