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A sharp estimate of the measure of the set
of divergence of multiple orthogonal Fourier series

by

M. I. Dyachenko (Madrid and Moscow) and
K. S. Kazarian (Madrid and Yerevan)

Abstract. The aim of this paper is to obtain sharp estimates from below of the
measure of the set of divergence of the m-fold Fourier series with respect to uniformly
bounded orthonormal systems for the so-called G-convergence and λ-restricted conver-
gence. We continue the study begun in a previous work.

1. Introduction. The purpose of the present paper is to generalize to
the multi-dimensional case the following two theorems proved by one of the
authors [3].

Theorem A. Let Φ = {ϕn}∞n=1 be an orthonormal system on [0, 1]
uniformly bounded by M ≥ 1. Then there exists a function f ∈ L([0, 1])
whose Fourier series diverges at every point of some measurable set E with
µ(E) ≥ 1/M2.

Theorem B. Let M > 1 and let F ⊂ [0, 1] be measurable with µ(F ) =
1 − 1/M2. Then there exists a complete orthonormal system {ηn}∞n=1 on
[0, 1], uniformly bounded by M , such that the Fourier series of any integrable
function f ∈ L([0, 1]) with respect to this system converges to f almost
everywhere on F .

A detailed survey of the results about divergent Fourier series for the
trigonometric and other orthonormal systems (ONS) can be found in [6]
and [3]. We would like to mention that the starting point for the study
of divergent orthogonal Fourier series was Kolmogorov’s [5] proof of the
existence of an almost everywhere divergent Fourier series with respect to
the trigonometric system.
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Before presenting our results we make a few remarks on the above theo-
rems. The reader should observe that in the one-dimensional case the exact
estimate from below of the measure of the set of divergence for a Fourier
series is the same in the classes of uniformly bounded complete orthonormal
systems (CONS) and uniformly bounded ONS. For m-fold series, as will
be shown in the present paper, the corresponding estimates are different.
However, we show that in both cases the estimates are sharp.

Another new phenomenon in the multi-dimensional case concerns sets of
positive measure where some complete uniformly bounded orthonormal sys-
tem can converge almost everywhere. According to Theorem B for any mea-
surable set with incomplete measure there exists a uniformly bounded CONS
such that the given set has the desired property. In the multi-dimensional
case, it will be shown that not every set of positive measure can be a set of
convergence for m-fold Fourier series with respect to a uniformly bounded
CONS.

It is well known that in the multi-dimensional case one can consider var-
ious partial sums of the Fourier series of an integrable function. The aim of
this paper is to obtain sharp estimates from below for the measure of the set
of divergence of the m-fold Fourier series with respect to uniformly bounded
orthonormal systems for the so-called G-convergence and λ-restricted con-
vergence, which will be defined in the next section. G-convergence and λ-
restricted convergence are more general than, respectively, the spherical and
cubical convergence for m-fold series. In a previous work [1] the authors have
studied the same question for cubic partial sums. In the next section, after
giving the precise notation, we comment on the results obtained in that work.

2. Notation and results. Let Φ = {ϕn(x)}∞n=1 be an orthonormal
system (ONS) defined on [0, 1]. Then for m ≥ 2, we denote by Φ(m) =
{ϕn(x)}n∈Nm , where ϕn(x) = ϕn1(x1) · . . . · ϕnm(xm), the so-called product
system of Φ. If we suppose that the system Φ is complete then it is evident
that Φ(m) is a complete orthonormal system on [0, 1]m.

For every f ∈ L([0, 1]m), one can consider its Fourier expansion with
respect to the system Φ(m), i.e. the m-fold Fourier series

(1)
∞∑

n=1

an(f)ϕn(x) ≡
∞∑

n1=1

. . .

∞∑

nm=1

an(f)ϕn(x),

where

an(f) =
�

[0,1]m
f(t)ϕn(t) dt for n = (n1, . . . , nm) ∈ Nm.

In the multi-dimensional case, for different types of partial sums of the
series (1) the results can be quite different. In many questions of convergence
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of multiple series, if one deals with the so-called cubic partial sums the results
are very close to the one-dimensional case. For the series (1) the cubic partial
sums are defined as follows:

(2) SΦN (f)(x1, . . . , xm) =
N∑

n1=1

. . .
N∑

nm=1

an(f)ϕn(x),

where N ∈ N. If the partial sums (2) converge in some sense (pointwise on
a given set, in measure, in some metric) as N → ∞ then the series (1) is
said to converge cubically in the same sense. Otherwise, it diverges cubically
in the relevant sense.

We are going to study multi-variate series with respect to an ONS Φ =
{ϕn}∞n=1 defined on [0, 1] which satisfies

(3) |ϕn(x)| ≤M almost everywhere on [0, 1] for all n ≥ 1.

In what follows, we will denote by χE(·) the characteristic function of the
set E. The Lebesgue measures on R and Rm, m ≥ 2, will be denoted by µ
and µm, respectively.

In a previous article [1] we have obtained the following results:

Theorem C. Let Φ = {ϕn(x)}∞n=1 be a complete orthonormal system on
[0, 1] which satisfies (3), let m ≥ 2 and let Φ(m) be the corresponding product
system. Then there exists a function f(x) ∈ L([0, 1]m) whose Fourier series
with respect to Φ(m) diverges cubically everywhere on some measurable set
H ⊂ [0, 1]m with µm(H) ≥ 1− (1− 1/M2)m.

Theorem D. Let Φ = {ϕn(x)}∞n=1 be an orthonormal system on [0, 1]
which satisfies (3), let m ≥ 2 and let Φ(m) be the corresponding product
system. Then there exists a function f(x) ∈ L([0, 1]m) whose Fourier series
with respect to Φ(m) diverges cubically everywhere on some measurable set
H0 ⊂ [0, 1]m with µm(H0) ≥ 1/M2m.

The following example shows that the estimate of the measure of the set
of divergence in Theorem D cannot be strengthened. For any M > 1 one
can define the following orthonormal system Ψ . Let

ψn(t) =
{
M ·Wn(M2t) if t ∈ [0,M−2),

0 if t ∈ [M−2, 1],

where {Wn}∞n=1 is the Walsh system. Evidently the Fourier series with re-
spect to the system Ψ(m) converges on [0, 1]m \ [0,M−2)m for any regular
method of summation, in particular in any sense considered in this paper,
and µm([0, 1]m \ [0,M−2)m) = 1− 1/M2m.

The sharpness of the estimate of the measure of the set of divergence in
Theorem C is more complicated. Luckily the example constructed in [3] for
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this purpose in the one-dimensional case works also in the multi-dimensional
case. In [1] we proved the following

Theorem E. For any M > 1, natural m ≥ 2 and arbitrary measur-
able subset E ⊂ [0, 1] such that µ(E) = 1 − 1/M2 there exists a complete
orthonormal system Ψ on [0, 1] uniformly bounded by M such that the mul-
tiple Fourier series of any integrable function f ∈ L([0, 1]m) with respect to
the product system Ψ(m) converges cubically to f a.e. on Em.

λ-restricted convergence is more general than cubical convergence. For
k ∈ Nm and λ ≥ 1 we consider the λ-restricted partial sums

(4) SΦk (f)(x1, . . . , xm) =
k∑

n=1

an(f)ϕn(x) ≡
k1∑

n1=1

. . .

km∑

nm=1

an(f)ϕn(x),

where

(5)
1
λ
≤ ki
kj
≤ λ for any 1 ≤ i, j ≤ m.

If the partial sums (4) converge in some sense (pointwise on a given set,
in measure, in some metric) as |k| → ∞, where k satisfies (5), then the
series (1) is said to converge λ-restrictively in the same sense. Otherwise, it
diverges λ-restrictively in the relevant sense.

In the present paper we prove the following

Theorem 1. For any M > 1, natural m ≥ 2 and arbitrary measur-
able subset E ⊂ [0, 1] such that µ(E) = 1 − 1/M2 there exists a complete
orthonormal system Ψ on [0, 1], uniformly bounded by M, such that the mul-
tiple Fourier series of any integrable function f ∈ L([0, 1]m) with respect to
the product system Ψ(m) λ-restrictively converges to f a.e. on Em for any
λ ≥ 1.

In the proof we use the system constructed in [3].
The study of the so-called spherical partial sums

(6) SR(f)(x) =
∑

|n|≤R
an(f)ϕn(x),

where R > 1, usually leads to results that in many cases are surprisingly
different from the results for cubic partial sums.

In the present paper we give sharp estimates for the sets of divergence for
some general methods of summation which of course include the spherical
convergence.

Let G ⊂ [0, 1]m be a closed set that contains [0, δ]m for some δ > 0. For
R > 1 define
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RG =
{

x ∈ [0,∞)m :
1
R

x ∈ G
}
, SΦG,R(f)(x) =

∑

n∈RG
an(f)ϕn(x).

If limR→∞ SΦG,R(f)(x) exists in some sense, we will say that the series (1)
G-converges in the same sense. Otherwise, it G-diverges in the indicated
sense.

Let m ≥ 2. Denote by A(m) the class of closed convex sets in [0, 1]m

such that

1) µm(A) > 0 for all A ∈ A(m);
2) if x ∈ A ∈ A(m) then

∏m
j=1[0, xj ] ⊆ A.

The following two theorems hold.

Theorem 2. Let Φ = {ϕn(x)}∞n=1 be a complete orthonormal system on
[0, 1] which satisfies (3), let m ≥ 2 and let Φ(m) be the corresponding product
system. Then for any A ∈ A(m) there exists a function f(x) ∈ L([0, 1]m)
whose Fourier series with respect to Φ(m) A-diverges everywhere on some
measurable set H ⊂ [0, 1]m with µm(H) ≥ 1− (1− 1/M2)m.

Theorem 3. Let Φ = {ϕn(x)}∞n=1 be an orthonormal system on [0, 1]
which satisfies (3), let m ≥ 2 and let Φ(m) be the corresponding product
system. Then for any A ∈ A(m) there exists a function f(x) ∈ L([0, 1]m)
whose Fourier series with respect to Φ(m) A-diverges everywhere on some
measurable set H0 ⊂ [0, 1]m with µm(H0) ≥ 1/M2m.

The example constructed above shows the sharpness of the estimate in
Theorem 3. The sharpness of Theorem 2 is proved for sets that belong to
A(m) under an additional condition.

We will use the following notation. If A ∈ A(m) then for j = 1, . . . ,m
we put

αj = αj(A) = sup
x∈A

xj > 0, α(A) = max
1≤j≤m

αj(A),

β = β(A) = max
1≤i,j≤m

αi
αj
.

Let θ = {j1, . . . , jq} ⊂ Zm = {1, . . . ,m} be a nonempty set such that
θ = Zm \ θ = {i1, . . . , ip} 6= ∅. Then for every x ∈ Rm we write xθ =
(xj1 , . . . , xjq) and xθ = (xi1 , . . . , xip).

The following obvious proposition explains the choice of the class A(m).

Proposition 1. Let A ∈ A(m) and θ = {j1, . . . , jq} ⊂ Zm with θ =
Zm \ θ = {i1, . . . , ip} 6= ∅ and let y ∈ Rm be such that 0 ≤ yjs < αjs for all
1 ≤ s ≤ q. Then the set

A(θ,y) = {xθ ∈ [0, 1]p : x ∈ A and xl = yl for l ∈ θ}
belongs to the class A(m− card θ).



38 M. I. Dyachenko and K. S. Kazarian

In order to define a subclass of A(m) which we will use to obtain results
of positive type, we denote by A(m,d), d ≥ 1, the subset of all setsA ∈ A(m)
such that β(A(θ,y)) ≤ d for all θ = {j1, . . . , jq} ⊂ Zm with Zm \ θ 6= ∅ and
all y ∈ Rm, with 0 ≤ yjs < αjs for 1 ≤ s ≤ q.

For example, the unit sphere in Rm belongs to A(m, 1) for every m ≥ 2.
We set

A′(m) =
⋃

d≥1

A(m,d).

Remark 1. It is easy to check that A′(2) = A(2) and A′(m) 6= A(m)
for m ≥ 3.

Indeed, for m = 3 one can easily verify that the set

A = {(x, y, z) : 0 ≤ z ≤ 1, x, y ≥ 0, x+ y ≤ 1} ∈ A(3)

but A 6∈ A′(3). When m > 3 we take A× [0, 1]m−3 instead of A.

The following result holds.

Theorem 4. For any M > 1, natural m ≥ 2 and arbitrary measur-
able subset E ⊂ [0, 1] such that µ(E) = 1 − 1/M2, there exists a complete
orthonormal system Ψ on [0, 1], uniformly bounded by M, such that the mul-
tiple Fourier series of any integrable function f ∈ L([0, 1]m) with respect
to the product system Ψ(m) A-converges to f a.e. on the set Em for any
A ∈ A′(m).

We would like to indicate the differences that appear in the description
of sets of convergence for the one-dimensional and multi-dimensional cases.
First let us define precisely what we mean by a set of convergence.

Definition. Let Φ = {ϕn}∞n=1 be an orthonormal system on [0, 1],
m ≥ 2 and G ⊂ [0, 1]m a closed set. We will say that a measurable set
E ⊂ [0, 1]m is a set of G-convergence (resp. λ-restricted convergence) for
the product system Φ(m) if for any integrable function f ∈ L([0, 1]m) the
multiple Fourier series of f with respect to the system Φ(m) G-converges
(resp. λ-restrictively converges) almost everywhere on the set E .

In the one-dimensional case, according to Theorem B, any set of measure
1 − 1/M2 can be a set of convergence for some CONS uniformly bounded
by M.

By Theorem A we easily obtain the following assertion about sets of
G-convergence and λ-restricted convergence.

Remark 2. Let G ⊂ [0, 1]m be a convex set. If a measurable set E ⊂
[0, 1]m is a set of G-convergence (resp. λ-restricted convergence) for the
product system Φ(m), where Φ = {ϕn}∞n=1 is an orthonormal system on [0, 1]
that satisfies (3), then the measure of the projection of E on any coordinate
axis is less than or equal to 1− 1/M 2.
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In particular, we have the following concrete result.

Corollary 1. For every m ≥ 2 and for every ε > 0 there exists a set
E ⊂ [0, 1]m, with µ(E) = ε, such that for every uniformly bounded complete
orthonormal system Φ and for every convex set G ⊂ [0, 1]m, there exists
a function f ∈ L([0, 1]m) whose Fourier series with respect to the product
system Φ(m) G-diverges (resp. λ-restrictively diverges) on some measurable
set E1 ⊂ E with µ(E1) > 0.

3. Divergence. In this section we prove Theorems 2 and 3. For this
purpose we need a variant of the Saks Resonance Theorem (cf. [2]). Denote
by L0

X(dν) the space of measurable ν-almost everywhere finite functions
defined on X with the quasi-norm

‖f‖L0
X(dν) :=

�

X

|f(t)|
1 + |f(t)| dν(t).

Theorem F. Let X = [0, 1]m and Sn be a sequence of continuous linear
operators from LX(dµm) to L0

X(dµm). Then there exists a measurable set
Y ⊂ X such that for all f ∈ L([0, 1]m),

µ({t ∈ Y : sup
n∈N
|Sn(f)(t)| <∞}) = µ(Y );

and also
µ({t ∈ X \ Y : sup

n∈N
|Sn(f)(t)| =∞}) = µ(X \ Y )

except for f ∈ F 1, where F 1 is a set of the first category in L([0, 1]m).

The following simple result will be useful in the proofs of Theorems 2
and 3.

Lemma 1. Let A ∈ A(m) and ν be a natural number. Then for any
N > β(A)

α1(A) (m− 1)ν we have

(7) [0, α1(A) ·N − (m− 1)β(A)ν]× [0, ν]m−1 ⊂ NA.

Proof. According to the definition of β(A) we have

(0, . . . , 0︸ ︷︷ ︸
j−1

, α1(A)/β(A), 0, . . . , 0︸ ︷︷ ︸
m−j

) ∈ A for every j ∈ [2,m].

Since A is convex we see that for any j ∈ [2,m],
(
α1(A)− 1

N
(m− 1)β(A)ν, 0, . . . , 0︸ ︷︷ ︸

j−2

,
1
N

(m− 1)ν, 0, . . . , 0︸ ︷︷ ︸
m−j

)
∈ A.



40 M. I. Dyachenko and K. S. Kazarian

Again using the convexity of A we obtain
(
α1(A)− 1

N
(m− 1)β(A)ν,

1
N
ν, . . . ,

1
N
ν

)
∈ A.

Hence, since A ∈ A(m), we obtain (7).

Proof of Theorem 2. Note that since χ[0,1] ∈ L2([0, 1]), the series

∞∑

n=1

cnϕn(x), where cn =
1�

0

ϕn(t) dt,

converges in the L2-metric and consequently in measure to χ[0,1]. Hence,
some sequence of partial sums of the series converges a.e. on [0, 1] to χ[0,1].
This means that for a given γ > 0 there exists a polynomial

(8) Q(t) =
ν∑

n=1

cnϕn(t) >
1
2

for

(9) t ∈ Fγ ⊂ [0, 1], where µ(Fγ) > 1− γ.
By Theorem A we find a measurable subset E ⊂ [0, 1] and a function

g ∈ L([0, 1]) such that
µ(E) ≥ 1/M2

and the Fourier series of g with respect to the system Φ unboundedly diverges
on E.

For any l (1 ≤ l ≤ m) we define a function of m variables

fl(x) = fl(x1, . . . , xm) = g(xl)
m∏

j 6=l
Q(xj).

Evidently, fl ∈ L([0, 1]m) for all l (1 ≤ l ≤ m). The conditions imposed
on the sets that belong to the class A(m) are symmetric with respect to the
axes, thus the assertion of Lemma 1 remains true if in the formulation we
take any coordinate l (1 ≤ l ≤ m) instead of the first coordinate. For any
N > β(A)

αl(A) (m− 1)ν we can write

(10) SAN (fl)(x) = Sn(g)(xl)
m∏

j 6=l
Q(xj) + F (x1, . . . , xm),

where n is the greatest natural number for which
NA ⊇ Aνn = [0, ν]× . . .× [0, ν]︸ ︷︷ ︸

l−1

×[0, n]× [0, ν]× . . .× [0, ν]︸ ︷︷ ︸
m−l

.

Let Bνn = {k ∈ Aνn : kl > n and 0 ≤ kj ≤ ν for j 6= l}.
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By the above observation about Lemma 1 we have n > αl(A) · N
− (m − 1)β(A)ν − 1. Hence, for the function F defined in (10) we get the
estimate

‖F‖∞ ≤
∑

k∈Bνn

|ak(f)| ‖ϕk‖∞ ≤ (m− 1)β(A)νmM2m‖f‖1

≤ (m− 1)β(A)νmM2m‖g‖1.
Hence the Fourier series of fl(x) with respect to Φ(m) unboundedly A-
diverges on

ΘlFγ (E) = {(x1, . . . , xm) ∈ [0, 1]m : xi ∈ Fγ , i 6= l, and xl ∈ E}.
By (9) and Theorem F, for any any l (1 ≤ l ≤ m) there exists a function

hl ∈ L([0, 1]m) whose Fourier series with respect to Φ(m) unboundedly
A-diverges a.e. on the set

Hl = Θl(E) = {(x1, . . . , xm) ∈ [0, 1]m : xi ∈ [0, 1], i 6= l, and xl ∈ E}.
Another application of Theorem F yields a function f ∈ L([0, 1]m) whose

Fourier series with respect to Φ(m) unboundedly A-diverges a.e. on the set

H =
m⋃

l=1

Hl =
m⋃

l=1

Θl(E).

To finish the proof of Theorem 2 we only need to check that

µm([0, 1]m \ H) = µm

(
[0, 1]m \

m⋃

l=1

Hl

)
≤
(

1− 1
M2

)m
.

Hence

µm(H) ≥ 1−
(

1− 1
M2

)m
.

Proof of Theorem 3. The proof is similar to the proof of Theorem 2. Let
g and E be as in the latter proof. Now we define a function of m variables

f0(x) = f0(x1, . . . , xm) = g(x1)
m∏

j≥2

ϕ1(xj).

Let
F ∗r = {t ∈ [0, 1] : |ϕ1(t)| ≥ 2−r/2m}.

Then it follows that

1 =
�

[0,1]

|ϕ1(t)|2 dt =
�

F ∗r

|ϕ1(t)|2 dt+
�

[0,1]\F ∗r

|ϕ1(t)|2dt

≤M2µ(F ∗r ) + 2−r/m.
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Hence, lim infr→∞ µ(F ∗r ) ≥ 1/M2 and

µ(F ∗) ≥ 1/M2, where F ∗ = lim sup
r→∞

F ∗r .

The same arguments as in the proof of Theorem 2 show that there exists a
function f ∈ L([0, 1]m) whose Fourier series with respect to Φ(m) unbound-
edly A-diverges on the set

H0 = Θ1
F ∗(E) = {(x1, . . . , xm) ∈ [0, 1]m : xi ∈ F ∗, i ≥ 2, and x1 ∈ E}.

Evidently, µm(H0) ≥ 1/M2m.

4. Convergence

Proof of Theorem 1. Without loss of generality we may assume that
E = [0, 1− 1/M2], since in general using the function ξ(x) = µ((0, x) ∩ E)
one can establish a measure-preserving mapping of E onto the segment
[0, µ(E)]. For simplicity of notation we suppose M =

√
2.

Under the above assumptions we can show that the system {ηn}∞n=1
constructed in [3] can serve as an example which proves the assertion of
Theorem 1. One only needs to use the fact that the m-fold Fourier–Haar
series λ-restrictively converges almost everywhere and to repeat the proof
of Theorem E with simple modifications.

But there is also another way to prove Theorem 1, which seems sim-
pler. We can define a permutation of the system {ηn}∞n=1 such that for the
resulting system Ψ , λ-restrictive convergence of the multiple Fourier series
of any integrable function with respect to Ψ(m) follows from the cubical
convergence of the series with respect to the product system of {ηn}∞n=1.

We are going to use the same idea in the proof of Theorem 4. To avoid
repetition we will give here only a vague idea of the proof. For the reader who
is going to read the proof of Theorem 4 it will be useful to get acquainted
with the idea of the proof in a geometrically simpler case.

To present that idea we recall the following property of the system
{ηn}∞n=1 (see [3]): there exist a sequence of measurable sets

(11) A1 ⊂ A2 ⊂ . . . ,
∞⋃

r=1

Ar = [0, 1/2),

and an infinite subsystem Φ1 = {ηνk}∞k=1, ν1 < ν2 < . . . , of {ηn}∞n=1 such
that for every r there is Nr for which

(12) ηνk(x) = 0 for all x ∈ Ar and k ≥ Nr.
Let {µk}∞k=1 be the increasing subsequence of natural numbers such that

{µk}∞k=1 ∪ {νk}
∞
k=1 = N,(13)

{µk}∞k=1 ∩ {νk}
∞
k=1 = ∅.(14)
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Let
ψ1 = ην1 , ψ2k2 = ηµk for k = 1, 2, . . . ,

and for any j ∈ N with 2k
2
< j < 2(k+1)2

k = 1, 2, . . . , put

ψj = ηνj−k .

According to the construction of the system Ψ, for any λ ≥ 1 and n ∈ N
we can find N = N(λ, n) such that for any k = (k1, . . . , km) that satisfies
(5) and min1≤i≤m ki ≥ N, the partial sum

k1∑

n1=1

. . .

km∑

nm=1

an(f)ψn(x)

is equal on An to some cubic partial sum of the Fourier series of f with
respect to the m-fold product system of {ηn}∞n=1 plus a number, depending
only onm, of additional terms, which can be estimated by maximal functions
using the inequalities for cubic partial sums established in [1].

Now we turn to the proof of Theorem 4, where this idea will be realized
in a more complicated situation.

Proof of Theorem 4. Again as in the proof of Theorem 1, without loss
of generality, we may assume that E = [0, 1− 1/M 2] and M =

√
2. We also

assume that α(A) = 1.
First of all we point out all those properties of {ηn}∞n=1 which will allow

us to prove Theorem 4.
We will use some properties of the Haar system. The Haar functions may

be defined in the following manner: For all t ∈ [0, 1], let h1(t) = 1, and for
k = 0, 1, 2, . . . and j = 1, 2, . . . , 2k, let

h
(j)
k (t) =





2k/2 if (2j − 2)/2k+1 < t < (2j − 1)/2k+1,

−2k/2 if (2j − 1)/2k+1 < t < 2j/2k+1,

0 otherwise,

and for n = 2k + j, let hn = h
(j)
k .

The support of the Haar function hn will be denoted by ∆n or ∆(j)
k .

Let

hn(x) =
{√

2hn(2x) if x ∈ (0, 1/2),

0 if x ∈ (1/2, 1],

hn(x) =
{

0 if x ∈ [0, 1/2],√
2hn(2x− 1) if x ∈ (1/2, 1].

The system {ηn}∞n=1 is constructed so that for a certain increasing se-
quence {lj}∞j=0 of numbers with l0 = 1 there exist numbers 1 ≤ κn < 2n
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such that
lim
n→∞

κn
2n

= 1

and for n = 2, 3, . . . and 1 ≤ j ≤ κn, 1 ≤ i ≤ 22n, 1 ≤ ν ≤ 2n+3,

(15) ηln−1+(j−1)23n+3+(i−1)2n+3+ν(x) = 2−n2−(n+3)/2h
(j)
n (x) if x ∈ An,

where

An =
κn⋃

l=1

∆(l)
n .

Moreover for any x ∈ (0, 1/2) there exists nx ∈ N such that for all
φ ∈ L[0, 1] and n ≥ nx,

Sln(φ, x) =
ln∑

k=1

ak(φ)ηk(x) =
2n∑

i=1

bi(φ)hi(x),

where

(16) ak(φ) =
1�

0

φ(t)ηk(t) dt, bi(φ) =
1�

0

φ(t)hi(t)dt.

If we put
kn(j) = ln−1 + (j − 1)23n+3

then for all n = 2, 3, . . . and 1 ≤ j ≤ κn,

(17)
kn(j+1)∑

k=1

ak(f)ηk(x) =
2n−1∑

l=1

bl(f)hl(x) +
j∑

i=1

bni (f)h(n)
i (x) if x ∈ An.

One has to observe that

ηk(x) = 0 if x ∈ An and kn(κn) < k ≤ ln.
Let SN (f,x) be the cubic partial sums of the Fourier series of f ∈

L([0, 1]m) with respect to the m-fold product system of {ηn}∞n=1. If we set
l = (l, . . . , l) ∈ Nm, where kn(κn) < l ≤ ln, then

(18) Sl(f,x) =
�

[0,1]m

f(t)
m∏

p=1

Dl(xp, tp) dt1 . . . dtm,

where

Dl(x, t) =
l∑

k=1

ηk(x)ηk(t).

By Schauder’s lemma about the partial sums of Fourier–Haar series and
(17), (18) we obtain

(19) |Skn(j)(f,x)| ≤Mm(f,x), x ∈ Amn ,
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where kn(j) = (kn(j), . . . , kn(j)), and Mm(f,x) is the standard maximal
function taken over cubes with sides parallel to the axes in [0, 1]k.

We notice that An ⊂ An+1 ⊂ . . .→ (0, 1/2), off a denumerable set.
Thus we have to take care of the partial sums Sl(f,x), where l = (l, . . . , l)

and ln−1 < l ≤ kn(κn). So we can suppose in our further deduction that the
numbers n and j are fixed; for simplicity we suppress them in the notation.
Let Υ = supph(j)

n , Υ ∗ = supph(j)
n , and for any x ∈ An, x 6∈ Υ denote by

∆(x) the largest dyadic interval where all the functions on the right side of
(17) are constant and x ∈ ∆(x).

The partial sums of the Fourier series of a function φ with respect to the
system {ηn}∞n=1 also have the following property: for all n = 2, 3, . . . and
1 ≤ j ≤ κn, 1 ≤ i ≤ 22n,

Skn(j)+i22n(φ, x)− Skn(j)+(i−1)22n(φ, x) =
1�

0

φ(t)g(n)
ji (t) dt g(n)

ji (x),

where

g
(n)
ji (x) = 2−nh

(j)
n (x) + 2−n

22n∑

l=2

hl(i2−n − 2−n−1)h(j)
n (x)rNn+l(x),

where rn(t) = sgn(sin 2nπt), n ∈ N, are the Rademacher functions and Nn
is some natural number. It was shown in [4] that for x ∈ An,

∣∣∣
l∑

i=1

1�

0

φ(t)g(n)
ji (t) dt g(n)

ji (x)
∣∣∣ ≤ 6(µ(Υ ∗))−1

�

Υ ∗

|φ(t)| dt · χΥ (x).

Thus

(20) |Skn(j)+i22n(φ, x)− Skn(j)(φ, x)| ≤ 6(µ(Υ ∗))−1
�

Υ ∗

|φ(t)| dt · χΥ (x).

Finally, in [4] it was also shown that for all n = 2, 3, . . . and 1 ≤ j ≤ κn,
1 ≤ i ≤ 22n, 1 ≤ ν ≤ 2n+3, and all x ∈ An,

(21) |Skn(j)+(i−1)i22n+ν(φ, x)− Skn(j)+(i−1)22n(φ, x)|

≤ 2−3n/2+1
1/2�

0

|φ(t)h
(j)
n (t)| dt+ 6

1�

1/2

|φ(t)| dt ≤ 6‖φ‖1.

Using (20), (21) and (17) we find that for all l (kn(j) < l ≤ kn(j + 1)),

(22) Sl(φ, x) = λl(x) if x ∈ Υ,
where

(23)
1
6
|λl(x)| ≤

(
1

µ(Υ )

�

Υ

|φ(t)| dt+
1

µ(Υ ∗)

�

Υ ∗

|φ(t)| dt+ ‖φ‖1
)
χΥ (x),
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and

(24) Sl(φ, x) =
1

µ(∆(x))

�

∆(x)

φ(t) dt if x ∈ An and x 6∈ Υ.

The last formula follows immediately from (17) upon recalling Schauder’s
lemma about the partial sums of Fourier–Haar series. From (24) we deduce
that if x ∈ Amn and xν 6∈ Υ for all 1 ≤ ν ≤ m, then

(25) Sl(f,x) =
1

µm(∆(x))

�

∆(x)

f(t) dt,

where x = (x1, . . . , xm) and ∆(x) =
∏m
p=1 ∆(xp).

Let us see what happens if for some indices θ = {jν}qν=1 with q < m
we have xjν ∈ Υ and xi 6∈ Υ for i 6= jν , 1 ≤ ν ≤ q. Recall the notation
θ = Zm \ θ = {i1, . . . , ip} 6= ∅ and

∆(xθ) =
m−q∏

ν=1

∆(xiν )

and

(26) fθ(tθ,xθ) =
1

µm−q(∆(xθ))

�

∆(xθ)

f(t) dtθ,

where dtθ = dti1 . . . dtip .
In [1] we have proved that

(27) |Sl(f,x)| ≤ 12m
∑

ω

∑

σ

Mm−cω(fθ; yω′ ,xθ),

where Mk(F, u) is the standard maximal function of F taken over cubes with
sides parallel to the axes in [0, 1]k; the first sum is taken over all possible
subsets ω ⊂ θ, cω = cardω, ω′ = θ \ω; the second sum is taken over all pos-
sible 0-1 vectors in Rcω′ , tω′ = (tjν1 , . . . , tjνcω′

), where ω′ = (jν1 , . . . , jνc
ω′

);

and also ∆ω′σ(x) =
∏cω′
p=1 Υσp , where Υσp = Υ if σp = 0 and Υσp = Υ ∗ if

σp = 1, σ = (σ1, . . . , σcω′ ); and yjνi = xνi if σνi = 0 and yjνi = xjνi + 1/2 if
σνi = 1.

If x ∈ Υm, as above we obtain an estimate similar to (27).
Now, in order to construct the rearrangement of the system {ηn}∞n=1

which will satisfy the conditions of Theorem 4 we divide it into two parts:
Φ1 = {ηnk(x)}∞k=1, n1 < n2 < . . . , where {nk}∞k=1 =

⋃∞
n=2{i ∈ N : ln−1 <

i ≤ kn(κn)}, and Φ2 = {ηmk}∞k=1, m1 < m2 < . . . , are those functions of
the system {ηn}∞n=1 which do not belong to Φ1. We define a rearrangement
of the system {ηn}∞n=1 in the following manner:
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LetΠ = {pk}∞k=1 be an increasing sequence of natural numbers satisfying
the recurrent inequalities

(28) ps+1 > (s+ 1)mps, p1 = 1,

for all s = 1, 2, . . . Then we put ψ1 = ηn1 and

(29) ψpk = ηnk for all k ≥ 2

and for any natural j such that pk−1 < j < pk, p0 = 1, we put

(30) ψj = ηmj−k .

Denote the resulting system by Ψ.
Further we have to apply the following simple statement.

Lemma 2. Let d ≥ 1 and U ∈ A(m,d). If s ≥ max(2, d) and R ≥ ps,
then [0, ps−1]m ⊂ RU .

Proof. Note that

(0, . . . , 0︸ ︷︷ ︸
j−1

, ps/d, 0, . . . , 0︸ ︷︷ ︸
m−j

) ∈ RU for every j ≥ 1.

By (28),
(0, . . . , 0︸ ︷︷ ︸

j−1

,mps−1, 0, . . . , 0︸ ︷︷ ︸
m−j

) ∈ RU,

and by convexity (ps−1, . . . , ps−1) ∈ RU, which implies the statement of
Lemma 2.

Now let d0 ≥ 1 be such that A ∈ A(m,d0). Denote by s0 the minimal
natural number such that s0 ≥ max(2, d0). Take any R ≥ ps0 . Then we can
find an s = s(R) such that ps ≤ R < ps+1. Let θ = {j1, . . . , jq} ⊂ Zm be a
set for which

(31) U(R) = {nθ ∈ [1, ps+1 − 1]m−q : n ∈ RA and nk = ps for k ∈ θ}
is not empty and put θ = Zm \ θ = {i1, . . . , ip} 6= ∅.

Let

(32) BR(f,xθ) =
∑

nθ∈U(R)

bnθψnθ (xθ),

where

bnθ =
�

[0,1]m

f(t)
∏

ν∈θ
ψps(tν)ψnθ(tθ) dt, ψnθ(xθ) =

∏

ν∈θ
ψnν (xν).

Lemma 3.
sup
R≥ps0

|BR(f,xθ) · sign[ψnθ(xθ)]| <∞

almost everywhere on [0, 1/2)m.
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Proof. According to (11) it suffices to prove the assertion on the sets
Amr for any r ∈ N. By (12) we can find sr ≥ s0 such that any function ηnk
for k ≥ sr vanishes on [0, 1/2) \ Ar and the functions ηmk vanish on Ar.
Denote by p′ > ps0 the corresponding number for which any function ψps
for ps ≥ p′ vanishes on [0, 1/2) \ Ar (cf. (29)) and the functions ψl, l ≥ p′,
l 6∈ {ps}, vanish on Ar. Evidently we obtain the assertion of Lemma 3 if we
prove that

(33) sup
R≥p′

|BR(f,xθ) · sign[ψnθ(xθ)]| <∞

almost everywhere on Amr .

We prove the above inequality by induction on the cardinality of θ. If
card θ = 1 then the inequality follows easily from (22)–(24) and (27). Now
suppose that (33) is true for any θ = {j1, . . . , jq} ⊂ Zm such that card θ <
γ < m and let us prove it for any θ = {j1, . . . , jq} ⊂ Zm such that card θ = γ.
Let

U∗(R) = {xθ ∈ [0, 1]γ : x ∈ A and xk = ps/R for k ∈ θ}.
According to Proposition 1, U∗(R) ∈ A(γ). If α(U∗(R)) · R ≤ p′ then we
can write the following estimate:

|BR(f,xθ) · sign[ψnθ(xθ)]| < (p′M2)
γ‖f‖1.

Otherwise, if α(U∗(R))·R > p′ we find σ such that pσ ≤ α(U∗(R))·R < pσ+1

and let Γ be the set of all those θ∗ ⊂ θ for which

V (θ∗) = {nθ∗ ∈ [1, pσ+1 − 1]γ−q
∗

: R−1n ∈ U∗(R) and nk = pσ for k ∈ θ∗}
is not empty, where q∗ = card θ∗. Let σ∗ ≤ σ − 1 be the maximal number
such that V (θ∗) ⊇ [1, pσ∗ ]γ−q

∗
and let Ωθ∗ ⊂ V (θ∗) be the subset of all

those vectors from V (θ∗) whose kth coordinates, where k ∈ θ∗, are equal
to pσ∗ .

Thus we can write

|BR(f,xθ)| =
∣∣∣
∑

nθ∈U(R)

bnθψnθ(xθ)
∣∣∣ ≤

∣∣∣
∑

‖nθ‖∞≤pσ−1

bnθψnθ(xθ)
∣∣∣

+
∑

θ∗∈Γ

∣∣∣
∑

nθ∈Ωθ∗
bnθψnθ(xθ)

∣∣∣.

It is evident that cardΓ ≤ Cm, where Cm > 0 depends only on m. By the
induction hypothesis we have

sup
R≥p′

∣∣∣
∑

nθ∈Ωθ∗
bnθψnθ(xθ)

∣∣∣ <∞.

Hence by (27), the proof of Lemma 3 is finished.
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To finish the proof of Theorem 4 we write

SΨA,R(f)(x) =
∑

n∈RA
an(f)ψn(x)(34)

=
∑

‖n‖≤ps−1

an(f)ψn(x) +
∑

‖n‖>ps−1,n∈RA
an(f)ψn(x),

where ps ≤ R < ps+1. If Γ ∗ is the set of all θ = {j1, . . . , jq} ⊂ Zm for which
(31) holds then the second sum on the right side of the above equality can
be estimated by

∑

θ∈Γ ∗

∣∣∣
∑

n∈Ωθ

an(f)ψn(x)
∣∣∣,

where Ωθ ⊂ RA is the subset of all those vectors from RA whose mk-
coordinates, where k ∈ θ, are equal to ps. By (15) we have

lim
s→∞

‖ψps‖L∞[0,1/2] = 0.

Hence, by Lemma 3 we see that almost everywhere on [0, 1/2]m,

lim sup
R→∞

∑

n∈Ωθ

an(f)ψn(x) = 0.

But cardΓ ∗ ≤ Cm, where Cm > 0 depends only on m. Thus we deduce the
convergence almost everywhere on [0, 1/2]m of the partial sums

SΨA,R(f)(x)

from the convergence almost everywhere on [0, 1/2]m of the first sum on the
right side of (34).
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