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Maximal regularity for a class of integro-differential
equations with infinite delay in Banach spaces

by

Valentin Keyantuo (Puerto Rico) and Carlos Lizama (Santiago)

Abstract. We use Fourier multiplier theorems to establish maximal regularity results
for a class of integro-differential equations with infinite delay in Banach spaces. Concrete
equations of this type arise in viscoelasticity theory. Results are obtained for periodic
solutions in the vector-valued Lebesgue and Besov spaces. An application to semilinear
equations is considered.

1. Introduction. Initiated by L. Weis in [32] (see also [31]), the use
of operator-valued Fourier multipliers in the investigation of maximal reg-
ularity for abstract differential equations has been very successful of late.
For some recent papers on the subject, we refer to [3], [5], [2] and the ref-
erences cited there. Maximal regularity has proven very useful in handling
some concrete nonlinear evolution equations, as evidenced by the papers
[2] and [24] which deal with the Navier–Stokes equations of fluid dynamics.
For the use of maximal regularity in integro-differential equations, we men-
tion among others the works of Da Prato and Clément [11], Sforza [28] and
Prüss’s monograph [26].

In the present article, we consider the following integro-differential equa-
tion with infinite delay:

(1.1) γ0u
′(t) +

d

dt

( t�

−∞
b(t− s)u(s) ds

)
+ γ∞u(t)

= c0Au(t)−
t�

−∞
a(t− s)Au(s) ds+ f(t), t ∈ R.

Here, γ0, γ∞, c0 are constants and a(·), b(·) ∈ L1(R+). Equations of the
form (1.1) appear in a variety of applied problems. They typically arise in
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mathematical physics by some constitutive laws pertaining to materials with
memory when combined with the usual conservation laws such as balance
of energy or balance of momentum. For details concerning the underlying
physical principles, we refer to Coleman–Gurtin [13], Lunardi [23], Nunziato
[25], and Prüss [26] (particularly Chapter II, Section 9).

We study equation (1.1) in various spaces of 2π-periodic vector-valued
functions: Lp(0, 2π;X), Cα(0, 2π;X) (Hölder spaces), Bs

pq(0, 2π;X) (Besov
spaces) where the parameters satisfy 1 ≤ p, q ≤ ∞, s ∈ R, 0 < α < 1.
Here X is a Banach space, A : D(A) ⊂ X → X is a (not necessarily densely
defined) closed linear operator and f is an X-valued function defined on
[0, 2π].

Hölder-continuous solutions for the full equation (1.1) have been studied
on the real line by Lunardi [23] in the case where A is, e.g., the Laplace
operator in a bounded domain Ω ⊂ RN and the Banach space is X =
C(Ω). Da Prato and Lunardi [14] investigated periodic solutions of equation
(1.1) in the case b(·) ≡ 0 (see also Da Prato–Lunardi [15]). Clément and
Da Prato [11] studied equation (1.1) on the real line in the case where
a(·) ≡ 0 and obtained maximal regularity results in Sobolev and Hölder
spaces as well as the space of bounded uniformly continuous functions. The
results of [11] were then used by Sforza [28] to derive global existence and
uniqueness results for the associated semilinear problem. We note that their
results do not include the Lebesgue scale Lp (except when p = 2, in which
case Plancherel’s theorem is available). A key assumption in all the above-
mentioned works is that A generates an analytic semigroup (not necessarily
strongly continuous). However, they also treat more general operator-valued
kernels.

Our results use, on the one hand, recent papers by Arendt–Bu [5], [6],
Arendt–Batty–Bu [3] where the above problem is studied with a(·) ≡ 0,
b(·) ≡ 0 and, on the other hand, Keyantuo–Lizama [20] where the problem
(1.1) is studied in the case b(·) ≡ 0 and γ∞ = 0. One remarkable fact is
that in the context of resolvents of closed linear operators in Banach spaces,
Lp-multipliers can be completely characterized. See for example [5, Theorem
2.3] and [6, Theorem 4.1] for a precise formulation of this result. The fact
that one obtains a complete characterization of well-posedness contrasts
with the earlier approaches mentioned above.

We obtain maximal regularity in all the above spaces: Lebesgue–Bochner,
Hölder and Besov spaces. In the case of Hölder spaces, which was considered
by Da Prato–Lunardi [14, Theorem 2.3], [15, Theorem 4.3], the result ob-
tained is a complete and very simple characterization of maximal regularity.
The conditions that we impose on the kernel a(·) are satisfied by a large class
of functions, including the cases a(t) =

∑n
j=1 cje

−αjt, b(t) =
∑m

j=1 dje
−βjt
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where αj , βj , cj , dj are positive real numbers and n,m ∈ N. These corre-
spond to the most common kernels encountered in the applications.

In contrast with the above papers on the subject our assumptions are
weaker. We do not make any parabolicity assumption on the operator A,
not even that A generates a semigroup. Moreover, we obtain the results in
all the spaces indicated in the first paragraph above.

The paper is organized as follows: in Section 2, we prove a general max-
imal regularity result for (1.1) in the Lebesgue–Bochner spaces Lp(0, 2π;X)
and the Besov spaces Bs

pq(0, 2π;X) (in particular the space Cα(0, 2π;X)) of
Hölder-continuous functions in terms of operator-valued Fourier multipliers.
In Section 3, we give conditions on the data ensuring applicability of the
result established in Section 2. In the case of Lp(0, 2π;X), 1 < p < ∞, the
result involves UMD-spaces and R-boundedness as well as a condition on
the resolvent of A. In the other cases, the theorems involve only bounded-
ness of the resolvent and are therefore suitable for the applications. In the
last section, we apply the results to a semilinear problem.

2. A general maximal regularity result. In this section, we establish
a general maximal regularity result for periodic solutions of equation (1.1)
in the vector-valued Lebesgue and Besov spaces. The result is in terms of
operator-valued Fourier multipliers. Thus, we consider the problem





γ0u
′(t) +

d

dt

( t�

−∞
b(t− s)u(s) ds

)
+ γ∞u(t)

= c0Au(t)−
t�

−∞
a(t− s)Au(s) ds+ f(t), 0 ≤ t ≤ 2π,

u(0) = u(2π).

(2.1)

For a function f ∈ L1(0, 2π;X), we denote by f̂(k), k ∈ Z, the kth
Fourier coefficient of f :

f̂(k) =
1

2π

2π�

0

e−k(t)f(t) dt,

where ek(t) = eikt, t ∈ R.
Let u ∈ L1((0, 2π);X). We denote again by u the periodic extension

to R. Let a ∈ L1(R+). We first observe from

F (t) :=
t�

−∞
a(t− s)u(s) ds =

∞�

0

a(s)u(t− s) ds(2.2)

that F is bounded and periodic of period T = 2π as u. Now using Fubini’s
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theorem and (2.2) we obtain, for k ∈ Z,

F̂ (ik) =
1

2π

2π�

0

e−iktF (t) dt =
1

2π

2π�

0

e−ikt
∞�

0

a(s)u(t− s) ds dt

=
1

2π

2π�

0

e−ik(t−s)
∞�

0

e−iksa(s)u(t− s) ds dt

=
1

2π

2π�

0

e−ik(t−s)u(t− s) dt
∞�

0

e−iksa(s) ds

and hence

F̂ (k) = ã(ik)û(k), k ∈ Z,(2.3)

where ã(λ) = � ∞0 e−λta(t) dt denotes the Laplace transform of a. This is a
key identity in our investigations.

Let X,Y be Banach spaces. We denote by L(X,Y ) the set of all bounded
linear operators from X to Y . When X = Y , we simply write L(X). The
identity operator on X will be denoted by I. For a linear operator A on X
with domain D(A), we denote its resolvent set by %(A).

For results about operator-valued Fourier multipliers and R-boundedness
(which we use in the next section), we refer to Amann [1], Bourgain [7],
Clément–de Pagter–Sukochev–Witvliet [12], Weis [31, 32], Girardi–Weis
[18], [19], Clément–Da Prato [11] and Arendt–Bu [5]. Here, we will merely
recall the appropriate definitions.

We shall frequently identify the spaces of (vector- or operator-valued)
functions defined on [0, 2π] with their periodic extensions to R. Thus, in
this section, we consider the space Lp2π(R;X) (denoted also Lp(0, 2π;X),
1 ≤ p ≤ ∞) of all 2π-periodic Bochner measurable X-valued functions f
such that the restriction of f to [0, 2π] is p-integrable.

Definition 2.1. For 1 ≤ p ≤ ∞, we say that a sequence {Mk}k∈Z ⊂
L(X,Y ) is an Lp-multiplier if for each f ∈ Lp(0, 2π;X) there exists u ∈
Lp(0, 2π;Y ) such that

û(k) = Mkf̂(k) for all k ∈ Z.
In the case of Besov spaces (see e.g. [6], [10], [30, p. 195]), we have the

following.

Definition 2.2. Let X and Y be Banach spaces and let {Mk}k∈Z ⊂
L(X,Y ). We will say that {Mk}k∈Z is a Bs

p,q-multiplier if for each f ∈
Bs
p,q(0, 2π;X) there exists u ∈ Bs

p,q(0, 2π;Y ) such that

û(k) = Mkf̂(k) for all k ∈ Z.
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From the uniqueness theorem of Fourier series, it follows that u is uniq-
uely determined by f .

Remark 2.3. It is clear from the definitions that if {Mk}k∈Z ⊂ L(X,Y )
and {Nk}k∈Z ⊂ L(Y,Z) are Fourier multipliers then {NkMk}k∈Z ⊂ L(X,Z)
is a Fourier multiplier as well.

We note that periodic vector-valued Besov spaces were only introduced
recently (see the paper [6] where Fourier multipliers in this context are
studied for the first time), in contrast with periodic Hölder spaces which
had been used in the literature previously. Periodic Besov spaces in the
scalar case, also known as Lipschitz spaces, are much older (see e.g. [10,
Chapter 4] and [30] and the references cited there).

We denote by Y = Y(X) any of the following spaces of X-valued func-
tions: Lp(0, 2π;X), 1 ≤ p ≤ ∞, Bs

p,q(0, 2π;X), 1 ≤ p, q ≤ ∞, s > 0.
Moreover we define

(2.4) Y [1] = {u ∈ Y : u is almost everywhere differentiable and u′ ∈ Y}.
Remark 2.4. If u ∈ Y [1], then u is bounded. In the case where Y =

Lp(0, 2π;X), 1 ≤ p ≤ ∞, this follows from [5, Lemma 2.1] and Hölder’s
inequality. When Y = Bs

p,q(0, 2π;X), 1 ≤ p, q ≤ ∞, s > 0, this is a conse-
quence of [6, Theorem 1.3 ((i) and (iv))] and Hölder’s inequality.

Recall that we denote by g̃(λ) = � ∞0 e−λtg(t) dt the Laplace transform of
the function g. Henceforth, for g ∈ L1(R+), set

gk = g̃(ik), k ∈ Z.(2.5)

We consider the following two hypotheses:

(H0a) g ∈ L1(R+) and the sequence (gkI)k∈Z ⊂ L(X) is a Y-multiplier.
(H0b) c0 − gk 6= 0 for all k ∈ Z and the sequence ((c0 − gk)−1I)k∈Z ⊂

L(X) is a Y-multiplier.

We shall write (H0) when (H0a) and (H0b) are both satisfied (or re-
quired). We shall also frequently write (ak) when referring to (akI) as oper-
ators on X.

Remark 2.5. Let g ∈ L1(R+). We denote again by g its extension by 0
on (−∞, 0]. Then the Fourier transform of g is a multiplier of Lp(R), 1 ≤
p ≤ ∞. In fact, it is well known that the multipliers of L1(R) are the Fourier
transforms of bounded measures.

Since in this case the Fourier transform of g is a continuous function, it
follows from [29, Chap. VII, Theorem 3.8] (by using periodization) that at
least when X = C (or when X is a Hilbert space), the sequence (gk) is an
Lp-multiplier for 1 ≤ p ≤ ∞.
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We denote by H1
per(0, 2π;X) the space of all u ∈ Lp(0, 2π;X) for which

there exists v ∈ Lp(0, 2π;X) such that v̂(k) = ikû(k) for all k ∈ Z.

Definition 2.6. Let 1 < p <∞. A function u ∈ H1
per(0, 2π;X) is called

a strong Lp-solution of (2.1) if u(t) ∈ D(A) and equation (2.1) holds for
almost all t ∈ [0, 2π].

For Besov spaces, we adopt the following definition of solutions.

Definition 2.7. Let 1 ≤ p, q ≤ ∞ and s > 0. A function u ∈
Bs+1
p,q (0, 2π;X) is called a strong Bs

p,q-solution of (2.1) if u(t) ∈ D(A) and
(2.1) holds for t ∈ [0, 2π].

Remark 2.8. By [6, Theorem 1.3], if u is a strong Bs
p,q-solution of (2.1),

then u is differentiable a.e. and u′ ∈ Bs
p,q(0, 2π;X). This follows from u ∈

Bs+1
p,q (0, 2π;X). Moreover, in the Lp case, Y [1] = H1

per(0, 2π;X), and in the
Bs
pq case, s > 0, Y [1] = Bs+1

pq (0, 2π;X).

For k ∈ Z and ak 6= c0 we let

dk :=
ik(γ0 + bk) + γ∞

c0 − ak
,(2.6)

Mk :=
ik

c0 − ak
(dkI − A)−1, k ∈ Z.(2.7)

In what follows, we denote by a ∗̇ u the “convolution” of a and u
defined by

(a ∗̇ b)(t) :=
∞�

0

a(s)u(t− s) ds =
t�

−∞
a(t− s)u(s) ds,(2.8)

where a ∈ L1(R+) and u : [0, 2π]→ X is extended by periodicity to R, the
same notation being kept for the extension. The following is the main result
of this section.

Theorem 2.9. Let X be a Banach space and A : D(A) ⊂ X → X
be a closed linear operator. Assume that the function a(·) satisfies (H0)
and b(·) satisfies (H0a). Then the following assertions are equivalent for
1 < p <∞:

(i) For every f ∈ Y there exists a unique strong Y-solution of (2.1).
(ii) {dk}k∈Z ⊆ %(A) and (Mk)k∈Z is a Y-multiplier.

Moreover if (ii) is satisfied , then the following maximal regularity property
holds: u′, Au, b ∗̇u, ddt(b ∗̇u), a ∗̇Au ∈ Y. Furthermore, there exists a constant
C > 0 independent of f ∈ Y such that

‖u′‖Y + ‖Au‖Y + ‖a ∗̇Au‖Y + ‖b ∗̇ u‖Y +

∥∥∥∥
d

dt
(b ∗̇ u)

∥∥∥∥
Y
≤ C‖f‖Y .(2.9)
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Proof. (i)⇒(ii). Let k∈Z and y∈X. Define f(t) = eikty. Then f̂(k) = y.
By assumption, there exists u ∈ Y [1] such that

d

dt
(γ0u(t) + b ∗̇ u) + γ∞u(t) = c0Au(t)−

t�

−∞
a(t− s)Au(s) ds+ f(t).

Taking Fourier series on both sides of (2.1) and using (2.3) and the closedness
of A, we deduce that û(k) ∈ D(A) and ik(γ0 + b̃(ik))û(k) + γ∞û(k) =
c0Aû(k)−ã(ik)Aû(k)+f̂(k) = A(c0−ã(ik))û(k)+y. In view of the notations
adopted above (see (2.5)), we therefore have

(ik(γ0 + bk) + γ∞)û(k)− A(c0 − ak)û(k) = y.(2.10)

Thus, ik(γ0 + bk)I + γ∞I − (c0 − ak)A is surjective. Next we prove
that ik(γ0 + bk)I + γ∞I − (c0 − ak)A is one-to-one. Let x ∈ D(A). If
(ik(γ0 + bk)I + γ∞I − (c0 − ak)A)x = 0, then

Ax =
ik(γ0 + bk) + γ∞

c0 − ak
x = dkx,

and hence u(t) := eiktx defines a periodic solution of d
dt(γ0u(t) + b ∗̇ u) +

γ∞u(t) = c0Au(t)− � t−∞ a(t− s)Au(s) ds. In fact, note first that (b ∗̇u)(t) =
bku(t)x, and hence

c0Au(t)−
t�

−∞
a(t− s)Au(s) ds

= c0e
iktAx−

t�

−∞
a(t− s)eiksAxds = c0e

iktAx−
∞�

0

a(s)eik(t−s)Axds

= c0e
iktAx− eikt

∞�

0

a(s)e−iks dsAx

= c0e
iktAx− eiktakAx = eikt(c0 − ak)Ax

= (ik(γ0 + bk) + γ∞)eiktx =
d

dt
(γ0u(t) + (b ∗̇ u)(t)) + γ∞u(t).

Hence u = 0 by the assumption of uniqueness and therefore x = 0. Since A
is closed, we conclude that {dk}k∈Z ⊂ %(A).

The verification that (Mk) is a Y-multiplier is now simple. Indeed, if
f ∈ Y, there exists u ∈ Y [1] solving equation (2.1). By taking Fourier series,
we obtain

(ik(γ0 + bk) + γ∞)û(k)− A(c0 − ak)û(k) = f̂(k).

Since we have proved that ik(γ0 + bk)I + γ∞I − (c0− ak)A is invertible, we
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may rewrite this as

û(k) = [ik(γ0 + bk)I + γ∞I − (c0 − ak)A]−1f̂(k)(2.11)

=
1

c0 − ak
(dkI − A)−1f̂(k), k ∈ Z.

Since u ∈ Y [1], u′ ∈ Y and for k ∈ Z, ikû(k) = (û′)(k). From this and the
definitions, it follows that (Mk)k∈Z is a Y-multiplier.

(ii)⇒(i). Let f ∈ Y. By assumption, there exists v ∈ Y such that

v̂(k) = Mkf̂(k), k ∈ Z.(2.12)

Since Mk = ik(c0 − ak)−1(bkI −A)−1, it follows from [5, Lemma 2.2] that if
we set Nk = (c0 − ak)−1(dkI−A)−1, then (Nk) is a multiplier as well. Hence
there exists u ∈ Y such that û(k) = Nkf̂(k), k ∈ Z. Clearly, û(k) ∈ D(A)
and

(c0 − ak)û(k) = (dk − A)−1f̂(k), k ∈ Z.
Thus we obtain

ik(γ0 + bk)û(k) + γ∞û(k) = c0Aû(k)− akAû(k) + f̂(k), k ∈ Z.
Note that ikû(k) = ikNkf̂(k) = Mkf̂(k) = v̂(k), k ∈ Z. It follows

from [5] or [6] that u(·) is differentiable and u′(·) ∈ Y. Now we show that
u(t) ∈ D(A) for a.e. t ∈ [0, 2π]. As already remarked, û(k) ∈ D(A), k ∈ Z.
We have, for k ∈ Z,

Aû(k) = A

[
1

c0 − ak
(dk − A)−1

]
f̂(k) =

1
c0 − ak

A(dk −A)−1f̂(k)

=
1

c0 − ak
[dk(dk − A)−1 − I]f̂(k)

=
[

1
c0 − ak

dk(dk −A)−1 − 1
c0 − ak

I

]
f̂(k).

In view of assumption (H0) on (ak) and assumption (H0a) on (bk),
((c0 − ak)−1dk(dk − A)−1 − (c0 − ak)−1I) is a Y-multiplier. In fact,

dk(dk − A)−1 =
ik(γ0 + bk) + γ∞

c0 − ak
(dk − A)−1

=
ik(γ0 + bk)
c0 − ak

(dk −A)−1 +
γ∞

c0 − ak
(dk − A)−1

= (γ0 + bk)Mk + γ∞Nk.

Since A is closed, we conclude that u(t) ∈ D(A) for a.e. t ∈ [0, 2π]. Clearly,
b ∗̇ u ∈ Y. We also note that

ik[bkû(k)] = bkMkf̂(k), k ∈ Z.
Since (Mk) is a multiplier, we invoke assumption (H0a) to conclude that

d
dt(b ∗̇ u) ∈ Y. In order to prove that u(·) is a solution of (2.1), it remains
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to show that a ∗̇ u, a ∗̇Au ∈ Y (we actually prove more than what is needed
to deduce that the integro-differential equation is satisfied). But this follows
from the corresponding proof for u(·) and Au(·) and the fact that (akI) is a
multiplier.

From (2.3) and the uniqueness theorem of Fourier coefficients, we con-
clude that u(·) satisfies (2.1) for almost all t ∈ [0, 2π].

It remains to prove uniqueness. To this end, let u be such that

d

dt
(γ0u(t) + (b ∗̇ u)(t)) + γ∞u(t)− c0Au(t) +

t�

−∞
a(t− s)Au(s) ds = 0.

Then, taking Fourier coefficients, for k ∈ Z we obtain û(k) ∈ D(A) and
((ik(γ0 + bk) + γ∞)I − (c0 − ak)A)û(k) = 0. Since

dk =
ik(γ0 + bk) + γ∞

c0 − ak
∈ %(A)

this implies that û(k) = 0 for all k ∈ Z and thus u = 0.
The last assertion of the theorem is a direct consequence of the fact

that u′, Au, b ∗̇ u, ddt(b ∗̇ u), a ∗̇ Au ∈ Y are defined through the operator-
valued Fourier multipliers (ikNk)k∈Z, ((c0 − ak)−1[dk(dk − A)−1 − I])k∈Z,
(bkNk)k∈Z, (ikbkNk)k∈Z, (ak(c0 − ak)−1[dk(dk − A)−1 − I])k∈Z respectively.
See e.g. [5, Proposition 1.1] for the case where Y = Lp(0, 2π;X). The case
Y = Bs

p,q(0, 2π;X) can be treated in a similar way, by application of the
uniqueness theorem for Fourier series along with the Closed Graph Theo-
rem.

Remark 2.10. Inequality (2.9) is known as the maximal regularity
property for equation (2.1). From it we deduce that, for example, if Y =
Lp(0, 2π;X), then the operator L defined by

D(L) = H1,p
per(0, 2π;X) ∩ Lp(0, 2π;D(A)),(2.13)

(Lu)(t) =
d

dt

(
γ0u(t) +

t�

−∞
b(t− s)u(s) ds

)
(2.14)

+ γ∞u(t)− c0Au(t) +
t�

−∞
a(t− s)Au(s) ds,

is an isomorphism onto, where D(A) is equipped with the graph norm.
Indeed, since A is closed, the space H1,p

per(0, 2π;X)∩Lp(0, 2π;D(A)) becomes
a Banach space under the norm

|||u||| := ‖u‖p + ‖u′‖p + ‖Au‖p.
Appropriate analogues hold in the other cases. Such isomorphisms will be
crucial in Section 4 for the treatment of the nonlinear equation.
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In the case of a Hilbert space, Theorem 2.9 takes a particularly simple
form. It is remarkable that it corresponds essentially to the case where
X = C. Recall that under assumption (H0a) on a(·) and b(·), the sequences
(ak) and (bk) are bounded.

Corollary 2.11. Let H be a Hilbert space and A : D(A) ⊂ H → H
be a closed linear operator. Assume that the function a(·) ∈ L1(R+) is such
that ((c0 − ak)−1) is bounded. Moreover , let b(·) ∈ L1(R+). Then for Y =
Lp(0, 2π;H), 1 < p <∞, the following assertions are equivalent :

(i) For every f ∈ Lpper(R;H) there exists a unique strong Lp-solution
of (2.1).

(ii) {dk}k∈Z ⊂ %(A) and

sup
k

∥∥∥∥
ik

c0 − ak
(dkI −A)−1

∥∥∥∥ <∞.

This is a consequence of the validity of Plancherel’s theorem.

3. Maximal regularity on periodic Lebesgue and Besov spaces.
In this section, we give conditions that enable us to apply Theorem 2.9 in
various situations by use of the operator-valued multiplier theorems estab-
lished in [5], [3], [6]. Versions of the multiplier theorems on the real line
can be found in [2], [18], [19] (this reference contains criteria implying the
R-boundedness property for operator families), [31] and [32].

For j ∈ N, denote by rj the jth Rademacher function on [0, 1], i.e.
rj(t) = sgn(sin(2jπt)). For x ∈ X we denote by rj ⊗ x the vector-valued
function t 7→ rj(t)x.

Definition 3.1. A family T ⊂ L(X,Y ) is called R-bounded if there
exists cq ≥ 0 such that

∥∥∥
n∑

j=1

rj ⊗ Tjxj
∥∥∥
Lq(0,1;X)

≤ cq
∥∥∥

n∑

j=1

rj ⊗ xj
∥∥∥
Lq(0,1;X)

(3.1)

for all T1, . . . , Tn ∈ T, x1, . . . , xn ∈ X and n ∈ N, where 1 ≤ q < ∞. We
denote by Rq(T) the smallest constant cq such that (3.1) holds.

Remark 3.2. (a) Let S,T ⊂ L(X) be R-bounded sets. Then S · T :=
{S · T : S ∈ S, T ∈ T} is R-bounded and

Rp(S ·T) ≤ Rp(S) ·Rp(T).

(b) Also, each subset M ⊂ L(X) of the form M = {λI : λ ∈ Ω} is R-
bounded whenever Ω ⊂ C is bounded. This follows from Kahane’s contrac-
tion principle (see [5, Lemma 1.7]). We shall use this remark frequently.
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Remark 3.3. If X = Y is a UMD space and Mk = mkI with mk ∈ C,
then the condition

sup
k
|mk|+ sup

k
|k(mk+1 −mk)| <∞

implies that the set {Mk}k∈Z is an Lp-multiplier (see [5] or [1, Theorem
4.4.3]). This is the vector-valued multiplier theorem (see e.g. [2]). In the
context of Cauchy problems where one is dealing with the resolvent of a
closed operator A, this would apply to the situation where A is a multipli-
cation operator on Lr(Ω,µ) for Ω a measure space and 1 < r <∞.

Another important notion is that of Fourier type for a Banach space. The
Hausdorff–Young inequality states that for 1 ≤ p ≤ 2, the Fourier trans-
form maps Lp(R) := Lp(R;C) into Lp

′
(R) where 1/p + 1/p′ = 1, with the

convention that p′ =∞ when p = 1. In particular, when p = 2, Plancherel’s
theorem holds. When X is a Banach space and one considers Lp(R;X), the
situation is no longer the same. It is known that Plancherel’s theorem holds
if and only if X is a Hilbert space (see [22]). For every Banach space, the
Hausdorff–Young theorem holds with p = 1. A Banach space is said to have
nontrivial Fourier type if the Hausdorff–Young theorem holds true for some
p ∈ (1, 2]. By a result of Bourgain, UMD spaces are examples of spaces with
nontrivial Fourier type (see [19], [3]). More generally, B-convex spaces, in
particular superreflexive Banach spaces, have nontrivial Fourier type ([8,
Proposition 3]). However, there exist nonreflexive Banach spaces with non-
trivial Fourier type. Note that by a theorem of Pisier, a Banach space has
nontrivial Fourier type if and only if it has nontrivial Rademacher type. The
notion of Rademacher type plays an important role in [5].

We introduce two other conditions which imply (H0) in various instances.
Let (sk)k∈Z be a sequence of complex numbers. We consider the following

conditions:

(H1a) {sk}k∈Z, {k(sk+1 − sk)}k∈Z are bounded sequences.
(H1b) {(c0 − sk)−1}k∈Z is a bounded sequence.
(H2) {ksk} and {k2(sk+1 − 2sk + sk−1)} are bounded sequences.

When we refer simply to (H1), we mean (H1a)–(H1b).
We note that (H1) puts conditions on the first order differences whereas

(H2) is concerned with second order differences.

Remark 3.4. We note that (H2) implies (H1a). Also, (H1a) implies 1-
regularity and (H2) implies 2-regularity in the sense of [20, Definition 2.6].
Conversely, whenever {sk}k∈Z corresponds to the Fourier transform of a
given function a ∈ L1(R) we obtain, by the Riemann–Lebesgue lemma, that
1-regularity implies condition (H1a) and hence condition (H1) is in fact
equivalent to 1-regularity (under the additional assumption that ã(ik) 6= c0
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for all k ∈ Z). Analogously, if {sk}k∈Z corresponds to the Fourier transform
of a given function a ∈ BV(R+) such that ȧ ∈ L1(R) then (H2) is equivalent
to 2-regularity.

On the other hand, condition (H2) is satisfied by the sequence sk = ã(ik)
corresponding to the kernels a(t) =

∑n
j=1 cje

−αjt, where αj , cj are positive
real numbers and n ∈ N, which arise in applications to viscoelasticity.

Remark 3.5. If a ∈W 1,1(R+) is a positive function and

c0 −
∞�

0

a(s) ds > 0,(3.2)

then (H1) is satisfied with sk = ã(ik). In fact, first note that a(·) has a con-
tinuous representative which we continue to denote by a(·) (see [9, Théorème
VIII.2]). This representative is continuous on [0,∞). More precisely it has
a limit as t→ 0+. Moreover, we have a(t)− a(s) = � ts a′(σ) dσ, s, t ∈ [0,∞).
Since a′ ∈ L1(R+), the limit a(∞) := limt→∞ a(t) exists and a(∞) = 0.
Using integration by parts we obtain

kâ(ik) = −a(0)− i
∞�

0

e−ikta′(t) dt.(3.3)

Hence

k(sk+1−sk) = k

∞�

0

e−ikt(e−it−1)a(t) dt = −sk+1− i
∞�

0

e−ikt(e−it−1)a′(t) dt.

Since g(t) := (e−it−1)a′(t) belongs again to L1(R+) we see that the sequence
(k(sk+1 − sk)) is bounded. On the other hand, by the Riemann–Lebesgue
lemma, ã(ik) → 0 and since |ã(ik)| ≤ ã(0) < c0 we get â(ik) 6= c0 for all
k ∈ Z, and (ak) and ((c0 − ak)−1) are also bounded sequences.

Note that the conditions established in the above remark are satisfied in
practical problems (see e.g. [25] for a physical motivation of (3.2)) and by
the following examples:

(a) a(t) = tδe−αt where α > 0 and δ ∈ [0,∞).
(b) a(t) = e−αt/(t+ β)k where k ∈ N, β > 0 and α > 0.
(c) a(·) is a completely monotone function. In this case, by Bernstein’s

theorem (see e.g. [4, Section 2.7]),

(3.4) a(t) =
∞�

0

e−tx µ(dx),

where µ is a suitable positive Borel measure. We make the assumption that
∞�

0

µ(dt)
t

< c0 <∞,
∞�

0

µ(dt) <∞.(3.5)
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Note that these conditions imply that a belongs to W 1,1(R+). Examples of
this type may be found in [23], [26].

We remark that the positivity of a(·) or b(·) in the above examples is by
no means necessary. Since by the Riemann–Lebesgue lemma lim|k|→∞ ak = 0
and c0 6= 0, it suffices to enssure that ak 6= c0, k ∈ Z. For example if
a(t) = e−αt sinωt, t ≥ 0 (where α > 0), then

ak =
ω

(ik + α)2 + ω2 , k ∈ Z.

In this case, it is easy to see that ak−c0 6= 0, k ∈ Z, provided (α2+ω2)c0 6= ω.

Now, suppose a ∈W 2,1(R+). Then, from the identity

sk+1 − 2sk + sk−1 = 2
∞�

0

e−ikt(cos t− 1)a(t) dt(3.6)

and integrating by parts twice, we deduce that (H2) is satisfied.
In order to relate conditions (H1) and (H2) to the assumption (H0) of

Section 2, we have the following lemma.

Lemma 3.6. (1) Let X be a UMD space. Assume that (ak) satisfies
assumption (H1) and (bk) satisfies (H1a). Then the sequences
{(c0 − ak)I}k∈Z, {((c0 − ak)−1)I}k∈Z and {(1 + bk)I}k∈Z are Lp-
multipliers as well as Bs

p,q-multipliers for 1 < p, q < ∞ and s ∈ R.
(2) If X is an arbitrary Banach space and (ak), (bk) satisfy assumption

(H2) and (ak) satisfies (H1b), then the sequences {(c0 − ak)I}k∈Z,
{((c0 − ak)−1)I}k∈Z and {(1 + bk)I}k∈Z are Bs

p,q-multipliers for 1 ≤
p, q ≤ ∞ and −∞ < s < ∞. In particular they are Cs-multipliers.

Note that the conclusion in (1) about Bs
p,q-multipliers is valid more gen-

erally whenever X has nontrivial Fourier type (see [18] and [3]).
This follows from [20, Lemmas 2.9 and 3.8].

Remark 3.7. Note that for s > 0, Bs
∞,∞ = Cs. The latter are the

Hölder–Zygmund spaces. They coincide with the familiar Hölder spaces Cs

when s 6∈ N. More specifically, for 0 < s < 1, an equivalent norm on Bs
∞,∞

is given by

‖f‖s = sup
{‖f(t)− f(t′)‖

|t− t′|s : t, t′ ∈ [0, 2π], t 6= t′
}

+ ‖f‖∞

corresponding to the familiar Hölder space of exponent s. On the other hand,
when s = 1, an equivalent norm on B1

∞,∞ is given by

‖f‖s = sup
t∈[0,2π]

sup
h6=0

{‖f(t+ h)− 2f(t) + f(t− h)‖
|h|

}
+ ‖f‖∞.
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For more on this and more generally the description of the Besov spaces using
finite differences, we refer to [6, Section 2]. The monograph [30] contains
various other characterizations (notably those using semigroup theory and
interpolation, the modulus of continuity, and approximation theory) and
extends the definition to the range 0 < p, q ≤ ∞, s ∈ R.

We give the definition of well-posedness for the integro-differential equa-
tion (2.1).

Definition 3.8. We shall say that (2.1) is well posed in Y if for every
f ∈ Y, there exists a unique strong Y-solution of (2.1).

Depending on the context, it will be clear which Banach space X and
which scale (Lp or Bs

p,q) is concerned.
We begin with the following result for UMD spaces. Recall from Section 2

that

Mk :=
ik

c0 − ak
(dkI − A)−1, dk =

ik(γ0 + bk) + γ∞
c0 − ak

.

Theorem 3.9. Let X be a UMD space. Assume that a(·), b(·) ∈ L1(R+)
and the sequences (ak) and (bk) satisfy (H1) and (H1a) respectively. Then
the following statements are equivalent :

(i) {dk}k∈Z ⊆ %(A) and (Mk) is R-bounded.
(ii) Problem (2.1) is well posed in Lp(0, 2π;X) for all 1 < p <∞.
Proof. (ii)⇒(i). Assume that (2.1) is well posed. Then by Theorem 2.9,

{bk}k∈Z ⊆ %(A) and (Mk) is an Lp-multiplier. The R-boundedness of (Mk)
now follows from [5, Proposition 1.11].

(i)⇒(ii). In view of Theorem 2.9, it suffices to show that (Mk) is an Lp-
multiplier. Now according to the operator-valued Marcinkiewicz multiplier
theorem ([5, Theorem 1.3]), it is enough to prove that the operator-valued
sequences (Mk) and k(Mk+1−Mk) are R-bounded. Furthermore, since Mk =
ik(c0 − ak)−1(dkI − A)−1 and by our assumption that ((c0 − ak)−1I) is a
multiplier, by Remark 2.3 it suffices to show that

µk := ik(dk − A)−1(3.7)

is an Lp-multiplier. So we check that (µk) and k(µk+1−µk) are R-bounded.
The R-boundedness of (µk) follows from that of (Mk) by Remark 3.2. As
for k(µk+1 − µk), we have, using the resolvent equation,

k(µk+1 − µk) = k[i(k + 1)(dk+1 − A)−1 − ik(dk −A)−1]

= ik[(k + 1)((dk+1 − A)−1 − (dk − A)−1) + (dk − A)−1]

= ik(k + 1)((dk+1 − A)−1 − (dk − A)−1) + ik(dk − A)−1

= −ik(k+1)(dk+1− dk)(dk+1−A)−1(dk−A)−1+ik(dk−A)−1

= i(dk+1 − dk)µkµk+1 + µk.
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By Kahane’s contraction principle [5, Lemma 1.7], it suffices to show
that the sequence (dk+1 − dk) is bounded. But we have

dk − dk+1 =
ik(γ0 + bk) + γ∞

c0 − ak
− i(k + 1)(γ0 + bk+1) + γ∞

c0 − ak+1

= γ∞

(
1

c0−ak
− 1
c0−ak+1

)
+
ik(γ0 + bk)
c0 − ak

− i(k+1)(γ0 + bk+1)
c0 − ak+1

.

We need only look at the last two terms. We have

k(γ0 + bk)
c0 − ak

− (k + 1)(γ0 + bk+1)
c0 − ak+1

= k

[
γ0 + bk
c0 − ak

− γ0 + bk+1

c0 − ak+1

]
− γ0 + bk+1

c0 − ak+1
.

Since by assumption, the two sequences ((c0 − ak)−1) and (bk) are bounded,
we need only examine

k

[
γ0 + bk
c0 − ak

− γ0 + bk+1

c0 − ak+1

]
=
−k[bkak+1 − bk+1ak]
(c0 − ak)(c0 − ak+1)

− γ0k(ak+1 − ak)
(c0 − ak)(c0 − ak+1)

+
c0k(bk − bk+1)

(c0 − ak)(c0 − ak+1)

=
−k[(bk − bk+1)ak+1 + bk+1(ak+1 − ak)]

(c0 − ak)(c0 − ak+1)

+
−γ0k(ak+1 − ak) + c0k(bk − bk+1)

(c0 − ak)(c0 − ak+1)

=
−k(bk − bk+1)ak+1

(c0 − ak)(c0 − ak+1)
− bk+1k(ak+1 − ak)

(c0 − ak)(c0 − ak+1)

− γ0k(ak+1 − ak) + c0k(bk − bk+1)
(c0 − ak)(c0 − ak+1)

.

In view of assumption (H1), the claim is established.

From this theorem, we deduce the following result for Bs
p,q-solutions.

Theorem 3.10. Let X be a Banach space with nontrivial Fourier type.
Assume that a(·), b(·) ∈ L1(R+) and the sequences (ak) and (bk) satisfy (H1)
and (H1a) respectively. Then for s ∈ R and 1 ≤ p, q ≤ ∞, the following are
equivalent :

(i) {dk}k∈Z ⊆ %(A) and (Mk) is bounded.
(ii) Problem (2.1) is well posed in Bs

p,q(0, 2π;X).

Proof. The proof follows the same lines as that of the preceding theorem
and uses [3, Theorem 3.4 and Remark 3.6] and [6, Theorem 3.5] (see also
[18]). For the boundedness of (Mk), one uses [20, proof of Proposition 3.4]
or [6].
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Remark 3.11. Fejér’s theorem (see [5, Proposition 1.1] or [4, Theorem
4.2.19]) allows us to construct the solution u(·) given by the above theorems.
In fact, in the case where Y = Lp(0, 2π;X) we have

u(·) = lim
n→∞

1
n+ 1

n∑

m=0

m∑

k=−m
ek(·)R(dk, A)(c0 − ak)−1f̂(k)(3.8)

with convergence in Lp(0, 2π;X).

We now consider the problem of well-posedness in Besov spaces for ar-
bitrary Banach spaces. For this, assumption (H1) is no longer sufficient. It
is proved in [6, Theorem 3.2] that if for any sequence (Mk)k∈Z ⊂ L(X), the
so-called variational Marcinkiewicz condition, that is,

sup
k∈Z
‖Mk‖+ sup

j≥0

( ∑

2j≤|k|<2j+1

‖Mk+1 −Mk‖
)
<∞,(3.9)

implies that (Mk) is a Bs
p,q-multiplier, then 1 < p < ∞ and X is a UMD

space. The converse is also true.
For Banach spaces with nontrivial Fourier type, a condition which implies

that (Mk) is a Fourier multiplier for the scale Bs
p,q, s ∈ R, 1 ≤ p, q ≤ ∞, is

the Marcinkiewicz condition of order one:

sup
k∈Z

(‖Mk‖+ ‖k(Mk+1 −Mk)‖) <∞,(3.10)

which is used in the proof of Theorem 3.10.
For arbitrary Banach spaces, a Marcinkiewicz condition of order two is

needed, namely,

sup
k∈Z

(‖Mk‖+ ‖k(Mk+1 −Mk)‖+ k2‖Mk+1 − 2Mk +Mk−1‖) <∞.(3.11)

Our next result uses this condition to obtain maximal regularity of problem
(2.1) in general Banach spaces. Here, condition (H2) is needed and the result
is established for the Besov scale Bs

p,q, s ∈ R, 1 ≤ p, q ≤ ∞.
Theorem 3.12. Let X be a Banach space. Assume that a(·), b(·) ∈

L1(R+), the sequences (ak) and (bk) satisfy (H2), and (ak) satisfies (H1b).
Then for s > 0 and 1 ≤ p, q ≤ ∞, the following are equivalent :

(i) {dk}k∈Z ⊆ %(A) and (Mk) is bounded.
(ii) Problem (2.1) is well posed in Bs

p,q(0, 2π;X).

Proof. (ii)⇒(i) follows from e.g. [3, Lemma 3.2] or one can argue as in
the proof of [6, Theorem 3.2]. As above, to show that (Mk) is bounded, we
use [20, proof of Proposition 3.4] or [6].

(i)⇒(ii). As already noted, (H2) implies (H1a). Hence the verification
of the Marcinkiewicz condition of order one is similar to what was done in
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the proof of Theorem 3.9, and is in fact easier, owing to the boundedness of
(kak) and (kbk). It remains to prove that

sup
k∈Z

(k2‖Mk+1 − 2Mk +Mk−1‖) <∞.(3.12)

By Lemma 3.6, (H2) implies that (akI) and (bkI) are both Bs
p,q-multipliers.

As in the proof of Theorem 3.9, we again set µk = ik(dk − A)−1. We have
to verify (3.12) on (µk). Note in particular that (µk) is bounded. For k ∈ Z,
we have, setting Gk := k2(µk+1 − 2µk + µk−1),

Gk = ik2[(k + 1)(dk+1 − A)−1 − 2k(dk − A)−1 + (k − 1)(dk−1 − A)−1]

= ik2{[k((dk+1 − A)−1 − (dk − A)−1)]

−[k((dk − A)−1 − (dk−1 −A)−1)] + [(dk+1 − A)−1 − (dk−1 −A)−1]}
= ik2[k((dk+1−A)−1− (dk−A)−1)]−ik2[k((dk − A)−1−(dk−1−A)−1)]

+ ik2[(dk+1 − A)−1 − (dk−1 −A)−1]

=: G1
k −G2

k +G3
k.

We first examine the last square brackets. Using the resolvent equation, we
obtain, with G3

k := ik2[(dk+1 − A)−1 − (dk−1 −A)−1],

G3
k = ik2(dk−1 − dk+1)(dk+1 − A)−1(dk−1 − A)−1

= i(dk−1 − dk+1)(k + 1)(dk+1 − A)−1(k − 1)(dk−1 − A)−1

+ i(dk−1 − dk+1)(dk+1 − A)−1(dk−1 − A)−1

= −i(dk−1 − dk+1)µk+1µk−1 + i(dk−1 − dk+1)νk−1νk+1,

where we have set
νk = (dk −A)−1, k ∈ Z.(3.13)

Since the sequence (µk) is bounded and µk = ikνk, k ∈ Z, it follows that
(νk) is bounded as well. It remains to show that (dk+1 − dk−1) is bounded.
But this follows from the boundedness of the sequence (dk−dk+1) established
in the course of the proof of Theorem 3.9, and the relation dk+1 − dk−1 =
(dk+1 − dk) + (dk − dk−1).

It remains to estimate G1
k−G2

k. We shall first express this using the first
order differences dk+1 − dk, the second order differences dk+1 − 2dk + dk−1
and the sequences (µk)k∈Z, (νk)k∈Z defined above. Making use once more of
the resolvent equation yields

−i(G1
k −G2

k)

= k3[(dk+1 − A)−1 − 2(dk − A)−1 + (dk−1 − A)−1]

= k3[(dk+1 − A)−1 − (dk − A)−1 + (dk−1 − A)−1 − (dk − A)−1]

= k3(dk − dk+1)(dk − A)−1(dk+1 − A)−1

− k3(dk−1 − dk)(dk − A)−1(dk−1 − A)−1
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= k(dk − A)−1k2[(dk − dk+1)(dk+1 − A)−1 − (dk − dk−1)(dk−1 − A)−1]

= k(dk − A)−1k2[(dk − dk+1)((dk+1 − A)−1 − (dk−1 − A)−1)

+ (dk+1 − 2dk + dk−1)(dk−1 − A)−1]

= k(dk − A)−1[k2(dk − dk+1)(dk−1 − dk+1)(dk+1 −A)−1(dk−1 −A)−1)

+ k(dk+1 − 2dk + dk−1)k(dk−1 − A)−1]

= − iµk[(dk − dk+1)(dk−1 − dk+1)(µk−1µk+1 + νk−1νk+1)

− ik(dk+1 − 2dk + dk−1)(µk−1 + νk−1)].

In view of the boundedness of µk := ik(dk − A)−1, νk := (dk − A)−1

it remains to verify that the sequence (k(dk+1 − 2dk + dk−1)), k ∈ Z, is
bounded. This will follow from (H2). In fact,

k(dk+1 − 2dk + dk−1)

= k

[
i(k+1)(γ0+bk+1)+γ∞

c0 − ak+1
− 2

ik(γ0 + bk)+γ∞
c0 − ak

+
i(k−1)(γ0+bk−1)+γ∞

c0 − ak−1

]

= k

[
i(k + 1)(γ0 + bk+1)

c0 − ak+1
− 2

ik(γ0 + bk)
c0 − ak

+
i(k − 1)(γ0 + bk−1)

c0 − ak−1

]

+ k

[
γ∞

c0 − ak+1
− 2

γ∞
c0 − ak

+
γ∞

c0 − ak−1

]

= ik2
[
γ0+bk+1

c0 − ak+1
− 2

γ0+bk
c0−ak

+
γ0 + bk−1

c0 − ak−1

]
+ik

[
γ0 + bk+1

c0 − ak+1
− γ0 + bk−1

c0 − ak−1

]

+ k

[
γ∞

c0 − ak+1
− 2

γ∞
c0 − ak

+
γ∞

c0 − ak−1

]

= ik2
[

γ0

c0 − ak+1
− 2

γ0

c0 − ak
+

γ0

c0 − ak−1

]

+ ik2
[

bk+1

c0 − ak+1
− 2

bk
c0 − ak

+
bk−1

c0 − ak−1

]

+ ik

[
γ0 + bk+1

c0 − ak+1
− γ0 + bk−1

c0 − ak−1

]
+ k

[
γ∞

c0 − ak+1
− 2

γ∞
c0 − ak

+
γ∞

c0 − ak−1

]
.

For the verification concerning the first and last brackets, we refer to the
proof of [20, Lemma 3.8]. The third bracket is handled in a similar way to
our verification of the boundedness of (dk+1 − dk). In fact,
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ik(γ0 + bk+1)
c0 − ak+1

− ik(γ0 + bk−1)
c0 − ak−1

= ik
γ0(ak−1 − ak+1) + c0(bk+1 − bk−1) + ak+1bk−1 − ak−1bk+1

(c0 − ak−1)(c0 − ak+1)

=
γ0ik(ak−1 − ak+1) + ikc0(bk+1 − bk−1)

(c0 − ak−1)(c0 − ak+1)

+
ik(ak+1 − ak−1)bk+1 + ak+1(bk−1 − bk+1)

(c0 − ak−1)(c0 − ak+1)
.

We now consider the remaining bracket:

k2
[

bk+1

c0 − ak+1
− 2

bk
c0 − ak

+
bk−1

c0 − ak−1

]
=

Uk
(c0 − ak−1)(c0 − ak)(c0 − ak+1)

,

where

Uk = k2[bk+1(c2
0 − c0(ak + ak−1) + akak−1)

− 2bk(c2
0 − c0(ak+1 + ak−1) + ak+1ak−1)

+ bk−1(c2
0 − c0(ak + ak+1) + akak+1)]

= k2c2
0(bk+1 − 2bk + bk−1)− k2[bk+1(c0(ak + ak−1)− akak−1)

+ 2bk(c0(ak+1 + ak−1)− ak+1ak−1)− bk−1(c0(ak + ak+1)− akak+1)].

The sequence k2(bk+1 − 2bk + bk+1) is bounded since (bk) satisfies as-
sumption (H2). For the remaining terms, we use the boundedness of (kak)
and (kbk) from assumption (H2). The proof of the theorem is complete.

A key feature in the results presented in this section is that they only in-
volve boundedness of the resolvent of the operator A (except in the Lp case
where R-boundedness is needed). This is of course due to the many implica-
tions of the resolvent equation. Another instance where the special nature
of the resolvent plays a key role is the inversion of the vector-valued Laplace
transform and its consequences for semigroup theory as developed in [4].

Example 3.13. Define

%a,b(A) :=
{
λ ∈ C :

λ

c0 − ã(λ)

(
λ(γ0 + b̃(λ)) + γ∞

c0 − ã(λ)
−A

)−1

exists

in L(X,D(A))
}

(where D(A) is equipped with the graph norm) and assume that the non-
resonance condition (compare [15, Section 4] where the Laplace transform
of g is denoted by ĝ)

iZ ⊆ %a,b(A)(3.14)

is satisfied. Then {dk}k∈Z ⊆ %(A).
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Suppose γ0 6= 0 and the pair (A, d) admits a bounded analytic resolvent
(see [26, Chapter I, Section 2]), with d the unique solution to the scalar
convolution equation

γ0d(t) +
t�

0

b(t− s)d(s) ds+ γ∞
t�

0

d(s) ds = c0 −
t�

0

a(s) ds.

Since
ik

ik(γ0 + bk) + γ∞
→ 1

γ0
as k →∞

we obtain

sup
k
‖Mk‖ = sup

k

∥∥∥∥
ik

ik(γ0 + bk) + γ∞
dk(dk − A)−1

∥∥∥∥ <∞.

Example 3.14. Let A be a closed linear operator on X. Assume that the
resolvent set %(A) of A contains the sector Σ = {λ ∈ C : λ 6= 0, |arg(λ)|<θ}
with θ ∈ (π/2, π) and there exists M > 0 such that

‖λ(λ−A)−1‖ ≤M for λ ∈ Σ.(3.15)

Recall that

dk =
ik(γ0 + bk) + γ∞

c0 − ak
, k ∈ Z.

Assuming that γ0 + bk 6= 0, c0 − ak 6= 0, k ∈ Z, we have

Mk =
ik

c0 − ak
R(dk, A) =

1
γ0 + bk

(
dk −

γ∞
c0 − ak

)
R(dk, A)

=
1

γ0 + bk
dkR(dk, A)− γ∞

(c0 − ak)(γ0 + bk)
R(dk, A).

On the other hand, we have

2<(dk) = dk + dk

=
1

c0 − ak
(ik(γ0 + bk) + γ∞) +

1
c0 − ak

(−ik(γ0 + bk) + γ∞)

=
γ∞

c0 − ak
+

γ0

c0 − ak
+ ik

(
γ0 + bk
c0 − ak

− γ0 + bk
c0 − ak

)

=
γ∞

c0 − ak
+

γ0

c0 − ak
+

ikbk
c0 − ak

− ikbk

c0 − ak
+

ikγ0(ak − ak)
(c0 − ak)(c0 − ak)

.

With the hypothesis that the sequences (kak) and (kbk) are bounded, we
see that (<(dk)) is bounded.

With the above estimates, using again the convergences bk → 0, ak → 0
and the estimate
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‖Mk‖ =
∥∥∥∥

dk
γ0 + bk

(dk −A)−1 − γ∞
(c0 − ak)(γ0 + bk)

(dk − A)−1
∥∥∥∥

≤ 1
|γ0 + bk|

‖dk(dk − A)−1‖+
γ∞

|(c0 − ak)(γ0 + bk)|
‖(dk − A)−1‖,

we see that the sequence {Mk}k∈Z is bounded.
Consider the special case where a(·) ≡ 0, b(t) = ce−δt, t ≥ 0 with δ > 0,

c > 0, γ0 > 0 and γ∞ > 0, which was studied by Da Prato and Lunardi [14].
Here b̃(λ) = c/(δ + λ) for <(λ) > −δ, and then bk = c/(ik + δ), k ∈ Z, and

c0dk = ik(γ0 + bk) + γ∞ = ik

(
γ0 +

cδ

k2 + δ2

)
+

ck2

k2 + δ2 + γ∞.

It follows that

<(dk) =
ck2

c0(k2 + c2)
+
γ∞
c0
≥ γ∞ > 0.

Hence {dk}k∈Z ⊂ Σ and

sup
k
‖dk(dk − A)−1‖ <∞.

We note that lim|k|→∞ |dk| = ∞ since by the Riemann–Lebesgue lemma,
lim|k|→∞ |ak| = lim|k|→∞ |bk| = 0. Combining this with the above bound, we
obtain

sup
k
‖(dk − A)−1‖ <∞.

Hence we see that if A generates a bounded holomorphic semigroup, then
(Mk) is bounded.

The theorems established in this section recover on the one hand [5,
Theorem 2.3], [3, Theorem 4.2] and the maximal regularity result in vector-
valued periodic Besov spaces with periodic boundary conditions in [6, The-
orem 4.1] which deal with the problem

{
u′(t) = Au(t) + f(t), 0 ≤ t ≤ 2π,

u(0) = u(2π).
(3.16)

On the other hand, if a(·) ≡ 0 in (2.1), we obtain the problem considered
by Clément and Da Prato in [11]. They consider solutions on the real line
and their main tools are a construction of a “resolvent” for the equation,
assuming that A generates an analytic semigroup, and an application of
the Da Prato–Grisvard theorem. The results obtained here for the Lp case
are not attainable by their method (they obtain results on Sobolev spaces
instead; however, it is remarkable that they do not impose any geometric
condition on the Banach space X). When b(·) ≡ 0 in (2.1), the corresponding
equation has been considered by Da Prato and Lunardi in [14], using a
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different method, namely the construction of a resolvent for A generating
an analytic semigroup. In the latter paper, the authors also treat the case
where a(·) is operator-valued, as does J. Prüss in [27] (who studies bounded
solutions). Here we drop the assumption that A be a semigroup generator.
Equation (2.1) with b(·) ≡ 0 was also studied in [20] by the method of
operator-valued Fourier multipliers.

Hölder-continuous solutions of the full equation on the real line were
studied by Lunardi [23] with the assumption that A is the generator of an
analytic semigroup.

In view of the consideration of the semilinear problem in the next section,
we single out the following result which is contained in Theorem 3.12. In
fact, Hölder spaces are a particular case of the Besov spaces Bs

p,q. Indeed,
for s > 0, s 6∈ N, we have Bs

∞,∞(0, 2π;X) = Cs(0, 2π;X) (see [6, Theorem
2.1] and [30, Theorem 2.5.7]).

Corollary 3.15. Let X be a Banach space. Assume that the sequences
(ak) and (bk) satisfy (H2) and (ak) satisfies (H1b). Then for 0 < s < 1 the
following statements are equivalent :

(i) {dk}k∈Z ⊆ %(A) and (Mk) is bounded.
(ii) The problem





d

dt

(
γ0u(t) +

t�

−∞
b(t− s)u(s) ds

)
+ γ∞u(t) = Au(t) + f(t), 0 ≤ t ≤ 2π,

u(0) = u(2π).

is well-posed in Cs(0, 2π;X).

Moreover the following maximal regularity property holds:

‖u′‖Cs + ‖Au‖Cs + ‖a ∗̇Au‖Cs + ‖b ∗̇ u‖Cs +

∥∥∥∥
d

dt
(b ∗̇ u)

∥∥∥∥
Cs
≤ C‖f‖Cs ,

where C > 0 is a constant independent of f ∈ Cs(0, 2π;X).

4. Application to a semilinear problem. In this section, we study
solvability in Cs(0, 2π;X), 0 < s < 1, for the semilinear problem

(4.1)
d

dt

(
γ0u(t) +

t�

−∞
b(t− s)u(s) ds

)
+ γ∞u(t)

= c0Au(t)−
t�

−∞
a(t− s)Au(s) ds+G(u(t)) + %f(t),

where % > 0 is a small parameter.
In the case a(·) ≡ 0 and % = 1 this problem was studied on the real line

by Clément and Da Prato [11] and Sforza [28] considered solutions in the
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large. A model for this equation is the problem of nonlinear heat conduction
in materials of fading memory type, where memory is also present in the
thermal conductivity term of the right-hand side:

(4.2)
d

dt

(
γ0u(t, x) +

t�

−∞
b(t− s)u(s, x) ds

)
+ γ∞u(t)

= c0∆u(t, x)−
t�

−∞
a(t− s)Au(s) ds

+ g(x, u(t, x),∇u(t, x)) + f(t, x), x ∈ Ω.
Here, Ω ⊂ Rn is open and bounded, and

∆ =
n∑

j=1

∂

∂x2
j

is the Laplace operator with Dirichlet boundary conditions on X = C(Ω).
The positive constants γ0 and c0 represent the heat capacity and the thermal
conductivity, respectively, for the material under study (see [28], [13] and
[25]).

Theorem 4.1. Let X be a Banach space and 0 < s < 1. Assume that
the sequences (ak) and (bk) satisfy (H2) and (ak) satisfies (H1b). Suppose
that

(i)
{
ik(γ0+bk)+γ∞

c0 − ak

}
⊆ %(A) and

{
ik

c0−ak

(
ik(γ0+bk)+γ∞

c0 − ak
I−A

)−1}

is bounded.
(ii) G(0) = 0; G is continuously (Fréchet) differentiable at u = 0 and

G′(0) = 0.

Then there exists %∗ > 0 such that equation (4.1) is solvable for each % ∈
[0, %∗), with solution u = u% ∈ Cs(0, 2π;X).

Proof. Define the operator L0 by

D(L0) = C1+s(0, 2π;X) ∩ Cs(0, 2π;D(A)),

(L0u)(t) =
d

dt

(
γ0u(t) +

t�

−∞
b(t− s)u(s) ds

)
(4.3)

+ γ∞u(t)− c0Au(t) +
t�

−∞
a(t− s)Au(s) ds,

where D(A) is endowed with the graph norm. We consider, for % ∈ (0, 1),
the one-parameter family of problems

H[u, %] = −L0u+G(u) + %f.(4.4)



48 V. Keyantuo and C. Lizama

Keeping in mind that G(0) = 0, we see that H[0, 0] = 0. Also, by hypothesis,
H is continuously differentiable at (0, 0) and, by Remark 2.10, for s ∈ (0, 1)
fixed the operator L0 is an isomorphism onto. Hence the partial Fréchet
derivative H1

(0,0) = L0 is invertible. The conclusion of the theorem now
follows from the implicit function theorem (see e.g. [17, Theorem 17.6]).

Remark 4.2. Under additional conditions on the nonlinearity G, it is
possible to remove the rather restrictive hypothesis G′(0) = 0. In fact, in
this case all that we need is that the linear mapping

H1
(0,0) = L0 +G′(0)

be invertible. In case a ≡ 0 for (4.1), this is contained in [28, Proposition
3.2], requiring the following condition:

(H3) γ0 > 0, γ∞ > 0, and b(·) : [0,∞) → R is nonnegative and non-
increasing.

About the nonlinearity G, we can make the following assumptions as in [28]:

(H4) There exists a subspace Xα, 0 ≤ α < 1, such that Xα is a Banach
space with norm ‖ · ‖α, G : Xα → X and:

(1) D(A) ⊂ Xα ⊂ X with continuous embeddings;
(2) there exists cα > 0 such that for all x ∈ D(A),

‖x‖Xα ≤ cα‖x‖αD(A)‖x‖1−α;

(3) G(0) = 0 and G is locally Lipschitz-continuous;
(4) G is differentiable in Xα and G′ is locally Lipschitz-continuous.

The final assumption we make is that A+G is dissipative in the sense that

(H5) ‖x− y‖ ≤ ‖x− y−λ(A(x− y) +G(x)−G(y))‖ for any x, y ∈ D(A)
and λ > 0.

As seen by adapting the proofs of [28], under these assumptions, an
analog to Theorem 4.1 holds for problem (4.1) even with % = 1 but in case
a ≡ 0 holds. The details are left to the reader.

Remark 4.3. Compared with [11] and [28], we consider here the periodic
problem and do not impose the condition that A be the generator of an
analytic semigroup.

Remark 4.4. We remark that the R-boundedness assumption in Theo-
rem 3.9 is satisfied by a large number of examples. We refer to the recent
monographs by Denk, Hieber and Prüss [16] and Kunstmann and Weiss
[21] for the corresponding developments. The authors thank the referee for
pointing out the above references to them.
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