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A geometric approach to accretivity
by

LeONID V. KOVALEV (College Station, TX)

Abstract. We establish a connection between generalized accretive operators intro-
duced by F. E. Browder and the theory of quasisymmetric mappings in Banach spaces
pioneered by J. Viisala. The interplay of the two fields allows for geometric proofs of
continuity, differentiability, and surjectivity of generalized accretive operators.

1. Introduction. Let X and Y be Banach spaces. We only consider
Banach spaces over real scalars. Let ¢: X — Y™ be a norm-preserving 1-
homogeneous mapping of X into the dual space of Y. More precisely, we
assume that

(1.1) [o()lly~ = [lzllx and  ¢(Az) = Ad(x)

for all z € X and A > 0. We use angle brackets (-,-) to denote the pairing
of a Banach space with its dual, e.g. (x,z*) stands for 2*(x), where z € X
and z* € X*. Other notation: Bx(a,r) = {z € X: ||z —al <7}, S(X) =
{z € X: ||z|| =1}, and T = z/||z||, where z € X \ {0}.

The following definition was introduced by Browder [4, 5] to unify the
theories of monotone and accretive mappings in Banach spaces.

DEFINITION 1.1. Let ¢ be as in (1.1), and let 2 be a subset of X.
A mapping F': {2 — Y is called ¢-accretive if

(1.2) (F(z1) — F(22), ¢(z1 — 22)) =2 0
for all x1, 29 € (2.

An additional assumption on ¢ is common in the literature [4, 5, 11, 25,
26, 27], namely, ¢(X) is assumed to be norm-dense in Y*. This assumption
will be imposed on ¢ when needed. Two special cases of Definition 1.1 are
of most interest: Y = X and Y = X*. When Y = X* and ¢ is the canonical
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embedding of X into its second dual X**, a ¢-accretive mapping F': X — X*
is called monotone. When Y = X, one can use the Hahn—-Banach theorem
to find a duality mapping on X, namely, ¢: X — X* such that (1.1) holds
and (x, ¢(z)) = ||z||* for all z € X. This leads to the concept of an accretive
mapping F': X — X. See [5, 7, 35] for expositions of these topics. The
basic problems, motivated by applications to differential equations, are to
determine the accretivity-type conditions that imply F'(X) =Y, or at least
that F'(X) is dense or closed in Y (e.g. [6]). Such conditions typically involve
replacing the right-hand side of (1.2) with a nonnegative term involving
llx1 — z2|| or ||F(x1) — F(x2)|. This paper is concerned with the following
modification of Definition 1.1, which goes back to Sobolevskii [29].

DEFINITION 1.2. Let X, Y, {2, and ¢ be as in Definition 1.1, and let
0 € (0,1]. We say that a mapping F': 2 — Y is (¢, d)-accretive if for all
T1,T2 € Qa

(1.3)  (F(21) = F(x2), ¢(x1 — 22)) = 0||F(21) — F(22)lv [[z1 — 22| x-

Definition 1.2 admits a simple geometric interpretation when X =Y
is a Hilbert space H and ¢ is the identity on H. Namely, F': 2 — H is
(Id, §)-accretive if and only if the vectors F'(z1) — F(z2) and z1 — 2 form
an angle of at most cos™!(§) < m/2 for all x1,22 € §2. This special case
was considered in [20]. The general form of (1.3) can also be thought of as
an “angle inequality” because it is invariant under rescaling of norms in X
and Y. Examples of (¢, d)-accretive mappings are given in Section 2. Most
of our results hold under the following assumptions on ¢: X — Y* which
include (1.1) for ease of reference:

d(Ax) = A¢(x) for all A > 0 and = € X;

ucC
(Ue) ¢: S(X) — S(Y™") is uniformly continuous.

We write wg for the modulus of continuity of the restriction of ¢ to S(X). If
X is uniformly smooth (which is equivalent to X* being uniformly convex by
Propositions 1.e.2 and 1.e.3 in [22]), then the duality mapping ¢: X — X*
satisfies (UC) (see Proposition 12.3 in [7] or Theorem 5.5.10 in [23]). The
following is the main result of this paper.

THEOREM 1.3. Let X be a Banach space of dimension at least 2. Suppose
that F: Bx(0,1) — Y is a nonconstant (¢, d)-accretive mapping with ¢ as
in (UC). Then for any r € (0,1), F is n-quasisymmetric in B(0,r) with
n(t) = Cmax{t®, t'/°}, where C and o depend only on &, r, and wy.

The definition of quasisymmetric mappings and the proof of Theorem 1.3
are given in Section 3. Some applications of Theorem 1.3 are collected in
Section 4. They concern the continuity, differentiability, and surjectivity of
(¢, 0)-accretive mappings.
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2. Examples. The purpose of this section is to motivate Definition 1.2
by presenting several examples of mappings that satisfy (1.3).

ExAMPLE 2.1. Every linear operator F': X — Y is (¢, 1)-accretive,
where ¢(z) is defined (via the Hahn—Banach theorem) so that (1.1) holds
and (F(z),¢(z)) = ||[F(z)|| ||=| for all z € X.

EXAMPLE 2.2. Suppose that F': X — X satisfies the Lipschitz condition
[F(a) = FO)|| < Llla—b[, a,be X,
for some constant L. Then for any A > L the mapping F)(z) := F(z)+ Az is
(¢, §)-accretive, where ¢ is a duality mapping for X and 6 = (A—L)/(A+L).
Proof. First observe that
(A= L)lla =0l < [|[Fx(a) = Fx(D)]| < (A + L)|la — b]
for all a,b € X. This and the definition of ¢ imply
(Fa(a) = Fa(b), ¢(a — b)) = Alla = b]|* + (F(a) — F(b), ¢(a — b))
> (A= L)lla—bl* = 8[| Fa(a) = FA(B)[l la — b||.
Example 2.2 shows a direct connection between differentiability proper-
ties of Lipschitz and (¢, d)-accretive mappings, at least when the domain

and the target space are the same. See Proposition 4.5 in Section 3 and the
remark following it.

ExXAMPLE 2.3. Let T be a positive invertible operator on a Hilbert
space H. Given a number p > 1, define A: H — H by

(2.1) Ax) = (T(z), 2)"D/2T(z).
Then A is (Id, §)-accretive, where § > 0 depends on p and ||T|| |7~}

Proof. The mapping A coincides, up to a constant multiple, with the
gradient of the convex function u(z) = (T'(z),z)?/? = |TY?(z)||P. Convex
functions on a Hilbert space with an (Id,d)-accretive gradient are called
quasiuniformly convex in [20, 21]. There it was observed that the function
x +— ||z||P is quasiuniformly convex. Since quasiuniform convexity is pre-
served under linear isomorphisms [21, p.1040] such as T2 it follows that
A is (Id, §)-accretive. m

Example 2.3 arises in the theory of nonlinear elliptic equations and sys-
tems [18], in which case H is the space of alternating (-multilinear forms
on R™ with 0 < [ < n. The following example is more general than (2.1),
but may seem less intuitive.

EXAMPLE 2.4. An A-harmonic system of partial differential equations
[9, 10] involves a nonlinear mapping A: R™ x H — H that satisfies the
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assumptions of local Lipschitz continuity

(2.2) 1Az, &) — Az, Ol < K€ = ClICliel + ¢l

and uniform monotonicity

(23) (A28 — A(z,0),€ = ¢) = K H|& — ¢IP(lIel + i<~

with K,p > 1 independent of the variables x € R™ and £,{ € H. It is easy
to see that for any fixed x the mapping & — A(z, €) is (Id, K~2)-accretive.

Further examples and applications can be found in [15, 19, 20, 21, 29].

3. Quasisymmetric behavior of accretive mappings. Quasisym-
metric mappings can be defined in a general metric space. An account of
their properties in this setting can be found in [16, 30]. Quasisymmet-
ric embeddings of metric spaces into normed spaces were studied, e.g.,
in [1, 17, 24]. The studies of quasisymmetric mappings in Banach spaces
began with Viisild’s paper [32].

DEFINITION 3.1 ([30]). Let Y and Z be metric spaces. An injective
mapping f: Y — Z is called quasisymmetric if there is a homeomorphism
n: [0,00) — [0, 00) such that

I (i)
dz(F@), 7®) ~ "\ (y,0)
for any distinct points a, b,y € Y.

We write that f is n-quasisymmetric when it is desirable to emphasize
the role of 7. Such f must be continuous because of the assumption 7(0) = 0.
Note that the inverse of f is 77-quasisymmetric with 7(t) = 1/n71(1/t). Con-
sequently, a quasisymmetric mapping is a homeomorphism onto its image.
The main goal of this section is to prove that a nonconstant (¢, d)-accretive
mapping defined on a convex open subset of X is locally quasisymmetric
provided that dim X > 1 and ¢ is uniformly continuous on the unit sphere
of X. That the assumption dim X > 1 is necessary follows from the fact
that any nondecreasing function f: R — R is (Id, 1)-accretive. The follow-
ing example shows that the continuity of ¢ is also necessary.

PROPOSITION 3.2. Let X = {7 with the standard basis ey, . .., e,. Given
a collection of nondecreasing functions g1, ..., gn: R — R such that g;(0) =0,

define a mapping F': X — X by F(3_, cie;) =, gi(ci)ei. Then F is (¢,1)-
accretive for any duality mapping ¢: £} — 2.

Proof. Let x =, aje; and y = ). bje;. By the definition of ¢ we have
(ei,d(z —y)) = [z — yllsign(a; — b;) if a; # bs;
(i, —y)) € [~z =yl [lz—yl]  ifa; = b
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Therefore,

(F(z) = F(y), p(x —y)) = an — yl|sign(a; — b;)(gi(a:) — gi(bi))
= ||z -yl Z!gi(ai) — gi(bs)|

= [lz =yl 1 F(z) = F(y)l,

as required. m

The mapping F' constructed in Proposition 3.2 need not be quasisym-
metric, continuous, onto, or one-to-one. The issue here is that ¢7 does not
admit a continuous duality mapping, being a nonsmooth Banach space. The
next example illustrates why we need the uniform continuity of ¢ to prove
that (¢, 0)-accretive mappings are quasisymmetric.

ExXAMPLE 3.3. Let {e;: i > 1} be the standard basis of f3. Define a
linear mapping F': lo — {3 by F(e;) = e;/i, and let
]l
¢(z) =
[l

It is easy to see that ¢ is continuous on the unit sphere S(¢2). The mapping
F is (¢, 1)-accretive by the definition of ¢, but it is not quasisymmetric since

|Fen ~FOI
[1F'(e:) — F(O)]]
The proof of Theorem 1.3 requires three lemmas.
LEMMA 3.4. Let 2 be a subset of a Banach space X. Let F: 2 — Y

be a (¢,0)-accretive mapping with ¢ as in (UC). Choose € > 0 so that
we(e) <6/2. If x,a,b are distinct points in §2 such that

F(ﬁ), x € ls.

(3.1) lz—a—-b—al|<e and |[r—b—a—b|<Le,
then
(3.2) 1F(z) = F(a)l| + | F(z) = F(b)|| < 267 Y|F(a) = F(b)].

Proof. Since F' is (¢, )-accretive, we have
(3.3) (F(x) — F(a),¢(x —a)) > 6||F(z) — F(a)]|.
It follows from (3.1) that

(34)  [(F(z)=F(a),p(x —a))=(F(z)=F(a), (b —a))| < g 1F(z)—F(a)|.
Inequalities (3.3) and (3.4) yield

(3.5) (F(z) = F(a),¢(b—a)) > g [1F(x) = F(a)]]
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Replacing (3.3) with (F(b) — F(x),¢(b— x)) > 6||F(b) — F(z)|| and arguing
as above, we obtain

(3.6) (F(b) = F(2),6(b—a)) > g [1£(b) = F ()]
The sum of (3.5) and (3.6) is

(F(b) = F(2),¢(b—a)) >
which implies (3.2). =

N S

(I1F(z) = Fla)|| + [[F(x) = F®)]),

Note that the inequalities (3.1) hold whenever z is a convex combination
of a and b. The following elementary estimate will be useful in connection
with Lemma 3.4.

LEMMA 3.5. If u,v € X are nonzero vectors such that ||u — v|| = 7| ull
with T < 1, then

2T
3.7 u—7| < .
5.7) 7l < 22
Proof. We may assume |ju|| = 1. Since 1 — 7 < [jv]| < 1+ 7, it follows
that
N (el I 1] s
Ju =] < < :
o] o] -7

DEFINITION 3.6. A metric space Z is called c-quasiconvex if there is
¢ > 1 such that any two points a,b € Z can be connected by a continuous
curve in Z whose length is at most cdz(a,b).

DEFINITION 3.7. Let Y and Z be metric spaces. A mapping f: Y — Z
is very weakly quasisymmetric if there is a constant H such that

(38) dZ(f(y)7 f(a’)) < HdZ(f(y)7 f(b)) whenever dY(y7 a) < dY(y7 b)

If, in addition, f is a homeomorphism of Y onto f(Y), then f is weakly
quasisymmetric [30].

LEMMA 3.8. Let §2 be a convexr subset of X. Let F: {2 — Y be a non-
constant (¢, 0)-accretive mapping with ¢ as in (UC). If F is very weakly
quasisymmetric, then it is n-quasisymmetric with n(t) = Cmax{ta,tl/o‘},
where C' and o depend only on § and the constant H in (3.8).

Proof. Since F' is nonconstant, inequality (3.8) implies that F is injec-
tive. Our first step is to prove that F' is weakly quasisymmetric. Given
distinct points a,b € 2, let v = b— a and define h(t) = (F(a+tv), p(v)) for
0 <t < 1. Since F is (¢, d)-accretive, it follows that
(3.9)  I||F(a+tv)— F(a+ sv)|| < h(t)— h(s) < ||F(a+tv) — F(a+ sv)||

for 0 < s <t < 1. Therefore, h: [0,1] — R is very weakly quasisymmetric
with the constant H' = §~'H. By Theorem 2.20 of [30] a nonconstant
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very weakly quasisymmetric mapping from an interval into R is weakly
quasisymmetric. Hence h is continuous on [0,1]. By (3.9) the restriction
of F to the segment [a,b] is continuous as well. By (3.8), F itself must be
continuous at every point of [a, b]. Since a and b are arbitrary, F' is continuous
on {2. Also, its inverse F~! is continuous on F(§2) by Theorem 2.20 of [30].
Thus, F' is weakly quasisymmetric in 2.

Next we claim that the set F(£2) is §~!-quasiconvex. Indeed, for any
a,b € (2 the image of the segment [a, b] under F' is a curve connecting F'(a)
to F(b). The left inequality of (3.9) implies that the length of F'([a,b]) is at
most

01 (h(1) = h(0)) < 67 Y|F(a) — F(b)]

as claimed.

According to Theorem 6.6 in [33], every weakly quasisymmetric mapping
between c-quasiconvex spaces is 7j-quasisymmetric with 77 depending only on
cand H in (3.8). Thus F' is quasisymmetric. By Theorem 3.10 in [30], every
7-quasisymmetric mapping with a connected domain is n-quasisymmetric
with n(t) = C max{t®,t'/*}, where C' and a depend only on 7. This com-
pletes the proof. m

Proof of Theorem 1.53. By virtue of Lemma 3.8 it suffices to prove that
F: Bx(0,7) — Y is very weakly quasisymmetric. First we prove that there
exist positive constants o and H, depending only on 4, 7, and wg, such that

(3.10) [1F(x) = F(a)|| < H[|F(x) = F()]]

whenever z,a,b € Bx(0,7) are such that ||z — a|| < oljz — b].

Choose 7 > 0 so that wy(27/(1 — 7)) < §/2. Set M = [4771] + 1 and
o = 27M(1 — r). Suppose that a,b,z € Bx(0,r) are distinct points such
that ||z — al| < ol|lz — b||. Let

V =x+2MYa - z||(b—x).
Since b’ lies between z and b, Lemma 3.4 implies
(3.11) |F(z) = F()|| < 267 H|| F(x) — F(b)]-

Let @ be a 2-dimensional subspace containing the vectors a — z and b — x.
Any two points of the unit sphere S(Q)) can be connected in S(Q) by a
curve of length at most 4 [28, p. 17]. Therefore, there exists a sequence
21,...,2Mm € S(Q) such that

zi=b—x, zy=a-—z, |z—zi1|| <7 for2<i<M.
We claim that for any 0 < ¢ < (1 —r)/2 and any i = 2,..., M,
(3.12) |F(x) — F(z + cz)|| < 26 Y| F(z) — F(x + 2c2z_1)|.
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This follows from Lemma 3.4 applied to the points x, z +cz;, and x +2cz; 1,
which are all contained in Bx (0,1). Indeed, we have

[ezi — 2czi—1|| = ||z — zicall < 7
Since |[(2zi—1 — zi) — zi—1]|| < 7||zi—1||, it follows from Lemma 3.5 that

2T
_T'

12czi—1 — cz; — 2¢czi—1]] <

By virtue of our choice of 7, Lemma 3.4 implies (3.12).
We shall use (3.12) with ¢ = ¢; := 2M~||a — z|| for i = 2,..., M. Note
that the assumption ¢ < (1 —)/2 holds because

1—
i <o <2M 25 |b— 2| = 272(1 — )b — || < ——

Thus we obtain
|F(z) = F(a)|| = [|F(z) — F(z + cpmem) ||
< 2(5_1HF($) — F(.Z‘ + QCMZM—l)H
=207 Y||[F(x) — F(z + epr—12m-1)|
<. < 2M_161_MHF(:E) —F(x+c121)]
— DML F(z) - P
This and (3.11) yield (3.10).

Finally, suppose that x,a,b € Bx(0,7) are distinct points such that
lx —al|| < |l —b]. If ||la —b|| < o|lx — b||, then the triangle inequality
and (3.10) yield

[1F(z) = F(a)l| < [F(z) = FO)[| + [|F(a) = FO)|| < (H + 1|[F(z) = F(0)]|

Now consider the case ||a—b|| > o||lx —b||. If y is a point on the line segment
[x,a], then

ly = bl = max{|[z = bl| = ||z = yll, lla — bl = [la —yl[}

1
2 5 (le =t = llz =yl + lla = b = lla —yll)
1 o
2 5 (A+o)lle =] =z —all) 2 Fllz .
Choose a partition gy, ...,yy of the segment [z,a] so that yo = x, yy = a,

and ||y; — yj—1|| < o?||lz — b]|/2 for 1 < j < N. Note that N depends only
ono. Forj=1,..., N we have
1F(y;) = FOI < [1F(y;) — Fyj-0)ll + [[F(yj—1) — Fb)]]
< (H + V|| F(y;_1) - FO)].
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where the last inequality follows from (3.10). Therefore,
IF(a) = FO)|| < (H + D)N||F(z) — F®)],
whence F is very weakly quasisymmetric with the constant (H 4 1)V +1. m

If F is defined on the whole space X, an obvious rescaling argument
shows that F' is globally quasisymmetric. We state this as a corollary.

COROLLARY 3.9. Let X be a Banach space of dimension at least 2. Sup-
pose that F': X — Y is a nonconstant (¢,d)-accretive mapping with ¢ as
in (UC). Then F is n-quasisymmetric in X with n(t) = Cmax{t®,t'/*},
where C' and o depend only on 6 and wy.

In contrast to Corollary 3.9, for every § € (0,1) there exist a bounded
open convex set 2 C R? and an (Id, §)-accretive mapping F: 2 — R? that
is not quasisymmetric in 2. See Example 15 in [20].

4. Applications. Most of the results in this section are based on The-
orem 1.3.

ProrosiTION 4.1. Let X be a Banach space of dimension at least 2.
If (UC) holds, then every nonconstant (¢, d)-accretive mapping F: X — X
is locally Holder continuous with an exponent o € (0,1). Furthermore, there
exists C' > 0 such that

O~ minf ]| (|2} < | F(z) — F(0)]] < Cmax{||z||, ||/}
forallx € X.

Proof. Choose a point b € X so that ||b|| = 1, and apply Corollary 3.9.
The constant C' will depend on ||F(0) — F(b)|| in addition to ¢ and 0. m

Under the assumptions of Theorem 1.3 the range of F' is closed in Y,
because the image of a complete metric space under a quasisymmetric map-
ping is itself complete [30, 2.24]. However, F' need not be surjective if ¥ is
infinite-dimensional. Indeed, let F': £5 — #5 be the forward shift operator.
It is clear that F' is (F,1)-accretive, hence quasisymmetric, but it is not
surjective. Proposition 4.2 shows that (¢, d)-accretive mappings are surjec-
tive provided that ¢ has dense image and Y admits an equivalent uniformly
smooth norm. A norm on Y is called uniformly smooth if its modulus of
smoothness, defined by

oy (1) = %Sup{l\y +yl+ly =yl =2yl < 1, lly'lE < 73,
satisfies gy (7)/7 — 0 as 7 — 0. Banach spaces that admit an equivalent
uniformly smooth norm are known as superreflezive [2, Thm. A.6].

PROPOSITION 4.2. Let 2 be an open subset of a Banach space X, where
dim X > 2. Let Y be a superreflexive Banach space. Suppose, in addition
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to (UC), that
(D) d(X) is norm-dense in Y*.

Then every nonconstant (¢, d)-accretive mapping F: 2 — 'Y is open. More-
over, if 2 = X, then F is surjective.

LEMMA 4.3. Suppose that F: 2 — Y is a (¢,0)-accretive mapping,
where ¢ satisfies (UC) and (D). Let ||| ||| be a norm on'Y that is equivalent

to the original norm ||-||. Then F: 2 — (Y, [[| - |l|) is (¢,)-accretive, where
¢ satisfies (UC) and (D) with respect to ||| - |||

Proof. The norm ||| - |||y induces a norm [ - [[|« on the dual space of Y.
Let ¢ = ¢ o ¢, where ¢: Y — Y™ is defined by ¢(y) = (|lyll/[llylll+)y for
y # 0, and ¢(0) = 0. Since v is bi-Lipschitz, it follows that ¢ satisfies (UC)
and (D). Also,

(F(w1) — F(x2), p(z1 — 22)) = H

|6(z1 — o)l
= loter =221l
> 51 P(@1) ~ Flaa)ll o - 2]

(F(21) — F(x2), ¢(x1 — 2))

O|| (1) — F(xa)] [l — 22|l

with 6 > 0 independent of 21,29 € X. m

Proof of Proposition 4.2. The first part of the statement implies the
second part because F'(X) is closed in Y. By virtue of Lemma 4.3 we may
assume that Y is given a uniformly smooth norm ||-|| with the modulus of
smoothness gy . Since gy (7)/7 — 0 as 7 — 0, there exists 79 € (0, 1) such
that gy (70) < d719/4.

It suffices to show that F'({2) is open. Given xg € {2, choose an open ball
B = B(xg,r) so that B(zg,2r) C {2. By Theorem 1.3 the restriction of F
to B is quasisymmetric, hence F(9B) is closed. Let R be the distance from
Yo := F(z0) to the set F(0B). We shall prove that B(yy, R/4) C F(B).

Suppose to the contrary that there is a point y € B(yo, R/4) \ F(B).
Replacing F' with F' — y, we may assume that y = 0. The distance d :=

dist(0, F(B)) satisfies 0 < d < |lyo|| < R/4. Choose a point z € F(B) such
that

(4.1) lz|| < d(1—6m0/4)~' and |z| < R/4.
By virtue of (D) there exists v € S(X) such that
(4.2) (=2,0(v)) > (1 = d70/4)[2].

For t > 0 let z(t) = F~1(2) + tv. For some #' > 0 we have z(¢) € 9B,
hence ||F(z(t")) — z|| > R/2 > ||z||. It follows that there is ¢ty € (0,¢’) such
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that ||F(z(to)) — z|| = 70l|z||- Let 2/ = F(z(tg)) — 2. Using (4.2) and the
(¢, 0)-monotonicity of F', we obtain

(2" = 2,6(v)) > 0]l + (1 = d70/4)| [,

hence

(4.3) |z = 2'|| > (14 3d70/4)]z].

By the uniform smoothness of Y,

(4.4) Iz + 2l + Iz = &Il < 2[|2ll(1 + oy (70)) < [I211(2+ 070/2).

Combine (4.3), (4.4), and (4.1) to obtain
IF(2(to))ll = llz + 2l < [I2[I(1 = 670/4) < d,
which contradicts the definition of d. =
QUESTION 4.4. Is the superreflexivity of Y necessary in Proposition 4.27

A quasisymmetric mapping of a finite-dimensional space into itself is
Fréchet differentiable outside of a set of Lebesgue measure zero. This prop-
erty is no longer true in infinite-dimensional spaces. Indeed, by Corollary 4.8
in [34] for any a € (0,1) there exists a mapping F': 5 — {3 such that
|F(a) — F(b)|| = |la —b||* for all a,b € ¢y. Although F' is quasisymmetric
with n(t) = t%, it does not have any directional derivatives at any point.
Moreover, the local Lipschitz constant

F(z)-F
Li(a) = limsup L&) = F@)l
z—a | — al
is infinite for all @ € X. This can be contrasted with the following

PROPOSITION 4.5. Suppose that F': X — Y is (¢, d)-accretive and (UC)
holds. Then

(i) Lp(z) < oo for all x € X \ E, where E is a Borel set which meets
every line in a set of linear measure zero.

(ii) If, in addition, X is separable and 'Y has the Radon—Nikodym prop-
erty [8], then F is Gateaux differentiable on X \ A, where A is an
Aronszajn null set [2].

Proof. Both results are standard in the case dim X = 1 [14, Thm. 3.23].
Let us assume dim X > 1.

(i) It is straightforward to verify that the set E := {z € X: Lp(z) = oo}
is of type Gg. Consider a line [ with the parametric equation t — a + tv,
where a € X, v € S(X). Since the function

g(t) := (F(a+tv), p(v))
is increasing, it is differentiable outside of a set of measure zero. By Theo-
rem 1.3, F' is n-quasisymmetric for some 7. If ¢y is a point of differentiability
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of g, then
|F(a+ tv) — F(a+ tov)]]

Lp(a+tov) < n(1)limsup

t—to [t —toll
t)—qg(t
< 5_177(1) lim sup 79( ) = 9(to) < 00
t—to t—1o

Thus E N1 has linear measure zero.

(ii) follows from (i) and the Banach space version of the Rademacher—
Stepanoff theorem proved by Bongiorno ([3], see also [13]). One can also
deduce (ii) from a theorem of Duda [12]. Indeed, fix a unit vector z € X
and choose € so that wg(e) < §/2. Consider two closed convex cones

Ky ={0}u{z e X\ {0}: ||z — z|| < e},
Ko ={yev: (o) = 5 )

It is easy to see that F' is (K, K2)-monotone in the sense that x; — z2
€ K, implies F(x1) — F(z2) € Ks. By Corollary 5.4 in [12], F' is Gateaux
differentiable outside of an Aronszajn null set. m

For any fixed ¢ and ¢ the class of (¢, d)-accretive mappings is closed
under pointwise convergence. Therefore, the Gateaux derivative of F at
x € X, denoted D7, is a (¢, §)-accretive mapping whenever D7, exists. If ¢
satisfies (UC), then D7 is either zero or a quasisymmetric linear mapping,
which is simply an isomorphism into Y. Under the assumptions of Propo-
sition 4.2 the derivative D% is either zero or an isomorphism onto Y. This
raises the question: under the assumptions of Proposition 4.5(ii), does F
have a nonzero Gateaux derivative at some point? The existence of a surjec-
tive Gateaux derivative is also unknown when (¢, d)-accretivity is replaced
with the bi-Lipschitz condition [2, Problem 7.1]. Although in the latter case

% is always an isomorphism into Y, its surjectivity remains an issue.

REMARK 4.6. An injective mapping F': X — X is said to be of class
QSA if F' is quasisymmetric and there is ¢ > 0 such that

(4.5) (F(z1) = F(x2), p(x1 — 22)) = c|[F(21) = F(a2)| 21 — 22

for any x1,x2 € X and for any duality mapping ¢: X — X*. This class of
mappings was used in [19] to settle an open question concerning conformal
dimension of metric spaces [31]. Theorem 1.3 shows that in uniformly smooth
spaces the condition that F' is quasisymmetric can be removed, because it
follows from (4.5).

Acknowledgments. Thanks are due to the referee for many valuable
comments and suggestions.
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