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Dedicated to Professor Mikihiro Hayashi on his sixtieth birthday

Abstract. We prove basic properties of Orlicz–Morrey spaces and give a necessary
and sufficient condition for boundedness of the Hardy–Littlewood maximal operator M
from one Orlicz–Morrey space to another. For example, if f ∈ L(log L)(Rn), then Mf is
in a (generalized) Morrey space (Example 5.1). As an application of boundedness of M ,
we prove the boundedness of generalized fractional integral operators, improving earlier
results of the author.

1. Introduction. Orlicz spaces, introduced in [29, 30], are generaliza-
tions of Lebesgue spaces Lp. They are useful tools in harmonic analysis and
its applications. For example, the Hardy–Littlewood maximal operator is
bounded on Lp for 1 < p ≤ ∞, but not on L1. Using Orlicz spaces, we can
investigate the boundedness of the operator near p = 1 precisely (see Kita
[14, 15] and Cianchi [4]). It is known that the fractional integral operator Iα
is bounded from Lp(Rn) to Lq(Rn) for 1 < p < q <∞ and −n/p+α = −n/q
(the Hardy–Littlewood–Sobolev theorem). Trudinger [40] investigated the
boundedness of Iα near q = ∞. The Hardy–Littlewood–Sobolev theorem
and Trudinger’s result have been generalized by several authors: [28, 37, 38,
5, 4, 23, 24, 25], etc. For the theory of Orlicz spaces, see [18, 16, 33].

On the other hand, Morrey spaces were introduced in [19] to estimate
solutions of partial differential equations, and studied in many papers. For
the boundedness of the Hardy–Littlewood maximal operator and fractional
integral operators, see [31, 1, 3, 20].

2000 Mathematics Subject Classification: 46E30, 42B35, 42B25, 26A33.
Key words and phrases: Orlicz space, Morrey space, Hardy–Littlewood maximal func-

tion, fractional integral.
This research is partially supported by Grant-in-Aid for Exploratory Research, No.

17654033, the Ministry of Education, Culture, Sports, Science and Technology, Japan, and,
Grant-in-Aid for Scientific Research (C), No. 20540167, Japan Society for the Promotion
of Science.

[193] c© Instytut Matematyczny PAN, 2008



194 E. Nakai

The author introduced Orlicz–Morrey spaces in [26] to investigate the
boundedness of generalized fractional integral operators. Orlicz–Morrey
spaces unify Orlicz and Morrey spaces. Recently, Orlicz–Morrey spaces were
used by Sawano, Sobukawa and Tanaka [34] to prove a Trudinger type in-
equality for Morrey spaces.

In this paper we prove basic properties of Orlicz–Morrey spaces and
give a necessary and sufficient condition for boundedness of the Hardy–
Littlewood maximal operator M from one Orlicz–Morrey space to another.
It is known that, on a finite ball B ⊂ Rn, if f ∈ L(logL)(B), then Mf ∈
L1(B) (see also [35]). However, on Rn this relation does not hold. We show,
for example, that if f ∈ L(logL)(Rn), then Mf is in a (generalized) Morrey
space (see Example 5.1).

Moreover, we give a sufficient condition for weak boundedness of the
Hardy–Littlewood maximal operatorM . As an application of boundedness of
M , we show the boundedness of generalized fractional integral operators. In
the proof, we use a pointwise estimate by Mf(x) and the boundedness of M .
This method was introduced by Hedberg [13] to give a simple proof of the
Hardy–Littlewood–Sobolev theorem. Our results improve those in [26]. For
generalized fractional integral operators, see also [32, 23, 24, 25, 6, 7, 11, 8].

Our definition of Orlicz–Morrey spaces is different from that of Koki-
lashvili and Krbec [16, p. 2].

We recall the definitions of Orlicz and Morrey spaces in the next sec-
tion, and give the definition of Orlicz–Morrey spaces in Section 3. In Sec-
tion 4, we give generalized Hölder’s inequality and inclusion relations for
Orlicz–Morrey spaces. The results on boundedness of the Hardy–Littlewood
maximal operator and of generalized fractional integral operators are stated
in Sections 5, 6 and 7, and proved in the remaining sections.

2. Orlicz and Morrey spaces. First we recall the definition of Young
functions. A function Φ : [0,+∞] → [0,+∞] is called a Young function if
Φ is convex, left-continuous, limr→+0 Φ(r) = Φ(0) = 0 and limr→+∞ Φ(r) =
Φ(+∞) = +∞. Any Young function is neither identically zero nor identically
infinite on (0,+∞). From the convexity and Φ(0) = 0 it follows that any
Young function is increasing.

If there exists s ∈ (0,+∞) such that Φ(s) = +∞, then Φ(r) = +∞ for
r ≥ s. Let

r0 = inf{s > 0 : Φ(s) = +∞}.

Then r0 > 0, since limr→+0 Φ(r) = Φ(0) = 0. If Φ(r0) < +∞, then Φ is
absolutely continuous on [0, r0] by convexity and monotonicity. If Φ(r0) =
+∞, then Φ is absolutely continuous on any closed interval in [0, r0) and
limr→r0−0 Φ(r) = +∞ by left-continuity. Note that, if Φ(r0) < +∞, then
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we can find a Young function Ψ such that Ψ(δr) ≤ Φ(r) ≤ Ψ(r) for some
0 < δ < 1, Ψ(r) < +∞ for 0 ≤ r < r0, and limr→r0−0 Ψ(r) = Ψ(r0) = +∞.

Let Y be the set of all Young functions Φ such that

(2.1) 0 < Φ(r) < +∞ for 0 < r < +∞.
If Φ ∈ Y, then Φ is absolutely continuous on any closed interval in [0,+∞)
and bijective from [0,+∞) to itself.

Definition 2.1 (Orlicz space). For a Young function Φ, let

LΦ(Rn) =
{
f ∈ L1

loc(Rn) :
�

Rn
Φ(k|f(x)|) dx < +∞ for some k > 0

}
,

‖f‖LΦ = inf
{
λ > 0 :

�

Rn
Φ(|f(x)|/λ) dx ≤ 1

}
.

Then ‖f‖LΦ is a norm and LΦ(Rn) is a Banach space. This norm was
introduced by Nakano [27] and Luxemburg [17]. If Φ(r) = rp, 1 ≤ p < ∞,
then LΦ(Rn) = Lp(Rn). If Φ(r) = 0 (0 ≤ r ≤ 1) and Φ(r) = +∞ (r > 1),
then LΦ(Rn) = L∞(Rn).

We note that �

Rn
Φ(|f(x)|/‖f‖LΦ) dx ≤ 1.

For Young functions Φ and Ψ , we write Φ ≈ Ψ if there exists a constant
C ≥ 1 such that

Φ(C−1r) ≤ Ψ(r) ≤ Φ(Cr) for all r ≥ 0.

If Φ ≈ Ψ , then LΦ(Rn) = LΨ (Rn) with equivalent norms. We note that, for
Young functions Φ and Ψ , if there exist C,R ≥ 1 such that

Φ(C−1r) ≤ Ψ(r) ≤ Φ(Cr) for r ∈ (0, R−1) ∪ (R,+∞),

then Φ ≈ Ψ .
For a Young function Φ and for 0 ≤ s ≤ +∞, let

Φ−1(s) = inf{r ≥ 0 : Φ(r) > s} (inf ∅ = +∞).

If Φ ∈ Y, then Φ−1 is the usual inverse function of Φ. We note that

Φ(Φ−1(r)) ≤ r ≤ Φ−1(Φ(r)) for 0 ≤ r < +∞.
The following is due to O’Neil [28] (see also Ando [2]).

Theorem 2.1 ([28, Theorem 2.3]). If there exists a constant c > 0 such
that

Φ−1
1 (r)Φ−1

3 (r) ≤ cΦ−1
2 (r) for all r ≥ 0,

then
‖fg‖LΦ2 ≤ 2c‖f‖LΦ1‖g‖LΦ3 .
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A Young function Φ is said to satisfy the ∆2-condition, denoted Φ ∈ ∆2, if

Φ(2r) ≤ kΦ(r) for r > 0,

for some k > 1. If Φ ∈ ∆2, then Φ ∈ Y. A Young function Φ is said to satisfy
the ∇2-condition, denoted Φ ∈ ∇2, if

Φ(r) ≤ 1
2k

Φ(kr), r ≥ 0,

for some k > 1. The function Φ(r) = r satisfies the ∆2-condition but does
not satisfy the ∇2-condition. If 1 < p < ∞, then Φ(r) = rp satisfies both
conditions. The function Φ(r) = er − r − 1 satisfies the ∇2-condition but
does not satisfy the ∆2-condition.

For a Young function Φ, the complementary function is defined by

(2.2) Φ̃(r) =
{

sup{rs− Φ(s) : s ∈ [0,+∞)}, r ∈ [0,+∞),
+∞, r = +∞.

Then Φ̃ is also a Young function and ˜̃Φ = Φ. If Φ(r) = r, then Φ̃(r) = 0
(0 ≤ r ≤ 1) and Φ̃(r) = +∞ (r > 1). If 1 < p <∞, 1/p+1/p′ = 1 and Φ(r) =
rp/p, then Φ̃(r) = rp

′
/p′. If Φ(r) = er−r−1, then Φ̃(r) = (1+r) log(1+r)−r.

Note that Φ ∈ ∇2 if and only if Φ̃ ∈ ∆2. It is known that

(2.3) r ≤ Φ−1(r)Φ̃−1(r) ≤ 2r for r ≥ 0.

Let Y1 be the set of all Φ∈Y such that
	1
0 Φ(t)t−2 dt<+∞. For Φ∈Y1, let

(2.4) Φ+(r) = r

r�

0

Φ(t)
t2

dt, r ≥ 0.

Then Φ+ ∈ Y and Φ(r) ≤ Φ+(2r) for all r ≥ 0.

Theorem 2.2 ([16, Theorem 1.2.1]). Let Φ ∈ Y. Then the following are
equivalent :

(i) Φ ∈ ∇2 (that is, Φ̃ ∈ ∆2).
(ii) Φ ∈ Y1 and Φ+ ≈ Φ.

(iii) The Hardy–Littlewood maximal operator is bounded on LΦ(Rn).

Next we recall the definition of Morrey spaces. Let B(a, r) be the ball
{x ∈ Rn : |x− a| < r} with center a and radius r > 0.

Definition 2.2 (Morrey space). For 1 ≤ p <∞ and 0 ≤ λ ≤ n, let

Lp,λ(Rn) = {f ∈ Lploc(R
n) : ‖f‖Lp,λ < +∞},

‖f‖Lp,λ = sup
B=B(a,r)

(
1
rλ

�

B

|f(x)|p dx
)1/p

.

Then Lp,λ(Rn) is a Banach space. If λ = 0, then Lp,λ(Rn) = Lp(Rn). If
λ = n, then Lp,λ(Rn) = L∞(Rn).
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If 1/p1 + 1/p3 = 1/p2 and λ1/p1 + λ3/p3 = λ2/p2, then by Hölder’s
inequality we get

(2.5) ‖fg‖Lp2,λ2 ≤ ‖f‖Lp1,λ1‖g‖Lp3,λ3 .

It is known that, if 1 ≤ p < q < ∞ and 0 ≤ λ < n, then there exists a
function f ∈ Lp,λ(Rn) such that f /∈ Lq,µ(Rn) for all 0 ≤ µ ≤ n (for example
[10, p. 67] and [22, Remark 2.3]). We will extend this fact to Orlicz–Morrey
spaces (Theorem 4.9).

3. Definition of Orlicz–Morrey spaces. For a measurable set Ω
in Rn, we denote the characteristic function of Ω by χΩ and the Lebesgue
measure of Ω by |Ω|. For a ball B = B(a, r) and k > 0, we shall denote
B(a, kr) by kB.

A function θ : (0,+∞)→ (0,+∞) is said to be almost increasing (resp.
almost decreasing) if there exists a constant C > 0 such that

θ(r) ≤ Cθ(s) (resp. θ(r) ≥ Cθ(s)) for r ≤ s.
A function θ : (0,+∞) → (0,+∞) is said to satisfy the doubling condition
if there exists a constant C > 0 such that

C−1 ≤ θ(r)/θ(s) ≤ C for 1/2 ≤ r/s ≤ 2.

For functions θ, κ : (0,+∞)→ (0,+∞), we write θ(r) ∼ κ(r) if there exists
a constant C > 0 such that

C−1θ(r) ≤ κ(r) ≤ Cθ(r) for r > 0.

Let G be the set of all functions φ : (0,+∞) → (0,+∞) such that φ is
almost decreasing and φ(r)r is almost increasing. If φ ∈ G, then φ satisfies
the doubling condition. Let ψ : (0,+∞) → (0,+∞) and ψ ∼ φ for some
φ ∈ G. Then ψ ∈ G.

For a Young function Φ, φ ∈ G and a ball B, let

‖f‖Φ,φ,B = inf
{
λ > 0 :

1
|B|φ(|B|)

�

B

Φ

(
|f(x)|
λ

)
dx ≤ 1

}
.

Definition 3.1 (Orlicz–Morrey space). For a Young function Φ and
φ ∈ G, let

L(Φ,φ)(Rn) = {f ∈ L1
loc(Rn) : ‖f‖L(Φ,φ) < +∞},

‖f‖L(Φ,φ) = sup
B
‖f‖Φ,φ,B.

Then ‖ · ‖L(Φ,φ) is a norm and L(Φ,φ)(Rn) is a Banach space, since

‖f‖Φ,φ,B = ‖f‖LΦ(B,dx/(|B|φ(|B|))),

which is a norm on the Orlicz space LΦ(B, dx/(|B|φ(|B|))).
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Definition 3.2 (generalized Morrey space). If Φ(r) = rp, 1 ≤ p < ∞,
then

‖f‖Φ,φ,B =
(

1
|B|φ(|B|)

�

B

|f(x)|p dx
)1/p

.

In this case we denote L(Φ,φ)(Rn) by L(p,φ)(Rn).

By the definition we have the following.

Proposition 3.1. If φ(r) = 1/r, then L(Φ,φ)(Rn) coincides with the
Orlicz space LΦ(Rn). If Φ(r) = rp and φ(r) = r−1+λ/n (0 ≤ λ ≤ n), then
L(Φ,φ)(Rn) coincides with the Morrey space Lp,λ(Rn).

From the next proposition, if Φ ≈ Ψ and φ ∼ ψ, then L(Φ,φ)(Rn) =
L(Ψ,ψ)(Rn) with equivalent norms.

Proposition 3.2. Let Φ, Ψ be Young functions and let φ, ψ ∈ G.

(1) If Φ(r) ≤ Ψ(Cr), then

L(Φ,φ)(Rn) ⊃ L(Ψ,φ)(Rn), ‖f‖L(Φ,φ) ≤ C‖f‖L(Ψ,φ) .

(2) If φ(r) ≤ Cψ(r), then

L(Φ,φ)(Rn) ⊂ L(Φ,ψ)(Rn), max(1, C)‖f‖L(Φ,φ) ≥ ‖f‖L(Φ,ψ) .

Proof. We note that�

B

Φ(|f(x)|/‖f‖L(Φ,φ)) dx ≤ |B|φ(|B|) for all balls B.

Conversely, if there exists λ > 0 such that�

B

Φ(|f(x)|/λ) dx ≤ |B|φ(|B|) for all balls B,

then ‖f‖L(Φ,φ) ≤ λ.
By the inequality

Φ

(
|f(x)|

C‖f‖L(Ψ,φ)

)
≤ Ψ

(
|f(x)|
‖f‖L(Ψ,φ)

)
,

we have (1). By the convexity of Φ we have

Φ

(
|f(x)|

max(1, C)‖f‖L(Φ,φ)

)
≤ 1

max(1, C)
Φ

(
|f(x)|
‖f‖L(Φ,φ)

)
≤ 1
C
Φ

(
|f(x)|
‖f‖L(Φ,φ)

)
,

which yields (2).

By the definition and Lebesgue’s differentiation theorem we have the
following.

Proposition 3.3. Let Φ be a Young function and φ ∈ G.

(1) If c0 = supu>0 φ(u) < +∞, then

L(Φ,φ)(Rn) ⊂ L∞(Rn) and ‖f‖L∞ ≤ Φ−1(c0)‖f‖L(Φ,φ) .
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(2) If c1 = infu>0 φ(u) > 0, then

L(Φ,φ)(Rn) ⊃ L∞(Rn) and ‖f‖L∞ ≥ Φ−1(c1)‖f‖L(Φ,φ) .

Therefore, if φ ∼ 1, then L(Φ,φ)(Rn) = L∞(Rn) with equivalent norms.
By the next proposition we may assume that φ is continuous and strictly

decreasing in the definition of L(Φ,φ)(Rn).

Proposition 3.4. If φ ∈ G, then there exists φ ∈ G such that φ ∼ φ and
φ is continuous and strictly decreasing.

Proof. Let

(3.1) cφ = sup
0<t≤r<+∞

φ(r)
φ(t)

and cφ = sup
0<t≤r<+∞

tφ(t)
rφ(r)

.

Then 1 ≤ cφ, cφ <∞ by the definition of G. Let

φ1(r) = inf
t≤r

φ(t).

Then φ1 is decreasing, φ1(r) ≤ φ(r) ≤ cφφ1(r), and so φ1 ∈ G.
If infr>0 φ(r) = c0 > 0, then limr→+∞ φ1(r) = c0. We choose a strictly

increasing function θ : (0,+∞) → (0,+∞) so that limr→0 θ(r) = 0 and
limr→+∞ θ(r) = c0/2, and let φ2 = φ1 − θ. Then φ2 is strictly decreasing
and φ2 ≤ φ1 ≤ (3/2)φ2.

If infr>0 φ(r) = 0, then limr→+∞ φ1(r) = 0. In this case we let φ2 = φ1.
Let

φ(r) = r

+∞�

r

φ2(t)
t2

dt.

Then φ is continuous and strictly decreasing. Indeed, for r < s,

r

+∞�

r

φ2(t)
t2

dt = r

+∞�

s

φ2((r/s)t)
(r/s)t2

dt = s

+∞�

s

φ2((r/s)t)
t2

dt

> s

+∞�

s

φ2(t)
t2

dt.

Moreover,

r

+∞�

r

φ2(t)
t2

dt < r

+∞�

r

φ2(r)
t2

dt = φ2(r) = 2r
2r�

r

φ2(r)
t2

dt

≤ 4cφr
2r�

r

φ2(t)
t2

dt < 4cφr
+∞�

r

φ2(t)
t2

dt.

Therefore φ ∼ φ and φ ∈ G.
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4. Generalized Hölder’s inequality and inclusion relations

Theorem 4.1. Let Φi be Young functions and φi ∈ G, i = 1, 2, 3. Assume
that there exists a constant c > 0 such that

Φ−1
1 (rφ1(s))Φ−1

3 (rφ3(s)) ≤ c Φ−1
2 (rφ2(s)) for r, s > 0.

If f ∈ L(Φ1,φ1)(Rn) and g ∈ L(Φ3,φ3)(Rn), then fg ∈ L(Φ2,φ2)(Rn) and

‖fg‖L(Φ2,φ2) ≤ 2c‖f‖L(Φ1,φ1)‖g‖L(Φ3,φ3) .

Proof. We follow the proof of [28, Theorem 2.3]. We may assume that
‖f‖L(Φ1,φ1) = ‖g‖L(Φ3,φ3) = 1. For any ball B and x ∈ B, let

r = max
(
Φ1(|f(x)|)
φ1(|B|)

,
Φ3(|g(x)|)
φ3(|B|)

)
.

We note that r < +∞ for a.e. x, since
	
B Φ1(|f(x)|) dx ≤ |B|φ1(|B|) and	

B Φ3(|g(x)|) dx ≤ |B|φ3(|B|). From Φ1(|f(x)|) ≤ rφ1(|B|) it follows that

|f(x)| ≤ Φ−1
1 (Φ1(|f(x)|)) ≤ Φ−1

1 (rφ1(|B|)).
In the same way we have

|g(x)| ≤ Φ−1
3 (Φ3(|g(x)|)) ≤ Φ−1

3 (rφ3(|B|)).
Hence

|f(x)g(x)| ≤ Φ−1
1 (rφ1(|B|))Φ−1

3 (rφ3(|B|)) ≤ c Φ−1
2 (rφ2(|B|)),

and

Φ2

(
|f(x)g(x)|

2c

)
≤ 1

2
Φ2

(
|f(x)g(x)|

c

)
≤ 1

2
Φ2(Φ−1

2 (rφ2(|B|))) ≤ 1
2
rφ2(|B|)

≤ 1
2

(
Φ1(|f(x)|)
φ1(|B|)

+
Φ3(|g(x)|)
φ3(|B|)

)
φ2(|B|).

Therefore
�

B

Φ2

(
|f(x)g(x)|

2c

)
dx ≤ 1

2

( �

B

Φ1(|f(x)|)
φ1(|B|)

dx+
�

B

Φ3(|g(x)|)
φ3(|B|)

dx

)
φ2(|B|)

≤ |B|φ2(|B|).
This shows

‖fg‖Φ2,φ2,B ≤ 2c,

and the conclusion.

Corollary 4.2. Let Φi be Young functions, i = 1, 2, 3, and φ ∈ G.
Assume that there exists a constant c > 0 such that

Φ−1
1 (r)Φ−1

3 (r) ≤ c Φ−1
2 (r) for r > 0.

If f ∈ L(Φ1,φ)(Rn) and g ∈ L(Φ3,φ)(Rn), then fg ∈ L(Φ2,φ)(Rn) and

‖fg‖L(Φ2,φ) ≤ 2c‖f‖L(Φ1,φ)‖g‖L(Φ3,φ) .
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Corollary 4.3 ([21, 22]). Let 1 ≤ pi < ∞ and φi ∈ G, i = 1, 2, 3.
Assume that 1/p1 + 1/p3 = 1/p2 and that there exists a constant c > 0 such
that

φ
1/p1
1 (r)φ1/p3

3 (r) ≤ cφ1/p2
2 (r) for r > 0.

If f ∈ L(p1,φ1)(Rn) and g ∈ L(p3,φ3)(Rn), then fg ∈ L(p2,φ2)(Rn) and

‖fg‖L(p2,φ2) ≤ 2c‖f‖L(p1,φ1)‖g‖L(p3,φ3) .

Theorem 4.4. Let Φi be Young functions and φi ∈ G, i = 1, 2. Assume
that

Φ2(r)Φ2(s) ≤ c0Φ2(rs) for r, s > 0,

and there exists Φ3 ∈ Y such that

Φ−1
1 (r)Φ−1

3 (r) ≤ c1Φ−1
2 (r), φ1(r)/Φ2(Φ−1

3 (φ1(r))) ≤ c2φ2(r) for r > 0.

Then

L(Φ1,φ1)(Rn) ⊂ L(Φ2,φ2)(Rn),
‖f‖L(Φ2,φ2) ≤ 2 max(1, c0) c1 max(1, c2)‖f‖L(Φ1,φ1) .

By elementary calculations we have the following.

Lemma 4.5. Let Φ be a Young function and φ ∈ G. Then

‖1‖Φ,φ,B = 1/Φ−1(φ(|B|)).

Proof of Theorem 4.4. By Theorem 4.1 and Lemma 4.5 we have

‖f‖Φ2,φ1,B ≤ 2c1‖f‖Φ1,φ1,B‖1‖Φ3,φ1,B ≤ 2c1‖f‖Φ1,φ1,B/Φ
−1
3 (φ1(|B|)).

Let c′0 = max(1, c0) and c′2 = max(1, c2). By the assumption we have

Φ2

(
|f(x)|

2c′0c1c
′
2‖f‖Φ1,φ1,B

)
≤ 1
c′0c
′
2

Φ2

(
|f(x)|

Φ−1
3 (φ1(|B|))‖f‖Φ2,φ1,B

)
≤ 1
c′2
Φ2

(
|f(x)|
‖f‖Φ2,φ1,B

)
1

Φ2(Φ−1
3 (φ1(|B|)))

≤ Φ2

(
|f(x)|
‖f‖Φ2,φ1,B

)
φ2(|B|)
φ1(|B|)

.

Hence
�

B

Φ2

(
|f(x)|

2c′0c1c
′
2‖f‖Φ1,φ1,B

)
dx ≤ φ2(|B|)

φ1(|B|)

�

B

Φ2

(
|f(x)|
‖f‖Φ2,φ1,B

)
dx ≤ |B|φ2(|B|).

This shows

‖f‖Φ2,φ2,B ≤ 2c′0c1c
′
2‖f‖Φ1,φ1,B for all balls B,

and the conclusion.

Corollary 4.6. Let 1 ≤ q ≤ p <∞ and φ ∈ G. Then

L(p,φ)(Rn) ⊂ L(q,φq/p)(Rn) and ‖f‖
L(q,φq/p) ≤ ‖f‖L(p,φ) .
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Corollary 4.7. Let Φ be a Young function and φ ∈ G. Then Φ−1(φ)
∈ G and

L(Φ,φ)(Rn) ⊂ L(1,Φ−1(φ))(Rn) and ‖f‖
L(1,Φ−1(φ)) ≤ 4‖f‖L(Φ,φ) .

Proof. Note that Φ−1(cr) ≤ cΦ−1(r) for c ≥ 1 and r > 0, since Φ−1 is
concave and nonnegative. Let cφ and cφ be the constants defined by (3.1).
Then, for 0 < t < r < +∞,

Φ−1(φ(r)) ≤ Φ−1(cφφ(t)) ≤ cφΦ−1(φ(t)),

tΦ−1(φ(t)) ≤ tΦ−1(cφrφ(r)/t) ≤ cφrΦ−1(φ(r)).

Hence Φ−1(φ) ∈ G. Let Φ̃ be the complementary function of Φ. Then it
follows from (2.3) that

Φ−1(r)Φ̃−1(r) ≤ 2r, φ(r)/Φ̃−1(φ(r)) ≤ Φ−1(φ(r)).

By Theorem 4.4 we have the conclusion.

Corollary 4.8 ([25]). Let Φ be a Young function and φ(r) = Φ−1(1/r).
Then φ ∈ G and

LΦ(Rn) ⊂ L(1,φ)(Rn) and ‖f‖L(1,φ) ≤ 4‖f‖LΦ .
Theorem 4.9. Let Φ, Ψ ∈ Y, φ ∈ G and φ(r) → +∞ as r → 0. If

limr→+∞ Φ
−1(r)/Ψ−1(r) = +∞, then there exists a function f ∈ L(Φ,φ)(Rn)

with compact support such that f /∈ L(Ψ,ψ)(Rn) for all ψ ∈ G.

To prove Theorem 4.9 we state a lemma, whose proof is in Section 8.

Lemma 4.10. Let Φ be a Young function, φ ∈ G and

cφ = sup
0<t≤r<+∞

tφ(t)/(rφ(r)).

Assume that φ is continuous and strictly decreasing. For 0 < t < r, there
exists a function f ∈ L(Φ,φ)(Rn) and a ball B0 such that

(4.1)



‖f‖L(Φ,φ) ≤ C,
supp f ⊂ B0,

|B0| = (2
√
n)ncφ r,

|supp f | = [cφrφ(r)/(tφ(t))] t,
f(x) = Φ−1(φ(t)) for x ∈ supp f,

where the constant C > 0 depends only on n and cφ, and the notation [s]
represents the greatest integer less than or equal to the real number s.

Proof of Theorem 4.9. By Proposition 3.4, we may assume that φ is
continuous and strictly decreasing. Let 0 < tk ≤ 1/2k and

Φ−1(φ(tk))
Ψ−1(φ(tk))

≥ 8k for k = 1, 2, . . . .
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Then

Ψ

(
Φ−1(φ(tk))

8k

)
≥ φ(tk).

Using Lemma 4.10, for every k, there exists a function fk such that (4.1)
holds for t = tk and r = 1. Since the radius of B0 is independent of t = tk, we
may assume that every supp fk is included in the same B0, i.e.

⋃
k supp fk

⊂ B0. Let

f =
∞∑
k=1

2−kfk.

Then f ∈ L(Φ,φ)(Rn) and supp f is compact. On the other hand, for all
λ > 0, there exists k0 such that λ ≤ 2k0 . Then, for k ≥ k0, we have

2−k
�

B0

Ψ(|2−kfk(x)|/λ) dx ≥
�

B0

Ψ(|fk(x)|/8k) dx

= Ψ(Φ−1(φ(tk))/8k)[cφφ(1)/(tkφ(tk))]tk ≥ cφφ(1)/2,

i.e.
	
B0
Ψ(|f(x)|/λ) dx=+∞. This shows that f /∈L(Ψ,ψ)(Rn) for all ψ∈G.

Corollary 4.11. Let 1 ≤ p < q <∞, φ ∈ G and φ(r)→ +∞ as r → 0.
Then there exists a function f ∈ Lp,φ(Rn) with compact support such that
f /∈ Lq,ψ(Rn) for all ψ ∈ G.

5. A necessary and sufficient condition for the boundedness
of the Hardy–Littlewood maximal operator. The Hardy–Littlewood
maximal function of f ∈ L1

loc(Rn) is defined by

Mf(x) = sup
B3x

1
|B|

�

B

|f(y)| dy,

where the supremum is taken over all balls B containing x.
In this section we give a necessary and sufficient condition for the bound-

edness of the operator M from one Orlicz–Morrey space to another.

Theorem 5.1. Let Φ, Ψ ∈ Y and φ, ψ ∈ G. Then the following are
equivalent :

(i) There exists a constant A ≥ 1 such that

(5.1) Φ−1(φ(r)) ≤ AΨ−1(ψ(r)) for r > 0,

and

(5.2)
s/A�

Ψ−1(ψ(r))

Ψ(t)
t2

dt ≤ A Φ(s)
s

ψ(r)
φ(r)

for (r, s) ∈ E,
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where

E = {(r, s) ∈ (0,+∞)2 : 2AΨ−1(ψ(r)) < s < sup
u>0

Φ−1(φ(u))}.

(ii) The operator M is bounded from L(Φ,φ)(Rn) to L(Ψ,ψ)(Rn).

Remark 5.1. By Proposition 3.4 we may assume that φ is continuous
and strictly decreasing. Indeed, in the proof of Proposition 3.4, we have
φ ≤ φ. If Φ and φ satisfy (5.1) and (5.2), then so do Φ and φ.

Example 5.1. For 0 < α ≤ 1, let

Φ(r) =
{
r, r < e,
r log r, r ≥ e, φ(r) =

1
rα
,

Ψ(r) = r, ψ(r) =
{

1/rα, r < e,
(log r)/rα, r ≥ e

Then (5.1) and (5.2) hold. Therefore, the operator M is bounded from
L(Φ,φ)(Rn) to L(1,ψ)(Rn), where L(1,ψ)(Rn) is a generalized Morrey space
defined in Definition 3.2. In the case α = 1, the operator M is bounded
from LΦ(Rn) to L(1,ψ)(Rn).

Example 5.2. For 0 < α < 1, let

Φ(r) =
{
r, r < e,
r log r, r ≥ e, φ(r) =

{
1/rα, r < e,
1/(rα log r), r ≥ e,

Ψ(r) = r, ψ(r) =
1
rα
.

Then (5.1) and (5.2) hold. In the case α = 1−λ/n (0 < λ < n), the operator
M is bounded from L(Φ,φ)(Rn) to L1,λ(Rn), where L1,λ(Rn) is the Morrey
space defined in Definition 2.2.

For φ = ψ, Theorem 5.1 yields the following.

Corollary 5.2. Let Φ, Ψ ∈ Y and φ ∈ G. Then the following are equiv-
alent :

(i) There exists a constant A ≥ 1 such that

(5.3) Ψ(s/A) ≤ Φ(s) for inf
u>0

Φ−1(φ(u)) < s < sup
u>0

Φ−1(φ(u)),

and

(5.4)
s/A�

infu>0 Ψ−1(φ(u))

Ψ(t)
t2

dt ≤ A Φ(s)
s

for 2A inf
u>0

Ψ−1(φ(u)) < s < sup
u>0

Φ−1(φ(u)).

(ii) The operator M is bounded from L(Φ,φ)(Rn) to L(Ψ,φ)(Rn).
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For Φ = Ψ , Corollary 5.2 and Theorem 2.2 give the following.

Corollary 5.3. Let Φ ∈ Y and φ ∈ G. If φ(r) → +∞ as r → 0 and
φ(r)→ 0 as r → +∞, then the following are equivalent :

(i) Φ ∈ ∇2 (that is, Φ̃ ∈ ∆2).
(ii) Φ ∈ Y1 and Φ+ ≈ Φ, where Φ+ is defined by (2.4).

(iii) The operator M is bounded from LΦ(Rn) to itself.
(iv) The operator M is bounded from L(Φ,φ)(Rn) to itself.

From Corollary 5.2 we have the following.

Corollary 5.4. Let Φ ∈ Y1 and φ ∈ G. Then the operator M is bounded
from L(Φ+,φ)(Rn) to L(Φ,φ)(Rn).

Example 5.3. For ε > 0 and δ ≥ 0, let Φ ∈ Y1 with

Φ(r) =
{
r(log(1/r))−ε−1 for small r > 0,
r(log r)δ for large r > 0.

Then

Φ+(r) ≈
{
r(log(1/r))−ε for small r > 0,
r(log r)δ+1 for large r > 0.

Example 5.4. For 1 < p <∞, ε ∈ R and δ ∈ R, let Φ ∈ Y1 with

Φ(r) =
{
rp(log(1/r))−ε for small r > 0,
rp(log r)δ for large r > 0.

Then Φ ∈ ∇2 and Φ+ ≈ Φ (see Theorem 2.2).

Example 5.5. Let φ ∈ G and φ(r) ≥ 1. For β ≥ 0, let

Φ(r) =
{
r for small r,
r(log r)β+1 for large r,

Ψ(r) =
{
r for small r,
r(log r)β for large r.

Then (5.3) and (5.4) in Corollary 5.2 hold.

Let Φ(r) = r in Theorem 5.1. If supu>0 Φ
−1(φ(u)) = +∞, then (5.2)

does not hold for any Ψ ∈ Y or for any ψ ∈ G. Thus we have the following.

Corollary 5.5. Let φ ∈ G and φ(r) → +∞ as r → 0. Then the oper-
ator M is not bounded from L(1,φ)(Rn) to L(Ψ,ψ)(Rn) for any Ψ ∈ Y or for
any ψ ∈ G.

Example 5.6. For 0 < α < 1, let

Φ(r) = Ψ(r) = r, φ(r) =
{

1/eα, r < e,
1/(rα log r), r ≥ e,

ψ(r) = min(1, 1/rα).

Then (5.1) and (5.2) hold. In this case the operator M is bounded from
L(1,φ)(Rn) to L(1,ψ)(Rn).

For generalized Morrey spaces we have the following.
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Corollary 5.6. Let 1 ≤ p, q <∞, φ, ψ ∈ G and φ(r)→ +∞ as r → 0.
Then the following are equivalent :

(i) p ≥ q, p > 1 and there exists a constant A ≥ 1 such that

(5.5) φ(r)1/p ≤ Aψ(r)1/q for r > 0.

(ii) The operator M is bounded from L(p,φ)(Rn) to L(q,ψ)(Rn).

Remark 5.2. Let 1 < p, q < ∞, φ, ψ ∈ G and φ(r) → +∞ as r → 0.
By the corollary the operator M is bounded from L(p,φ)(Rn) to itself. From
p ≥ q and (5.5) it follows that L(p,φ)(Rn) ⊂ L(q,ψ)(Rn) (see Proposition 3.2
and Corollary 4.6).

Proof of Corollary 5.6. Assume that (i) in the corollary holds. Then
(5.1) holds in Theorem 5.1. Case 1: p ≥ q > 1. If ψ(r)1/q < s, then 1 ≤
(sψ(r)−1/q)p−q, and

sq−1 ≤ sp−1ψ(r)1−p/q ≤ Apsp−1 ψ(r)
φ(r)

.

Hence we have (5.2). Case 2: p > q = 1. There exists a constant C ≥ 1 such
that if Cψ(r) < s, then log(sψ(r)−1) ≤ (sψ(r)−1)p−1, and so

log(sψ(r)−1) ≤ sp−1ψ(r)1−p ≤ Apsp−1 ψ(r)
φ(r)

.

Hence we have (5.2).
Conversely, assume that (ii) in the corollary holds. Fix r and let s→ +∞

in (5.2) in Theorem 5.1. Then p ≥ q > 1 or p > q = 1 is needed.

6. Weak boundedness of the Hardy–Littlewood maximal opera-
tor. In this section we consider weak boundedness of the Hardy–Littlewood
maximal operator.

For a measurable set Ω ⊂ Rn, we denote the Lebesgue measure of Ω
by |Ω|. For a measurable set Ω ⊂ Rn, a measurable function f and t > 0,
let

m(Ω, f, t) = |{x ∈ Ω : |f(x)| > t}|.

In the case Ω = Rn, we briefly denote it by m(f, t). For Φ ∈ Y, φ ∈ G and
a ball B, let

‖f‖Φ,φ,B,weak = inf
{
λ > 0 : sup

t>0

tm(B,Φ(|f |/λ), t)
|B|φ(|B|)

≤ 1
}
.

We note that ‖f‖Φ,φ,B,weak ≤ ‖f‖Φ,φ,B and

sup
t>0

Φ(t)m(Ω, f, t) = sup
t>0

tm(Ω, f, Φ−1(t)) = sup
t>0

tm(Ω,Φ(|f |), t).
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Definition 6.1 (weak Orlicz–Morrey space). For Φ ∈ Y and φ ∈ G, let

L
(Φ,φ)
weak (Rn) = {f ∈ L1

loc(Rn) : ‖f‖
L

(Φ,φ)
weak

< +∞},

‖f‖
L

(Φ,φ)
weak

= sup
B
‖f‖Φ,φ,B,weak.

Then ‖·‖
L

(Φ,φ)
weak

is a quasi-norm and L(Φ,φ)
weak (Rn) is a complete quasi-normed

space. We note that

‖f + g‖
L

(Φ,φ)
weak

≤ 2(‖f‖
L

(Φ,φ)
weak

+ ‖g‖
L

(Φ,φ)
weak

).

Theorem 6.1. Let Φ ∈ Y and φ ∈ G. Then the operator M is bounded
from L(Φ,φ)(Rn) to L

(Φ,φ)
weak (Rn). Moreover , if Φ ∈ ∇2, then M is bounded

from L(Φ,φ)(Rn) to itself.

We shall prove this theorem in Section 10.

Corollary 6.2 ([20]). Let φ ∈ G. Then the operator M is bounded from
L(1,φ)(Rn) to L(1,φ)

weak(Rn). If 1 < p <∞, then M is bounded from L(p,φ)(Rn)
to itself.

Corollary 6.3 ([3]). Let 0 ≤ λ < n. Then the operator M is bounded
from L1,λ(Rn) to L1,λ

weak(Rn). If 1 < p <∞, then M is bounded from Lp,λ(Rn)
to itself.

7. Generalized fractional integral operators. As an application of
the results for the Hardy–Littlewood maximal operator, we give a sufficient
condition for the boundedness of generalized fractional integral operators.
The results in this section improve those in [26].

For a function % : (0,+∞)→ (0,+∞), let

I%f(x) =
�

Rn
f(y)

%(|x− y|n)
|x− y|n

dy.

We consider the following conditions on %:
1�

0

%(t)
t
dt < +∞,(7.1)

1
A1
≤ %(s)
%(r)

≤ A1 for 1/2 ≤ s/r ≤ 2,(7.2)

%(r)
r
≤ A2

%(s)
s

for s ≤ r.(7.3)

If %(r) = rα/n, 0 < α < n, then I% is the fractional integral operator denoted
by Iα.
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For a function θ : (0,+∞)→ (0,+∞), let

θ∗(r) =
r�

0

θ(t)
t
dt, θ∗(r) =

+∞�

r

θ(t)
t
dt.

Theorem 7.1. Let Φ, Ψ ∈ Y and φ, ψ ∈ G. If there exist Θ ∈ Y and a
constant A ≥ 1 such that

Φ−1(φ(r)) ≤ AΘ−1(ψ(r)) for r > 0,(7.4)
s�

Θ−1(ψ(r))

Θ(t)
t2

dt ≤ A Φ(As)
s

ψ(r)
φ(r)

for (r, s) ∈ E,(7.5)

where

E = {(r, s) ∈ (0,+∞)2 : 2AΘ−1(ψ(r)) < s < sup
u>0

Φ−1(φ(u))},

and

(7.6) Ψ

(
Θ−1 ◦ φ(r)%∗(r) + ((Φ−1 ◦ φ)%)∗(r)

A

)
≤ φ(r) for r > 0,

then the operator I% is bounded from L(Φ,φ)(Rn) to L(Ψ,ψ)(Rn).

We shall prove this theorem in Section 11. In the proof we use a pointwise
estimate by Mf(x) and boundedness of the operator M . This method was
introduced by Hedberg [13] to give a simple proof of the Hardy–Littlewood–
Sobolev theorem.

If, in Theorem 7.1, we use Φ+ and Φ instead of Φ and Θ, respectively,
we obtain the following.

Corollary 7.2. Let Φ ∈ Y1, Ψ ∈ Y and φ ∈ G. If there exists a constant
A ≥ 1 such that

Ψ

(
Φ−1 ◦ φ(r)%∗(r) + (((Φ+)−1 ◦ φ)%)∗(r)

A

)
≤ φ(r), r > 0,

then the operator I% is bounded from L(Φ+,φ)(Rn) to L(Ψ,φ)(Rn).

Theorem 7.3. Let Φ, Ψ ∈ Y and φ ∈ G. If there exists a constant A ≥ 1
such that

(7.7) Ψ

(
Φ−1 ◦ φ(r)%∗(r) + ((Φ−1 ◦ φ)%)∗(r)

A

)
≤ φ(r), r > 0,

then the operator I% is bounded from L(Φ,φ)(Rn) to L(Ψ,φ)
weak (Rn). Moreover , if

Φ ∈ ∇2, then I% is bounded from L(Φ,φ)(Rn) to L(Ψ,φ)(Rn).

We shall prove this theorem in Section 11.
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Example 7.1 ([1]). Let 0 < α < n, 1 < p < q <∞, −n/p+ αn/(n− λ)
= −n/q, and

%(r) = rα/n, Φ(r) = rp, Ψ(r) = rq, φ(r) = r−1+λ/n.

Then Φ ∈ ∇2 and

Φ−1 ◦ φ(r)%∗(r) + ((Φ−1 ◦ φ)%)∗(r) ∼ r(−1+λ/n)/p+α = r(−1+λ/n)/q.

Therefore the operator Iα is bounded from Lp,λ(Rn) to Lq,λ(Rn). This is the
result of Adams [1] (1975).

Example 7.2. Let ` : (0,+∞)→ (0,+∞) satisfy the doubling condition
and

`(r) =
{

(log(1/r))−1 for small r > 0,
log r for large r > 0.

For β > 0, let

%(r) =
{

(log(1/r))−β−1 for small r > 0,
(log r)β−1 for large r > 0.

Then % satisfies (7.1)–(7.3) and

%∗(r) =
r�

0

%(t)
t
dt ∼ `β(r).

Let

Φ(r) = rp, Ψ(r) = rp`pβ(r), (1 ≤ p <∞)

φ(r) = r−1+λ/n (0 ≤ λ < n).

Then we have the following boundedness:

I% : L1,λ(Rn) = L(1,φ)(Rn)→ L
(Ψ,φ)
weak (Rn) (p = 1),

I% : Lp,λ(Rn) = L(p,φ)(Rn)→ L(Ψ,φ)(Rn) (1 < p <∞).

Example 7.3. Let ` and % be as in Example 7.2. For p > 0, let

ep(r) =
{

1/exp(1/rp) for small r > 0,
exp(rp) for large r > 0.

Let

Φ(r) = ep(r), Ψ(r) = eq(r) (−1/p+ β = −1/q < 0),

φ(r) = r−1+λ/n (0 ≤ λ < n).

Then the operator I% is bounded from L(Φ,φ)(Rn) to L(Ψ,φ)(Rn).
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Example 7.4. Let ` and % be as in Example 7.2. For ε > 0, δ ≥ 0 and
β > 0, let

Φ(r) =
{
r(log(1/r))−ε for small r > 0,
r(log r)δ+1 for large r > 0.

Θ(r) =
{
r(log(1/r))−ε−1 for small r > 0,
r(log r)δ for large r > 0,

Ψ(r) =
{
r(log(1/r))−ε−β for small r > 0,
r(log r)δ+β for large r > 0,

φ(r) = r−1+λ/n (0 ≤ λ < n).

Then the operator I% is bounded from L(Φ,φ)(Rn) to L(Ψ,φ)(Rn).

8. Proof of Lemma 4.10. Let k = [cφrφ(r)/(tφ(t))], i.e.

k ≤
cφφ(r)r
φ(t)t

< k + 1.

Then

kt ≤ cφ
φ(r)
φ(t)

r ≤ cφr.

Let κ be the positive integer such that κn ≤ k < (κ + 1)n. We denote the
measure of the unit ball in Rn by σn. First, we choose a cube Q0 and a ball
B0 so that

Q0 ⊂ B0, |Q0| = 4ncφr/σn, |B0| = (2
√
n)ncφr.

In this case the side length of Q0 is 4(cφr/σn)1/n and the radius of B0 is
2
√
n(cφr/σn)1/n. We divide Q0 into (κ+ 1)n cubes Qj (j = 1, . . . , (κ+ 1)n)

with side length 4(cφr/σn)1/n/(κ+ 1). Let τ = (t/σn)1/n. Then

2τ = 2(t/σn)1/n ≤ 2
k1/n

κ
(t/σn)1/n ≤ 4

k1/n

κ+ 1
(t/σn)1/n ≤

4(cφr/σn)1/n

κ+ 1
.

So we can choose balls Bj ⊂ Qj , j = 1, . . . , k < (κ + 1)n of radius τ each.
Then

|Bj | = t for j = 1, . . . , k, Bj ∩Bj′ = ∅ for j 6= j′,

k⋃
j=1

Bj ⊂ B0.

Let

f =
k∑
j=1

Φ−1(φ(t))χBj ,

where χBj is the characteristic function of Bj .
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Next, we show f ∈ L(Φ,φ)(Rn) and ‖f‖L(Φ,φ) ≤ C. For all balls B, if
|B| ≤ t, then �

B

Φ(|f(x)|) dx ≤ |B|φ(t) ≤ |B|φ(|B|).

If t < |B| ≤ r, then the number of Bj which intersect B is less than or
comparable to k|B|/r, and so�

B

Φ(|f(x)|) dx ≤ (cnk|B|/r)tφ(t) ≤ (cn|B|/r)cφrφ(r)

= cncφ|B|φ(r) ≤ cncφ|B|φ(|B|),
where cn depends only on n. If r < |B|, then�

B

Φ(|f(x)|) dx ≤ ktφ(t) ≤ cφrφ(r) ≤ (cφ)2|B|φ(|B|).

Therefore ‖f‖L(Φ,φ) ≤ max(cncφ, (cφ)2).

9. Proofs of Theorem 5.1. First, we note that, for Φ ∈ Y, its left and
right derivatives exist for all r > 0 and are both increasing. Then Φ can be
expressed by

Φ(r) =
r�

0

a(t) dt

for some increasing function a : [0,+∞) → [0,+∞) such that a(r) > 0 for
r > 0. In this case a(r) = Φ′(r) for a.e. r > 0 and

(9.1) Φ(r) ≤ rΦ′(r) ≤ Φ(2r) for a.e. r > 0,

since

Φ(r) =
r�

0

a(t) dt ≤ ra(r) =
2r�

r

a(r) dt ≤
2r�

0

a(t) dt ≤ Φ(2r).

The following is known.

Theorem 9.1 ([41]). For a Young function Φ and its complementary
function Φ̃, �

Rn
|f(x)g(x)| dx ≤ 2‖f‖LΦ‖g‖LeΦ .

Remark 9.1. Theorem 9.1 is valid for any measure space instead of Rn.

To prove Theorem 5.1, we state five lemmas. The first three are in [26].
We give the proofs for convenience.

Lemma 9.2. For a Young function Φ, φ ∈ G and B = B(a, r),�

B

f(x)g(x) dx ≤ 2|B|φ(r)‖f‖Φ,φ,B‖g‖eΦ,φ,B,
where Φ̃ is the complementary function of Φ.
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Proof. For LΦ(B, dx/(|B|φ(r))) and L
eΦ(B, dx/(|B|φ(r))), Theorem 9.1

gives us
�

B

f(x)g(x)
dx

|B|φ(r)
≤ 2‖f‖LΦ(B,dx/(|B|φ(r)))‖g‖LeΦ(B,dx/(|B|φ(r)))

= 2‖f‖Φ,φ,B‖g‖eΦ,φ,B.
Lemma 9.3. For a Young function Φ, φ ∈ G and B = B(a, r),

‖1‖eΦ,φ,B ≤ Φ−1(φ(r))/φ(r),

where Φ̃ is the complementary function of Φ.

Proof. Apply Lemma 4.5 and (2.3).

Lemma 9.4. For a Young function Φ, φ ∈ G and a ball B, if f ∈
L(Φ,φ)(Rn) and supp f ∩ 2B = ∅, then

Mf(x) ≤ CΦ−1(φ(|B|))‖f‖L(Φ,φ) for x ∈ B,

where C is a constant depending only on Φ and φ.

Proof. Let r > 0 be the radius of B. For all balls B′ 3 x, if the radius
of B′ is less than or equal to r/2, then

	
B′ |f(x)| dx = 0, and if it is greater

than r/2, then using Lemmas 9.2 and 9.3, we have

1
|B′|

�

B′

|f(x)| dx ≤ 2φ(|B′|)‖f‖Φ,φ,B′‖1‖eΦ,φ,B′
≤ 2φ(|B′|)‖f‖L(Φ,φ)Φ−1(φ(|B′|))/φ(|B′|)
≤ 2Φ−1(φ(|B′|))‖f‖L(Φ,φ) ≤ CΦ−1(φ(|B|))‖f‖L(Φ,φ) ,

since φ is almost decreasing, and Φ−1 and φ satisfy the doubling condition.

Lemma 9.5 ([39, p. 92]). If f ∈ L1(Rn), then

m(Mf, t) ≤ cn
t

+∞�

t/2

m(f, s) ds for all t > 0,

where cn is a constant depending only on n.

Lemma 9.6 ([12, p. 57], [9, p. 144]). If f ∈ L1(Rn), then

m(Mf, t) ≥ cn
t

�

|f |>t

|f(x)| dx for all t > 0,

where cn is a constant depending only on n.

Proof of Theorem 5.1(i)⇒(ii). Let f ∈ L(Φ,φ)(Rn). For all balls B, let

f = f1 + f2, f1 = fχ2B.
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Then
�

B

Ψ(Mf1(x)/λ) dx =
∞�

0

m(B,Mf1/λ, t)Ψ ′(t) dt.

Let u = Ψ−1(ψ(|B|)) and λ = 4A‖f‖L(Φ,φ) . Then

u�

0

m(B,Mf1/λ, t)Ψ ′(t) dt ≤ |B|
u�

0

Ψ ′(t) dt = |B|Ψ(u) = |B|ψ(|B|).

Using Lemma 9.5 and (9.1), we have

∞�

u

m(B,Mf1/λ, t)Ψ ′(t) dt ≤ cn
∞�

u

Ψ ′(t)
t

dt

∞�

t/2

m(f1/λ, s) ds

= cn

∞�

u

Ψ ′(t)
t

dt

∞�

t/2

m(4Af1/λ, 4As) ds

=
cn
4A

∞�

u

Ψ ′(t)
t

dt

∞�

2At

m(4Af1/λ, s) ds

=
cn
4A

∞�

2Au

(s/(2A)�

u

Ψ ′(t)
t

dt

)
m(4Af1/λ, s) ds

≤ cn
4A

∞�

2Au

(s/(2A)�

u

Ψ(2t)
t2

dt

)
m(4Af1/λ, s) ds

=
cn
4A

∞�

2Au

(
2
s/A�

2u

Ψ(t)
t2

dt

)
m(4Af1/λ, s) ds.

Let ω = supu>0 Φ
−1(φ(u)). If ω < +∞, then m(4Af1/λ, s) = 0 for s > ω by

Proposition 3.3. Using (5.2) and (9.1), we have

∞�

u

m(B,Mf1/λ, t)Ψ ′(t) dt ≤
cn
2A

ω�

2Au

(s/A�
2u

Ψ(t)
t2

dt

)
m(4Af1/λ, s) ds

≤ cn
2
ψ(|B|)
φ(|B|)

ω�

2Au

Φ(s)
s
m(4Af1/λ, s) ds

≤ cn
2
ψ(|B|)
φ(|B|)

ω�

2Au

Φ′(s)m(4Af1/λ, s) ds
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=
cn
2
ψ(|B|)
φ(|B|)

�

2B

Φ

(
4A
|f(x)|
λ

)
dx

≤ cn
2
ψ(|B|)
φ(|B|)

|2B|φ(|2B|) ≤ C|B|ψ(|B|).

Thus we have �

B

Ψ(Mf1(x)/λ) dx ≤ (1 + C)|B|ψ(|B|),

and �

B

Ψ

(
Mf1(x)
(1 + C)λ

)
dx ≤ |B|ψ(|B|).

Hence

(9.2) ‖Mf1‖Ψ,ψ,B ≤ 4A(1 + C)‖f‖L(Φ,φ) .

Since supp f2 ∩ 2B = ∅, using Lemma 9.4, we have

Mf2(x) ≤ CΦ−1(φ(|B|))‖f‖L(Φ,φ) .

Hence, by (5.1),
�

B

Ψ

(
Mf2(x)

AC‖f‖L(Φ,φ)

)
dx ≤

�

B

Ψ

(
Φ−1(φ(|B|))

A

)
dx

≤
�

B

ψ(|B|) dx = |B|ψ(|B|),

and

(9.3) ‖Mf2‖Ψ,ψ,B ≤ AC‖f‖L(Φ,φ) .

Now (9.2) and (9.3) yield the conclusion.

Proof of Theorem 5.1(ii)⇒(i). By Proposition 3.4 and Remark 5.1, we
may assume that φ is continuous and strictly decreasing. Since rφ(r) is
almost increasing, there exists a constant cφ ≥ 1 such that rφ(r) ≤ cφsφ(s)
for r < s.

Case 1. Assume that (5.1) does not hold. Then there exists a positive
sequence {rk} such that

Φ−1(φ(rk)) > kΨ−1(ψ(rk)) for k = 1, 2, . . . .

We choose a sequence {Bk} of balls so that |Bk| = rk. Let

fk(x) = Φ−1(φ(|Bk|))χBk for k = 1, 2, . . . .
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Then, for all balls B,
�

B

Φ(|fk(x)|) dx = |B ∩Bk|φ(|Bk|)

≤
{ |B|φ(|Bk|) ≤ |B|φ(|B|) if |B| ≤ |Bk|,
|Bk|φ(|Bk|) ≤ cφ|B|φ(|B|) if |B| ≥ |Bk|.

Hence fk ∈ L(Φ,φ)(Rn) and ‖fk‖L(Φ,φ) ≤ cφ. On the other hand,

�

Bk

Ψ

(
Mfk(x)

k

)
dx =

�

Bk

Ψ

(
Φ−1(φ(|Bk|))

k

)
dx

≥
�

Bk

Ψ(Ψ−1(ψ(|Bk|))) dx = |Bk|ψ(|Bk|).

This shows that ‖Mfk‖L(Ψ,ψ) ≥ k. Therefore M is not bounded.

Case 2. Assume that (5.1) holds and (5.2) does not. Then there are
positive sequences {rk} and {sk} such that

sk/k�

Ψ−1(ψ(rk))

Ψ(t)
t2

dt > k
Φ(sk)
sk

ψ(rk)
φ(rk)

,(9.4)

2kΨ−1(ψ(rk)) < sk < sup
u>0

Φ−1(φ(u)), k = 1, 2, . . . .(9.5)

In this case we have

Φ−1(φ(rk)) ≤ AΨ−1(ψ(rk)) < 2kΨ−1(ψ(rk)) < sk < sup
u>0

Φ−1(φ(u))

for k > A/2. Then, for k > A/2, we can choose tk with 0 < tk < rk so that
sk = Φ−1(φ(tk)) by the continuity and strict decreasingness of φ.

By Lemma 4.10, for every k, there exists a function fk ∈ L(Φ,φ)(Rn) and
a ball Bk such that (4.1) holds for t = tk, r = rk and B0 = Bk.

In the following we show ‖Mfk‖L(Ψ,ψ) ≥ ck for k ≥ cφA, where c is
a constant independent of k. We note that Φ−1(r)/r is decreasing, since
Φ−1(0) = 0 and Φ−1 is concave. Then, for x /∈ 3Bk, we have

Mfk(x) ≤
[cφrkφ(rk)/(tkφ(tk))]tksk

rk
≤
cφφ(rk)
φ(tk)

Φ−1(φ(tk))

≤
cφφ(rk)
φ(rk)

Φ−1(φ(rk)) = cφΦ
−1(φ(rk)) ≤ cφAΨ−1(ψ(rk)).

Therefore, for k ≥ cφA, we have

m(Mfk/k, t) = m(3Bk,Mfk/k, t) for t > Ψ−1(ψ(rk)).
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By Lemma 9.6, (9.1) and (9.4) we have
�

3Bk

Ψ(Mfk(x)/k) dx

≥
∞�

Ψ−1(ψ(rk))

m(3Bk,Mfk/k, t)Ψ ′(t) dt =
∞�

Ψ−1(ψ(rk))

m(Mfk/k, t)Ψ ′(t) dt

≥
∞�

Ψ−1(ψ(rk))

(
cn
t

�

|fk|/k>t

|fk(x)|
k

dx

)
Ψ ′(t) dt

= cn
�

|fk|/k>Ψ−1(ψ(rk))

|fk(x)|
k

( |fk(x)|/k�

Ψ−1(ψ(rk))

Ψ ′(t)
t

dt

)
dx

= cn
�

supp fk

sk
k

( sk/k�

Ψ−1(ψ(rk))

Ψ ′(t)
t

dt

)
dx

≥ cn[cφrkφ(rk)/(tkφ(tk))]tk
sk
k

sk/k�

Ψ−1(ψ(rk))

Ψ(t)
t2

dt

≥ cn[cφrkφ(rk)/(tkφ(tk))]tkΦ(sk)
ψ(rk)
φ(rk)

= cn[cφrkφ(rk)/(tkφ(tk))]tkφ(tk)
ψ(rk)
φ(rk)

≥ cn
2
rkψ(rk).

Since |3Bk| is comparable to rk and |3Bk| > rk, we have
�

3Bk

Ψ(Mfk(x)/k) dx ≥ c|3Bk|ψ(|3Bk|).

If c ≥ 1, then ‖Mfk‖L(Ψ,ψ) ≥ k. If c < 1, then
�

3Bk

Ψ

(
Mfk(x)
ck

)
dx ≥ 1

c

�

3Bk

Ψ

(
Mfk(x)

k

)
dx ≥ |3Bk|ψ(|3Bk|).

Hence ‖Mfk‖L(Ψ,ψ) ≥ ck.

10. Proof of Theorem 6.1. By Corollary 5.3, if Φ ∈ ∇2, then the
operator M is bounded from L(Φ,φ)(Rn) to itself. So we only prove weak
boundedness.

Let f ∈ L(Φ,φ)(Rn). For all balls B, let

f = f1 + f2, f1 = fχ2B.
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Let λ = 2‖f‖L(Φ,φ) . Then, by Lemma 9.5 and (9.1), we have

Φ(t)m(Mf1/λ, t) ≤
cnΦ(t)
t

+∞�

t/2

m(f1/λ, s) ds ≤ cn
+∞�

t/2

m(f1/λ, s)Φ′(t) ds

≤ cn
+∞�

t/2

m(f1/λ, s)Φ′(2s) ds ≤ cn
�

2B

Φ(2|f(x)|/λ) dx

≤ cn|2B|φ(|2B|) ≤ C|B|φ(|B|).

We may assume C ≥ 1. Then

Φ(t)m(Mf1/(Cλ), t) ≤ |B|φ(|B|) for all t > 0.

Hence

(10.1) ‖Mf1‖Φ,φ,B,weak ≤ 2C‖f‖L(Φ,φ) .

Since supp f2 ∩ 2B = ∅, using Lemma 9.4, we have

Mf2(x) ≤ CΦ−1(φ(|B|))‖f‖L(Φ,φ) for x ∈ B,

i.e.

Φ

(
Mf2(x)
C‖f‖L(Φ,φ)

)
≤ φ(|B|) for x ∈ B.

Then

tm(B,Φ(|f |/(C‖f‖L(Φ,φ))), t) ≤ tm(B,φ(|B|), t) ≤ |B|φ(|B|).

Hence

(10.2) ‖Mf2‖Φ,φ,B,weak ≤ C‖f‖L(Φ,φ) .

By (10.1) and (10.2) we have the conclusion.

11. Proof of Theorems 7.1 and 7.3. To prove Theorems 7.1 and 7.3,
we state a lemma. For the proof, see [36, p. 63].

Lemma 11.1. Let g be a function on Rn which is nonnegative, radial ,
decreasing (as a function on (0,∞)) and integrable. Then

�

Rn
f(y)g(x− y) dy ≤Mf(x)‖g‖L1 , x ∈ Rn.

Proof of Theorem 7.1. By Theorem 5.1 we have the boundedness of M
from L(Φ,φ)(Rn) to L(Θ,ψ)(Rn), i.e. ‖Mf‖L(Θ,ψ) ≤ C0‖f‖L(Φ,φ) . If we prove
the pointwise estimate

(11.1) Ψ

(
|I%f(x)|

C1‖f‖L(Φ,φ)

)
≤ Θ

(
Mf(x)

C0‖f‖L(Φ,φ)

)
,
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then we have, for all balls B,
�

B

Ψ

(
|I%f(x)|

C1‖f‖L(Φ,φ)

)
dx ≤

�

B

Θ

(
Mf(x)

C0‖f‖L(Φ,φ)

)
dx ≤ |B|ψ(|B|).

This shows ‖I%f‖L(Ψ,ψ) ≤ C1‖f‖L(Φ,φ) .
To prove (11.1), for arbitrary r > 0, let Bk = B(x, (2kr)1/n), k =

0, 1, . . . . Then

I%f(x) =
�

Rn
f(y)

%(|x− y|n)
|x− y|n

dy

=
�

B0

f(y)
%(|x− y|n)
|x− y|n

dy +
+∞∑
k=0

�

Bk+1\Bk

f(y)
%(|x− y|n)
|x− y|n

dy

= J(x) +
+∞∑
k=0

Jk(x), say.

Let
h(t) = inf{%(sn)/sn : s ≤ t}, t > 0.

Then h is decreasing, h(t) ∼ %(tn)/tn and

‖h(| · |)‖L1(B(0,r1/n)) =
�

B(0,r1/n)

h(|x|) dx ≤ C
r1/n�

0

%(tn)
tn

tn−1 dt = C ′
r�

0

%(t)
t
dt.

By Lemma 11.1 we have

|J(x)| ≤ C
�

B0

|f(y)|h(|x− y|) dy ≤ CMf(x)
r�

0

%(t)
t
dt.

We note that Φ−1(φ(r)) satisfies the doubling condition, since φ does and
Φ−1 is concave. By Lemmas 9.2 and 9.3 we have

|Jk(x)| ≤
�

Bk+1\Bk

∣∣∣∣f(y)
%(|x− y|n)
|x− y|n

∣∣∣∣ dy
∼ %(|Bk|)
|Bk|

�

Bk+1\Bk

|f(y)| dy ≤ %(|Bk|)
|Bk|

�

Bk+1

|f(y)| dy

≤ 2
%(|Bk|)
|Bk|

|Bk+1|φ(|Bk+1|)‖f‖Φ,φ,Bk+1
‖1‖eΦ,φ,Bk+1

≤ 2
%(|Bk|)
|Bk|

|Bk+1|φ(|Bk+1|)‖f‖L(Φ,φ)Φ−1(φ(|Bk+1|))/φ(|Bk+1|)
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∼ Φ−1(φ(|Bk|))%(|Bk|)‖f‖L(Φ,φ) ∼ Φ−1(φ(2kr))%(2kr)‖f‖L(Φ,φ)

= (log 2)−1
2k+1r�

2kr

Φ−1(φ(2kr))%(2kr)
dt

t
‖f‖L(Φ,φ)

∼
2k+1r�

2kr

Φ−1(φ(t))%(t)
dt

t
‖f‖L(Φ,φ) .

Thus

(11.2) |I%f(x)| ≤ C2

(
Mf(x)

r�

0

%(t)
t
dt+ ‖f‖L(Φ,φ)

+∞�

r

Φ−1(φ(t))%(t)
t

dt

)
.

Choose r so that Θ−1(φ(r)) = Mf(x)/(C0‖f‖L(Φ,φ)). Then

|I%f(x)| ≤ C2C0‖f‖L(Φ,φ)

(
Θ−1(φ(r))

r�

0

%(t)
t
dt+

+∞�

r

Φ−1(φ(t))%(t)
t

dt

)
.

Let C1 = AC2C0, where A is the constant in (7.6). Then

Ψ

(
|I%f(x)|

C1‖f‖L(Φ,φ)

)
≤ Ψ

(
Θ−1 ◦ φ(r)%∗(r) + ((Φ−1 ◦ φ)%)∗(r)

A

)
≤ φ(r) = Θ

(
Mf(x)

C0‖f‖L(Φ,φ)

)
.

This is (11.1).

Proof of Theorem 7.3. Theorem 6.1 implies ‖Mf‖
L

(Φ,φ)
weak

≤ C0‖f‖L(Φ,φ) .

Moreover, if Φ ∈ ∇2, then ‖Mf‖L(Φ,φ) ≤ C0‖f‖L(Φ,φ) .
We use (11.2). Choose r so that Φ−1(φ(r)) = Mf(x)/(C0‖f‖L(Φ,φ)). Then

|I%f(x)| ≤ C2C0‖f‖L(Φ,φ)

(
Φ−1(φ(r))

r�

0

%(t)
t
dt+

+∞�

r

Φ−1(φ(t))%(t)
t

dt

)
.

Let C1 = AC2C0, where A is the constant in (7.7). Then

(11.3) Ψ

(
|I%f(x)|

C1‖f‖L(Φ,φ)

)
≤ Φ

(
Mf(x)

C0‖f‖L(Φ,φ)

)
.

Since ‖Mf‖
L

(Φ,φ)
weak

≤ C0‖f‖L(Φ,φ) we find that, for all balls B,

sup
t>0

tm(B,Ψ(I%f/(C1‖f‖L(Φ,φ))), t)

≤ sup
t>0

tm(B,Φ(Mf/(C0‖f‖L(Φ,φ))), t) ≤ |B|φ(|B|).

This shows ‖I%f‖L(Ψ,φ)
weak

≤ C1‖f‖L(Φ,φ) .
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Since ‖Mf‖L(Φ,φ) ≤ C0‖f‖L(Φ,φ) we see that, for all balls B,
�

B

Ψ

(
|I%f(x)|

C1‖f‖L(Φ,φ)

)
dx ≤

�

B

Φ

(
Mf(x)

C0‖f‖L(Φ,φ)

)
dx ≤ |B|φ(|B|).

This shows ‖I%f‖L(Ψ,φ) ≤ C1‖f‖L(Φ,φ) .
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