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#### Abstract

Using operator valued Fourier multipliers, we characterize maximal regularity for the abstract third-order differential equation $\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+$ $f(t)$ with boundary conditions $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$ and $u^{\prime \prime}(0)=u^{\prime \prime}(2 \pi)$, where $A$ and $B$ are closed linear operators defined on a Banach space $X, \alpha, \beta, \gamma \in \mathbb{R}_{+}$, and $f$ belongs to either periodic Lebesgue spaces, or periodic Besov spaces, or periodic Triebel-Lizorkin spaces.


1. Introduction. In this paper we characterize the property of maximal regularity for a third-order differential equation. This type of equation describes several models arising from natural phenomena, such as wave propagation in viscous thermally relaxing fluids, flexible space structure, a thin uniform rectangular panel, like a solar cell array, and a spacecraft with flexible attachments. At present, the requirements for maximum performance of machines, at a minimum cost, have inevitably led to reducing the mass of their moving parts. This means that the structures lose rigidity and become much more flexible. Due to this, the study of flexible structures and their properties has recently been enjoying a great deal of interest. In the same manner, modelling acoustic wave propagation is also a field of research of great interest because it has a wide range of applications, such as the medical and industrial use of focused high intensity ultrasound in lithotrity, thermotherapy, ultrasound cleaning, and sonochemistry.

Kuznetsov's equation, the Westervelt equation, and the Kokhlov-Zabo-lotskaya-Kuznetsov equation are classical models of non-linear acoustics. These models involve second-order differential equations with respect to time. For well-posedness and stability analysis of several types of initial conditions for these models, see [33, 34, 44].

[^0]Since the use of classical Fourier theory leads to an infinite signal speed paradox, several other alternatives for non-linear acoustics equations have been considered. For example, the equation governing one of the alternative models is given by

$$
\begin{equation*}
\tau \varphi_{t t t}+\varphi_{t t}-c^{2} \Delta \varphi-b \Delta \varphi_{t}=\frac{d}{d t}\left(\frac{1}{c^{2}}\left(1+\frac{B}{2 A}\right)\left(\varphi_{t}\right)^{2}\right) \tag{1.1}
\end{equation*}
$$

where $\tau>0$ is a constant accounting for relaxation, $c$ the speed of sound, $\delta$ the diffusivity of sound, $B / A$ the non-linearity parameter, and $b=\delta+\tau c^{2}$, (see [32]). For a study of the decay rates of the natural energy function of the linear version of equation (1.1), see [35].

On the other hand, in general, the dynamics of linear vibrations of elastic structures is based on Hooke's law. The equation governing these vibrations is the wave equation. Further, the dynamics of flexible elastic structures is non-linear. All the same, the third-order differential equation

$$
\begin{equation*}
\lambda y^{\prime \prime \prime}(t)+y^{\prime \prime}(t)=c^{2}\left(\Delta y(t)+\mu \Delta y^{\prime}(t)\right) \quad \text { for } t \in \mathbb{R}_{+} \text {and } \lambda<\mu \tag{1.2}
\end{equation*}
$$

governing a realistic linear model is investigated in [9, 26, 27, 28, 29, where S. Bose and G. Gorain study boundary stabilization and obtain the explicit exponential energy decay rate for the solution subject to mixed boundary conditions.

The analysis of third-order differential equations dates back to the second half of the 1900 's. At that time, Moore \& Gibson [45] and Thompson 48$]$ worked independently on models using these equations. In fact, the linear version of equation (1.1) is called the Moore-Gibson-Thompson equation. Under the influence of an external force, both this equation and the BoseGorain equation (1.2) take the abstract form

$$
\begin{equation*}
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma A u^{\prime}(t)+f(t) \quad \text { for } t \in \mathbb{R}_{+} \tag{1.3}
\end{equation*}
$$

where $A$ is a closed linear operator defined on a Banach space $X, f$ is a given $X$-valued function, and $\alpha, \beta, \gamma \in \mathbb{R}_{+}$. Equation (1.3) has been studied in many aspects. For a characterization of solutions in Hölder spaces, see [19]. For the regularity of mild and strong solutions in Hilbert spaces defined on $\mathbb{R}_{+}$, see [21]. For a characterization of $L^{p}$-maximal regularity of solutions defined on $\mathbb{R}_{+}$, see [22]. Further, existence of mild bounded solutions of a semilinear version of this equation is studied in [3].

Here we study the third-order differential equation

$$
\begin{equation*}
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+f(t) \quad \text { for } t \in[0,2 \pi] \tag{1.4}
\end{equation*}
$$

with boundary conditions $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$ and $u^{\prime \prime}(0)=u^{\prime \prime}(2 \pi)$, where $f$ is a given $X$-valued function, $A$ and $B$ are closed linear operators defined on a Banach space $X$ such that $D(A) \subseteq D(B)$, and $\alpha, \beta, \gamma \in \mathbb{R}_{+}$. We are interested in necessary and sufficient conditions which guarantee
maximal regularity for this equation in the categories of periodic Lebesgue spaces, Besov spaces, and Triebel-Lizorkin spaces.

During the last decades, there has been an explosion of interest in the maximal regularity property due to its applications in theoretical mathematics, such as existence, uniqueness, and well-posedness of solutions of both linear and non-linear evolution equations.

Various techniques are used to study the problem of maximal regularity. We use Fourier multipliers or symbols. For operator-valued Fourier multipliers and maximal regularity for evolution equations, see, for example, [2, 4, 6, 7, 8, 11, 12, 14, 13, 17, 19, 18, 20, 24, 25, 31, 36, 43, 39, 40, 41, 47, 49]. Applications to physical problems, most notably viscoelasticity of materials with memory, are found in these works and the references therein.

Besov spaces are function spaces of special interest. They behave (in a sense we will clarify below) similarly to Sobolev spaces, and the property of maximal regularity can be stated elegantly for them. Moreover, they depend on three parameters $(s, p$, and $q$ ) and important spaces are identified with different choices of $p, q$, and $s$. For example, if $p=q=\infty$ and $0<s<1$, we recover the well known space of all Hölder continuous functions of index $s$. For further details, see [7]. However, the main reason for working in these spaces is that a certain form of Mikhlin's multiplier theorem holds for arbitrary Banach spaces, unlike the Lebesgue spaces $L^{p}(\mathbb{T} ; X)$ in which this property holds if and only if $p=2$. For further information, see [23]. Triebel-Lizorkin spaces have similar properties.

The paper is organized as follows. In Section 2, we establish notational conventions, and we introduce the concept of $\mathcal{M}$-boundedness. This concept is closely related to well-posedness. Sections 3-5 contain our principal results. We obtain results on maximal regularity for third-order differential equations in Lebesgue, Besov, and Triebel-Lizorkin spaces. In Section 6, we apply our results to interesting examples. In general, it is not easy to verify the $R$-boundedness condition, especially when two not necessarily commuting operators are involved. We use functional calculus and sectorial operators to establish boundedness and $R$-boundedness properties of certain families associated with equation (1.4); the scalar values $\alpha, \beta$, and $\gamma$ of this equation play an important role in proving boundedness and $R$-boundedness of these families.
2. Preliminaries. Let $X$ and $Y$ be complex Banach spaces. We denote by $\mathcal{B}(X, Y)$ the space of all linear operators from $X$ to $Y$. In the case $X=Y$, we write briefly $\mathcal{B}(X)$. Let $A$ be an operator defined on $X$. We will denote its domain by $D(A)$, its domain endowed with the graph norm by $[D(A)]$, its resolvent set by $\rho(A)$, and its spectrum by $\sigma(A)=\mathbb{C} \backslash \rho(A)$.

Given $\alpha, \beta, \gamma>0$, let $A$ and $B$ be closed linear operators with $D(A) \cap$ $D(B) \neq\{0\}$. For $k \in \mathbb{Z}$, we will write

$$
\begin{equation*}
a_{k}=i k^{3} \quad \text { and } \quad b_{k}=i \alpha k^{3}+k^{2} \tag{2.1}
\end{equation*}
$$

and consider the operators

$$
\begin{equation*}
N_{k}=\left(b_{k}+i \gamma k B+\beta A\right)^{-1} \quad \text { and } \quad M_{k}=a_{k} N_{k} \tag{2.2}
\end{equation*}
$$

We denote

$$
\rho(A, B)=\left\{k \in \mathbb{Z}: N_{k} \text { exists and is bounded }\right\}, \quad \sigma(A, B)=\mathbb{Z} \backslash \rho(A, B) .
$$

We denote by $E(\mathbb{T} ; X)$ the space of all $2 \pi$-periodic, $X$-valued functions, and by $E^{n}(\mathbb{T} ; X)$ the set of all functions in $E(\mathbb{T} ; X)$ which are $n$ times differentiable. The following definitions will be used in subsequent sections for Lebesgue, Besov and Triebel-Lizorkin periodic spaces.

Definition 2.1. A function $u$ is called a strong $E$-solution of equation (1.4) if $u \in E^{3}(\mathbb{T} ; X) \cap E^{1}(\mathbb{T} ;[D(B)]) \cap E(\mathbb{T} ; X)$ and equation (1.4) holds a.e. in $[0,2 \pi]$.

Definition 2.2. We say that equation (1.4) has $E$-maximal regularity if for each $f \in E(\mathbb{T} ; X)$, equation (1.4) has a unique strong $E$-solution.

Definition 2.3. We say that the sequence $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathcal{B}(X, Y)$ is an $(E(X), E(Y))$-multiplier if for each $f \in E(\mathbb{T} ; X)$, there exists a $u \in E(\mathbb{T} ; Y)$ such that

$$
\widehat{u}(k)=L_{k} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

In the case $X=Y$, we will say that $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is an $E$-multiplier.
In order to give conditions which we will need later, we establish some notation. Let $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ be a sequence of operators. Set

$$
\Delta^{0} L_{k}=L_{k}, \quad \Delta L_{k}=\Delta^{1} L_{k}:=L_{k+1}-L_{k}
$$

and for $n=2,3, \ldots$, set

$$
\Delta^{n} L_{k}=\Delta\left(\Delta^{n-1} L_{k}\right)
$$

Definition 2.4. We say that a sequence $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is $\mathcal{M}$ bounded of order $n(n \in \mathbb{N} \cup\{0\})$ if

$$
\begin{equation*}
\sup _{0 \leq l \leq n} \sup _{k \in \mathbb{Z}}\left\|k^{l} \Delta^{l} L_{k}\right\|<\infty \tag{2.3}
\end{equation*}
$$

Note that, for $j \in \mathbb{Z}$ fixed, we have
$\sup _{0 \leq l \leq n} \sup _{k \in \mathbb{Z}}\left\|k^{l} \Delta^{l} L_{k}\right\|<\infty \quad$ if and only if $\sup _{0 \leq l \leq n} \sup _{k \in \mathbb{Z}}\left\|k^{l} \Delta^{l} L_{k+j}\right\|<\infty$.
This follows directly from the binomial formula.
The $\mathcal{M}$-boundedness of order 0 for $\left\{L_{k}\right\}$ simply means that $\left\{L_{k}\right\}$ is bounded.

When $n=1$, the $\mathcal{M}$-boundedness is equivalent to

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}}\left\|L_{k}\right\|<\infty \quad \text { and } \quad \sup _{k \in \mathbb{Z}}\left\|k\left(L_{k+1}-L_{k}\right)\right\|<\infty \tag{2.4}
\end{equation*}
$$

When $n=2$, in addition to (2.4), we must have

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}}\left\|k^{2}\left(\overline{L_{k+2}}-2 L_{k+1}+L_{k}\right)\right\|<\infty \tag{2.5}
\end{equation*}
$$

When $n=3$, in addition to 2.5 and (2.4), we must have

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}}\left\|k^{3}\left(L_{k+3}-3 L_{k+2}+3 L_{k+1}-L_{k}\right)\right\|<\infty \tag{2.6}
\end{equation*}
$$

In the scalar case, that is, $\left\{a_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathbb{C}$, we will write $\Delta^{n} a_{k}=\Delta\left(\Delta^{n-1} a_{k}\right)$.
Definition 2.5. A sequence $\left\{a_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathbb{C} \backslash\{0\}$ is called

- 1-regular if the sequence $\left\{k \frac{\Delta^{1} a_{k}}{a_{k}}\right\}_{k \in \mathbb{Z}}$ is bounded;
- 2-regular if it is 1-regular and $\left\{k^{2} \frac{\Delta^{2} a_{k}}{a_{k}}\right\}_{k \in \mathbb{Z}}$ is bounded;
- 3-regular if it is 2-regular and $\left\{k^{3} \frac{\Delta^{3} a_{k}}{a_{k}}\right\}_{k \in \mathbb{Z}}$ is bounded.

For useful properties and further details about $N$-regularity, see [42, 46].
REmARK 2.6. Note that if $\left\{a_{k}\right\}_{k \in \mathbb{Z}}$ is 1 -regular, then for all $j \in \mathbb{Z}$ fixed, $\left\{k \frac{a_{k+j}-a_{k}}{a_{k+j}}\right\}_{k \in \mathbb{Z}}$ is bounded. If $n=2,3$, analogous properties hold.
3. Maximal regularity for a third-order differential equation in periodic Lebesgue spaces. In order to introduce $L^{p}$-maximal regularity for equation $(1.4)$, we define the following spaces.

Definition 3.1. Let $p \in[1, \infty)$, and let $n \in \mathbb{N}$. Let $X$ and $Y$ be Banach spaces. We define the vector-valued function spaces

$$
\begin{array}{r}
H_{\mathrm{per}}^{n, p}(X, Y)=\left\{u \in L^{p}(\mathbb{T} ; X): \text { there exists } v \in L^{p}(\mathbb{T} ; Y)\right. \text { such that } \\
\left.\qquad \widehat{v}(k)=(i k)^{n} \widehat{u}(k) \text { for all } k \in \mathbb{Z}\right\} .
\end{array}
$$

In the case $X=Y$, we just write $H_{\text {per }}^{n, p}(X)$.
We highlight two important properties of these spaces:

- Let $n, m \in \mathbb{N}$. If $n \leq m$, then $H_{\mathrm{per}}^{m, p}(X, Y) \subseteq H_{\mathrm{per}}^{n, p}(X, Y)$.
- If $u \in H_{\mathrm{per}}^{n, p}(X)$, then $u^{(k)}(0)=u^{(k)}(2 \pi)$ for all $0 \leq k \leq n-1$.

Let $\mathcal{S}(\mathbb{R} ; X)$ be the Schwartz space of all rapidly decreasing $X$-valued functions. A Banach space will be called a UMD-space if the Hilbert transform is bounded in $L^{p}(\mathbb{R} ; X)$ for some (and hence for all) $p \in(1, \infty)$. Examples of UMD-spaces include Hilbert spaces, Sobolev spaces $W_{p}^{s}(\Omega)$, with $1<p<\infty$, the Lebesgue spaces $L^{p}(\Omega, \mu)$ and $L^{p}(\Omega, \mu ; X)$, with $1<p<\infty$ and $X$ a UMD-space. For further information about these spaces, see [10, 15, 16].

Definition 3.2. Let $X$ and $Y$ be Banach spaces. A family $\mathcal{T} \subseteq \mathcal{B}(X, Y)$ of operators is called $R$-bounded if there exist $C>0$ and $p \in[1, \infty)$ such that for each $n \in \mathbb{N}, T_{j} \in \mathcal{T}, x_{j} \in X$ and all independent, symmetric, $\{-1,1\}$-valued random variables $r_{j}$ on a probability space $(\Omega, \mathcal{M}, \mu)$, the inequality

$$
\left\|\sum_{j=1}^{n} r_{j} T_{j} x_{j}\right\|_{L^{p}(\Omega ; Y)} \leq C\left\|\sum_{j=1}^{n} r_{j} x_{j}\right\|_{L^{p}(\Omega ; X)}
$$

holds. The smallest such $C \geq 0$ is called the $R$-bound of $\mathcal{T}$, denoted $R_{p}(\mathcal{T})$.
There are various classes of $R$-bounded families of operators (see [23] and the reference therein). For further properties of $R$-bounded families, see 20 .

Proposition 3.3 ([6]). Let $p \in(1, \infty)$, and let $X$ and $Y$ be $U M D$ spaces. Assume that $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathcal{B}(X, Y)$. If $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is an $\left(L^{p}(X), L^{p}(Y)\right)$ multiplier, then it is $R$-bounded.

Theorem 3.4 ( $[6])$. Let $p \in(1, \infty)$, and let $X$ and $Y$ be UMD-spaces. Assume $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathcal{B}(X, Y)$. If $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k \Delta^{1} L_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded, then $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is an $\left(L^{p}(X), L^{p}(Y)\right)$-multiplier.

Lemma 3.5 ([6]). Let $f, g \in L^{p}(\mathbb{T} ; X)$ with $p \in[1, \infty)$. If $A$ is a closed operator in a Banach space $X$, then the following assertions are equivalent:
(i) $f(t) \in D(A)$ and $A f(t)=g(t)$ a.e.
(ii) $\widehat{f}(k) \in D(A)$ and $A \widehat{f}(k)=\widehat{g}(k)$, for all $k \in \mathbb{Z}$.

Remark 3.6. For $1 \leq p \leq \infty$, by [6, Lemma 2.2], $\left\{k^{n} M_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier if and only if $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is an $\left(L^{p}(X), H_{\mathrm{per}}^{n, p}(X)\right)$-multiplier for all $n \in \mathbb{N}$.

To prove Theorem 3.8 below, we will need the following. We use the notation given in (2.1) and 2.2 .

Lemma 3.7. Let $\alpha, \beta, \gamma>0$, and let $A$ and $B$ be closed linear operators defined on a Banach space $X$. If $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded families of operators, then

$$
\left\{k a_{k} \Delta^{1} N_{k}\right\}_{k \in \mathbb{Z}} \quad \text { and } \quad\left\{k^{2} B \Delta^{1} N_{k}\right\}_{k \in \mathbb{Z}}
$$

are also $R$-bounded.
Proof. First note that $\left\{a_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded if and only if $\left\{b_{k} N_{k}\right\}$ is. Furthermore, for all $j \in \mathbb{Z}$ fixed, $\left\{a_{k} N_{k+j}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k+j}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded. For $k \in \mathbb{Z}$, we have

$$
\begin{equation*}
\Delta^{1} N_{k}=N_{k+1}\left(b_{k}-b_{k+1}-i \gamma B\right) N_{k}=-\left(\Delta^{1} b_{k}\right) N_{k+1} N_{k}-i \gamma N_{k+1} B N_{k} \tag{3.1}
\end{equation*}
$$

Hence

$$
k a_{k} \Delta^{1} N_{k}=-k \frac{\Delta^{1} b_{k}}{b_{k+1}} \frac{b_{k+1}}{a_{k+1}} M_{k+1} M_{k}+\gamma a_{k} N_{k+1} k B N_{k}
$$

On the other hand, from (3.1) we obtain

$$
\begin{aligned}
k^{2} B \Delta^{1} N_{k} & =-k\left(\Delta^{1} b_{k}\right) k B N_{k+1} N_{k}-i \gamma k B N_{k+1} k B N_{k} \\
& =-k \frac{\Delta^{1} b_{k}}{b_{k}} \frac{b_{k}}{a_{k}} k B N_{k+1} M_{k}-i \gamma k B N_{k+1} k B N_{k}
\end{aligned}
$$

Clearly, $\left\{b_{k}\right\}_{k \in \mathbb{Z}}$ is a 1-regular sequence. In addition, we have

$$
\sup _{k \in \mathbb{Z} \backslash\{0\}}\left|b_{k} / a_{k}\right|<\infty, \sup _{k \in \mathbb{Z} \backslash\{-1\}}\left|a_{k} / a_{k+1}\right|<\infty, \quad \text { and } \quad \sup _{k \in \mathbb{Z} \backslash\{-1\}}\left|\frac{k}{k+1}\right|<\infty .
$$

The lemma results from the properties of $R$-bounded families.
Our two principal results in this section are Theorems 3.8 and 3.9 below.
Theorem 3.8. Let $p \in(1, \infty)$, and let $X$ be a UMD-space. If $\alpha, \beta, \gamma$ $>0$, and $A$ and $B$ are closed linear operators defined on $X$, then the following assertions are equivalent:
(i) The families $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.
(ii) The families $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are $L^{p}$-multipliers.

Proof. (i) $\Rightarrow$ (ii). By hypothesis, $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$ bounded. According to Theorem 3.4, it suffices to show that the families $\left\{k \Delta^{1} M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k \Delta^{1}\left(k B N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are also $R$-bounded. For this, note that

$$
k \Delta^{1} M_{k}=k \frac{\Delta^{1} a_{k}}{a_{k+1}} M_{k+1}+k a_{k} \Delta^{1} N_{k}
$$

Similarly, we write $k \Delta^{1}\left(k B N_{k}\right)=k^{2} B \Delta^{1} N_{k}+k B N_{k+1}$. Statement (ii) results from Lemma 3.7 and the properties of $R$-bounded families.
$(\mathrm{ii}) \Rightarrow(\mathrm{i})$. Apply Proposition 3.3 .
Theorem 3.9. Let $p \in(1, \infty)$, and let $X$ be a UMD-space. The following assertions are equivalent:
(i) Equation (1.4) has $L^{p}$-maximal regularity.
(ii) $\sigma(A, B)=\emptyset$, and the families $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$ bounded.

Proof. (i) $\Rightarrow$ (ii). Fix $k \in \mathbb{Z}$, and let $x \in X$. Define $h(t)=e^{i k t} x$. A simple computation shows that $\widehat{h}(k)=x$.

By hypothesis, there exists $u \in H_{\mathrm{per}}^{3, p}(X) \cap H_{\mathrm{per}}^{1, p}(X ;[D(B)]) \cap L^{p}(\mathbb{T} ;[D(A)])$ such that, for almost all $t \in[0,2 \pi]$,

$$
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+h(t)
$$

Applying the Fourier transform to both sides, we obtain

$$
\left(-i \alpha k^{3}-k^{2}-i \gamma k B-\beta A\right) \widehat{u}(k)=x
$$

Since $x$ is arbitrary, we see that $-i \alpha k^{3}-k^{2}-i \gamma k B-\beta A$ is surjective.

On the other hand, let $z \in D(A) \cap D(B)$, and assume $\left(-b_{k}-i \gamma k B-\right.$ $\beta A) z=0$. Substituting $u(t)=e^{i k t} z$ in (1.4), we see that $u$ is a periodic solution of this equation when $f \equiv 0$. The uniqueness of the solution implies that $z=0$.

Now suppose $b_{k}+i \gamma k B+\beta A$ has no bounded inverse. Then for each $k \in \mathbb{Z}$, there exists a sequence $\left\{y_{k, n}\right\}_{n \in \mathbb{Z}} \subseteq X$ such that

$$
\left\|y_{n, k}\right\| \leq 1 \quad \text { and } \quad\left\|N_{k} y_{k, n}\right\| \geq n^{2}, \quad \text { for all } n \in \mathbb{Z}
$$

Define $x_{k}=y_{k, k}$. We obtain $\left\|N_{k} x_{k}\right\| \geq k^{2}$ for all $k \in \mathbb{Z}$. Let

$$
g(t)=\sum_{k \in \mathbb{Z} \backslash\{0\}} \frac{x_{k}}{k^{2}} e^{i k t}
$$

Note that $g \in L^{p}(\mathbb{T} ; X)$. By hypothesis, there exists a unique strong $L^{p_{-}}$ solution $u \in L^{p}(\mathbb{T} ; X)$. Applying the Fourier transform to (1.4), we have $\widehat{u}(k)=-N_{k} \widehat{g}(k)$ for all $k \in \mathbb{Z}$. We know

$$
u(t)=\sum_{k \in \mathbb{Z} \backslash\{0\}}-\frac{x_{k}}{k^{2}} e^{i k t} N_{k}
$$

For all $k \in \mathbb{Z}$, we have $\left\|\left(x_{k} / k^{2}\right) N_{k}\right\| \geq 1$ and conclude that $u \notin L^{p}(\mathbb{T} ; X)$. This is a contradiction, since $u$ is a strong $L^{p}$-solution of 1.4. Hence $N_{k} \in$ $\mathcal{B}(X)$ for all $k \in \mathbb{Z}$. Therefore, $\sigma(A, B)=\emptyset$.

Next let $f \in L^{p}(\mathbb{T} ; X)$. By hypothesis, there exists a unique function $u \in H_{\mathrm{per}}^{3, p}(X) \cap H_{\mathrm{per}}^{1, p}(X ;[D(B)]) \cap L^{p}(\mathbb{T} ;[D(A)])$ such that

$$
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+f(t)
$$

for almost all $t \in[0,2 \pi]$. Applying the Fourier transform to both sides yields

$$
\left(-b_{k}-i \gamma k B-\beta A\right) \widehat{u}(k)=\widehat{f}(k)
$$

for all $k \in \mathbb{Z}$. Since $\sigma(A, B)=\emptyset$, we have

$$
\widehat{u}(k)=\left(-b_{k}-i \gamma k B-\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

Multiplying the preceding equality by $i \gamma k$, we obtain

$$
i \gamma k \widehat{u}(k)=-i \gamma k\left(b_{k}+i \gamma k B+\beta A\right)^{-1} \widehat{f}(k)
$$

Since $u \in H_{\mathrm{per}}^{1, p}(X ;[D(B)])$, there is a function $v \in L^{p}(\mathbb{T} ;[D(B)])$ satisfying $\widehat{v}(k)=i \gamma k \widehat{u}(k)$ for all $k \in \mathbb{Z}$. Therefore,

$$
\widehat{v}(k)=-i \gamma k\left(b_{k}+i \gamma k B+\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

Define $w=B v$. Since $v \in L^{p}(\mathbb{T} ;[D(B)])$, we conclude $w \in L^{p}(\mathbb{T} ; X)$.
Since $B$ is a closed linear operator, it follows from Lemma 3.5 that

$$
\widehat{w}(k)=-i \gamma k B N_{k} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

This implies that $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier.

On the other hand, since $u \in L^{p}(\mathbb{T} ;[D(A)])$, defining $r=-\beta A u$ we have $r \in L^{p}(\mathbb{T} ; X)$. Since $A$ is linear and closed, Lemma 3.5 yields

$$
\widehat{r}(k)=-\beta A N_{k} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

Hence, $\left\{-\beta A N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier.
Now for all $k \in \mathbb{Z}$, we have $b_{k} N_{k}=I-i \gamma k B N_{k}-\beta A N_{k}$. Since the sum of $L^{p}$-multipliers is also an $L^{p}$-multiplier, we conclude $\left\{b_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier. The sequence $\left\{a_{k} / b_{k}\right\}_{k \in \mathbb{Z} \backslash\{0\}}$ is bounded. Hence, $\left(a_{k} / b_{k}\right) b_{k} N_{k}$ $=M_{k}$ is an $L^{p}$-multiplier. It now follows from Proposition 3.3 that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.
(ii) $\Rightarrow$ (i). By hypothesis, the conditions of Theorem 3.8 are satisfied. Therefore, $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $L^{p}$-multipliers. From Remark 3.6we conclude that $\left\{\left(-b_{k}-i \gamma k B-\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is an $\left(L^{p}(X), H_{\mathrm{per}}^{3, p}(X)\right)$-multiplier. Given $f \in L^{p}(\mathbb{T} ; X)$, there exists $u \in H_{\mathrm{per}}^{3, p}(X)$ such that

$$
\begin{equation*}
\widehat{u}(k)=\left(-b_{k}-\beta A-i \gamma k B\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z} \tag{3.2}
\end{equation*}
$$

Moreover, Lemma 3.5 shows that $u(t) \in D(A) \cap D(B)$ for almost all $t \in$ $[0,2 \pi]$.

By hypothesis, $\left\{i k B\left(-b_{k}-i \gamma k B-\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier. Then there exists $v \in L^{p}(\mathbb{T} ; X)$ satisfying

$$
\widehat{v}(k)=i k B\left(-b_{k}-i \gamma k B-\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

According to (3.2), we have $\widehat{v}(k)=i k B \widehat{u}(k)$ for all $k \in \mathbb{Z}$.
On the other hand, since $H_{\text {per }}^{3, p}(X) \subseteq H_{\mathrm{per}}^{1, p}(X)$, there exists $w \in L^{p}(\mathbb{T} ; X)$ such that $\widehat{w}(k)=i k \widehat{u}(k)$ for all $k \in \mathbb{Z}$. Since $B$ is a closed linear operator, we have

$$
\widehat{v}(k)=B(i k \widehat{u}(k))=B \widehat{w}(k)=\widehat{B w}(k) \quad \text { for all } k \in \mathbb{Z}
$$

By the uniqueness of the Fourier coefficients, $v=B w$. This implies that $w \in L^{p}(\mathbb{T} ;[D(B)])$. Therefore, $u \in H_{\mathrm{per}}^{1, p}(X ;[D(B)])$. We claim that $u \in$ $L^{p}(\mathbb{T} ;[D(A)])$. In fact, using the identity
$\beta A\left(b_{k}+i \gamma k B+\beta A\right)^{-1}=I-b_{k}\left(b_{k}+i \gamma k B+\beta A\right)^{-1}-i \gamma k B\left(b_{k}+i \gamma k B+\beta A\right)^{-1}$
we see that $\left\{\beta A\left(b_{k}+i \gamma k B+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-multiplier. Thus, there exists a function $h \in L^{p}(\mathbb{T} ; X)$ satisfying

$$
\widehat{h}(k)=A\left(b_{k}+i \gamma B+\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k
$$

It follows from (3.2) that $\widehat{h}(k)=A \widehat{u}(k)$ for all $k \in \mathbb{Z}$. By the uniqueness of the Fourier coefficients, we have $h=A u$. This implies that $u \in L^{p}(\mathbb{T} ;[D(A)])$ as asserted, so $u \in H_{\mathrm{per}}^{3, p}(X) \cap H_{\mathrm{per}}^{1, p}(X ;[D(B)]) \cap L^{p}(\mathbb{T} ;[D(A)])$.

As $u \in H_{\mathrm{per}}^{3, p}(X)$, we have $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$, and $u^{\prime \prime}(0)=$ $u^{\prime \prime}(2 \pi)$. Since $A$ and $B$ are closed linear operators, it now follows from (3.2)
that

$$
\alpha \widehat{u^{\prime \prime \prime}}(k)+\widehat{u^{\prime \prime}}(k)=\beta \widehat{A u}(k)+\gamma \widehat{B u}(k)+\widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

From the uniqueness of the Fourier coefficients we conclude that 1.4 holds a.e. in $[0,2 \pi]$. Therefore, $u$ is a strong $L^{p}$-solution of $(1.4)$.

It remains to show that this solution is unique. Indeed, let $f \in L^{p}(\mathbb{T} ; X)$. Suppose (1.4) has two strong $L^{p}$-solutions, $u_{1}$ and $u_{2}$. A direct computation shows that

$$
\left(-b_{k}-i \gamma k B-\beta A\right)\left(\widehat{u_{1}}(k)-\widehat{u_{2}}(k)\right)=0 \quad \text { for all } k \in \mathbb{Z}
$$

Since $-b_{k}-i \gamma k B-\beta A$ is invertible, we have $\widehat{u_{1}}(k)=\widehat{u_{2}}(k)$ for all $k$. By the uniqueness of the Fourier coefficients, $u_{1} \equiv u_{2}$. Therefore, (1.4) has $L^{p}$-maximal regularity.

We define the operators

$$
S_{k}=\left(-\frac{b_{k}}{\beta}-A\right)^{-1} \quad \text { and } \quad T_{k}=\left(I-\frac{\gamma}{\beta} i k B S_{k}\right)^{-1}, \quad \text { for all } k \in \mathbb{Z}
$$

We use this notation in our next result.
Corollary 3.10. Let $1<p<\infty$, and let $X$ be a UMD-space. Assume that the families of operators

$$
\mathcal{F}_{1}=\left\{a_{k} S_{k}: k \in \mathbb{Z}\right\} \quad \text { and } \quad \mathcal{F}_{2}=\left\{i k \frac{\gamma}{\beta} B S_{k}: k \in \mathbb{Z}\right\}
$$

are $R$-bounded. If $\mathcal{R}_{p}\left(\mathcal{F}_{2}\right)<1$, then equation (1.4) has $L^{p}$-maximal regularity.

Proof. According to [30, Lemma 3.17], the family $\left\{T_{k}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded. Since $M_{k}=a_{k} S_{k} T_{k}$ and $k B N_{k}=k B S_{k} T_{k}$, for all $k \in \mathbb{Z}$, we conclude that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded by the properties of $R$-boundedness. The corollary now follows from Theorem 3.9.

For all $k \in \mathbb{Z}$, we define

$$
\begin{equation*}
c_{k}=\frac{-i \alpha k^{3}-k^{2}}{\beta} \quad \text { and } \quad d_{k}=-\frac{i \alpha k^{3}+k^{2}}{i \gamma k+\beta} \tag{3.3}
\end{equation*}
$$

We use this notation in our next results.
Corollary 3.11. Let $p \in(1, \infty)$, and let $X$ be a UMD-space. The following assertions are equivalent:
(i) Equation (1.4) with $B \equiv 0$ has $L^{p}$-maximal regularity.
(ii) $\left\{c_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$ and $\left\{a_{k}\left(c_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded.

Proof. Note that (i) is equivalent to condition (i) of Theorem 3.9 with $B \equiv 0$, and (ii) is equivalent to condition (ii) of Theorem 3.9 with $B \equiv 0$.

Corollary 3.12. Let $p \in(1, \infty)$, and let $X$ be a UMD-space. The following assertions are equivalent:
(i) Equation (1.4) with $B \equiv A$ has $L^{p}$-maximal regularity.
(ii) $\left\{d_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$, and $\left\{d_{k}\left(d_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded.

Proof. (i) $\Rightarrow$ (ii). By Theorem 3.9, we have $\sigma(A, A)=\emptyset$ and $\left(i \alpha k^{3}+k^{2}+\right.$ $i \gamma k A+\beta A)^{-1} \in \mathcal{B}(X)$ for all $k \in \mathbb{Z}$. In addition, $\left\{i k^{3}\left(i \alpha k^{3}+k^{2}+i \gamma k A+\right.\right.$ $\left.\beta A)^{-1}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded, hence bounded, so there exists a constant $C>0$ such that

$$
\sup _{k \in \mathbb{Z}}\left\|i k^{3}\left(i \alpha k^{3}+k^{2}+i \gamma k A+\beta A\right)^{-1}\right\| \leq C
$$

This implies

$$
\left\|\left(d_{k}-A\right)^{-1}\right\| \leq \frac{|i \gamma k+\beta|}{\left|i k^{3}\right|} C \quad \text { for all } k \in \mathbb{Z} \backslash\{0\}
$$

Since $0 \in \rho(A, A)$ if and only if $0 \in \rho(A)$, we have $\left\{d_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$. Properties of $R$-bounded families and the equality

$$
d_{k}\left(d_{k}-A\right)^{-1}=\frac{i \alpha k^{3}+k^{2}}{i k^{3}} i k^{3}\left(i \alpha k^{3}+k^{2}+(i \gamma k+\beta) A\right)^{-1}
$$

show that $\left\{d_{k}\left(d_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded.
$(\mathrm{ii}) \Rightarrow(\mathrm{i})$. Note that (ii) guarantees that condition (ii) of Theorem 3.9 is satisfied. In fact, $d_{k} \in \rho(A)$ implies that $\left(d_{k}-A\right)^{-1}$ is well defined in $\overline{\mathcal{B}}(X)$. Since $\left\{d_{k}\left(d_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is $R$-bounded, there exists a constant $C \geq 0$ such that

$$
\sup _{k \in \mathbb{Z}}\left\|d_{k}\left(d_{k}-A\right)^{-1}\right\|=\sup _{k \in \mathbb{Z}}\left|i \alpha k^{3}+k^{2}\right|\left\|\left(i \alpha k^{3}+k^{2}+(i \gamma k+\beta) A\right)^{-1}\right\| \leq C
$$

Then, for all $k \in \mathbb{Z} \backslash\{0\}$, we obtain

$$
\left\|\left(-i \alpha k^{3}-k^{2}-(i \gamma k+\beta) A\right)^{-1}\right\| \leq \frac{C}{\left|i \alpha k^{3}+k^{2}\right|}
$$

Since $0 \in \rho(A)$ if and only if $0 \in \rho(A, A)$, we have $\sigma(A, A)=\emptyset$.
We combine properties of $R$-bounded families with the identities

$$
i k^{3}\left(i \alpha k^{3}+k^{2}+i \gamma k A+\beta A\right)^{-1}=\frac{i k^{3}}{i \alpha k^{3}+k^{2}} d_{k}\left(d_{k}-A\right)^{-1}
$$

and

$$
k A\left(i \alpha k^{3}+k^{2}+i \gamma k A+\beta A\right)^{-1}=\frac{-k}{i \gamma k+\beta}\left(d_{k}\left(d_{k}-A\right)^{-1}-I\right)
$$

to find that $\left\{i k^{3}\left(b_{k}+i \gamma k A+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ and $\left\{k A\left(b_{k}+i \gamma k A+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.
4. Maximal regularity for a third-order differential equation in periodic Besov spaces. Before introducing the $B_{p, q}^{s}$-maximal regularity for equation (1.4), we recall the definition of periodic Besov space. Let $\mathcal{S}(\mathbb{R})$ be the Schwartz space on $\mathbb{R}, \mathcal{S}^{\prime}(\mathbb{R})$ the space of all tempered distributions on $\mathbb{R}$, and $\mathcal{D}^{\prime}(\mathbb{T})$ the space of $2 \pi$-periodic distributions. Let $\mathcal{D}^{\prime}(\mathbb{T} ; X)=$ $\mathcal{B}(\mathcal{D}(\mathbb{T}) ; X)$ be the space of all bounded linear operators from $\mathcal{D}(\mathbb{T})$ to $X$. The elements of $\mathcal{D}^{\prime}(\mathbb{T} ; X)$ are called $X$-valued distributions on $\mathbb{T}$. Let $\Phi(\mathbb{R})$ be the set of all systems $\phi=\left\{\phi_{j}\right\}_{j \geq 0} \subseteq \mathcal{S}(\mathbb{R})$ satisfying $\operatorname{supp}\left(\phi_{0}\right) \subseteq[-2,2]$, and

$$
\operatorname{supp}\left(\phi_{j}\right) \subseteq\left[-2^{j+1},-2^{j-1}\right] \cup\left[2^{j-1}, 2^{j+1}\right], \quad \sum_{j \geq 0} \phi_{j}(t)=1 \quad \text { for } t \in \mathbb{R}
$$

and, for $\alpha \in \mathbb{N} \cup\{0\}$, there is a $C_{\alpha}>0$ such that

$$
\sup _{j \geq 0, x \in \mathbb{R}} 2^{\alpha j}\left\|\phi_{j}^{(\alpha)}(x)\right\| \leq C_{\alpha}
$$

That such systems exist is a well known fact which is related to the Little-wood-Paley decomposition. For further information, see [1, 2, 5, 7].

Definition 4.1. Let $1 \leq p, q \leq \infty, s \in \mathbb{R}$, and $\phi=\left(\phi_{j}\right)_{j \geq 0} \in \Phi(\mathbb{R})$. The $X$-valued periodic Besov space is defined by

$$
B_{p, q}^{s, \phi}(\mathbb{T} ; X)=\left\{f \in \mathcal{D}^{\prime}(\mathbb{T} ; X):\|f\|_{B_{p, q}^{s, \phi}}<\infty\right\}
$$

where

$$
\|f\|_{B_{p, q}^{s, \phi}}=\left(\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \widehat{f}(k)\right\|_{p}^{q}\right)^{1 / q}
$$

with the usual modification when $p=\infty$ or $q=\infty$. The space $B_{p, q}^{s, \phi}$ is independent of $\phi \in \Phi(\mathbb{R})$, and the norms $\|\cdot\|_{B_{p, q}^{s, \phi}}$ for different $\phi$ are equivalent. We will denote $\|\cdot\|_{B_{p, q}^{s, \phi}}$ simply by $\|\cdot\|_{B_{p, q}^{s}}$.

For further references on these spaces and their properties, see [7].
Theorem 4.2 ([7]). Let $1 \leq p, q \leq \infty$, and $s \in \mathbb{R}$. Let $X$ and $Y$ be Banach spaces. If the family $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathcal{B}(X, Y)$ is $\mathcal{M}$-bounded of order 2 , then $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q^{-}}^{s}$ multiplier.

Recall that Theorem 4.2 does not impose any conditions on the Banach spaces $X$ and $Y$.

Lemma 4.3. Let $\alpha, \beta, \gamma>0$, and let $A$ and $B$ be closed linear operators defined on $X$. If $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded families of operators, then

$$
\left\{k^{2} a_{k} \Delta^{2} N_{k}\right\}_{k \in \mathbb{Z}} \quad \text { and } \quad\left\{k^{3} B \Delta^{2} N_{k}\right\}_{k \in \mathbb{Z}}
$$

are also bounded.

Proof. We follow the proof of Lemma 3.7. Note that $\left\{a_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is bounded if and only if $\left\{b_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is bounded. Further, for all $j \in \mathbb{Z}$ fixed, $\left\{a_{k} N_{k+j}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k+j}\right\}_{k \in \mathbb{Z}}$ are bounded. For all $k \in \mathbb{Z}$, we have

$$
\begin{aligned}
k^{2} a_{k} \Delta^{2} N_{k}= & i \gamma k a_{k}\left(N_{k}-N_{k+2}\right) k B N_{k+1}-M_{k} k^{2} \frac{\Delta^{2} b_{k}}{b_{k+1}} \frac{b_{k+1}}{a_{k+1}} M_{k+1} \\
& +k a_{k}\left(N_{k+2}-N_{k}\right) k \frac{\Delta^{1} b_{k+1}}{b_{k+1}} \frac{b_{k+1}}{a_{k+1}} M_{k+1}
\end{aligned}
$$

and

$$
\begin{aligned}
k^{3} B \Delta^{2} N_{k}= & k^{2} B\left(N_{k}-N_{k+2}\right) k B N_{k+1}-k B N_{k} k^{2} \frac{\Delta^{2} b_{k}}{b_{k+1}} \frac{b_{k+1}}{a_{k+1}} M_{k+1} \\
& -k^{2} B\left(N_{k+2}-N_{k}\right) k \frac{\Delta^{1} b_{k+1}}{b_{k+1}} \frac{b_{k+1}}{a_{k+1}} M_{k+1}
\end{aligned}
$$

Since $\left\{b_{k}\right\}_{k \in \mathbb{Z}}$ is a 2-regular sequence, Lemma 3.7 shows that $\left\{k^{2} a_{k} \Delta^{2} N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k^{3} B \Delta^{2} N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.

Our two principal results in this section are Theorems 4.4 and 4.5 below.
Theorem 4.4. Let $1 \leq p, q \leq \infty$, and $s>0$. Let $\alpha, \beta, \gamma \in \mathbb{R}_{+}$, and let $A$ and $B$ be closed linear operators defined on a Banach space $X$. The following assertions are equivalent:
(i) $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.
(ii) $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-multipliers.

Proof. (i) $\Rightarrow$ (ii). According to Theorem 4.2, we need to show that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $\mathcal{M}$-bounded of order 2 . Exactly the same calculation made in Theorem 3.8 displays that $k \Delta^{1} M_{k}$ and $k \Delta^{1}\left(k B N_{k}\right)$ are uniformly bounded. Now note that

$$
k^{2} \Delta^{2} M_{k}=k^{2} a_{k} \Delta^{2} N_{k}+k^{2} \frac{\Delta^{2} a_{k}}{a_{k+1}} M_{k+1}-k \frac{\Delta^{1} a_{k}}{a_{k}} k a_{k}\left(N_{k}-N_{k+2}\right)
$$

Also

$$
k^{2} \Delta^{2}\left(k B N_{k}\right)=k^{3} B \Delta^{2} N_{k}+k^{2} B\left(N_{k+2}-N_{k}\right)
$$

From Lemmas 3.7 and 4.3 we conclude that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $\mathcal{M}$-bounded of order 2 .
$(\mathrm{ii}) \Rightarrow(\mathrm{i})$. It follows from the Closed Graph Theorem that there exists a $C \geq 0$ (independent of $f$ ) such that, for $f \in B_{p, q}^{s}(\mathbb{T} ; X)$, we have

$$
\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes M_{k} \widehat{f}(k)\right\|_{B_{p, q}^{s}} \leq C\|f\|_{B_{p, q}^{s}}
$$

Let $x \in X$, and define $f(t)=e^{i k t} x$ for $k \in \mathbb{Z}$ fixed. Then the preceding inequality implies

$$
\left\|e_{k}\right\|_{B_{p, q}^{s}}\left\|M_{k} x\right\|_{B_{p, q}^{s}}=\left\|e_{k} M_{k} x\right\|_{B_{p, q}^{s}} \leq C\left\|e_{k}\right\|_{B_{p, q}^{s}}\|x\|_{B_{p, q}^{s}}
$$

Hence $\left\|M_{k}\right\| \leq C$ for all $k \in \mathbb{Z}$, and $\sup _{k \in \mathbb{Z}}\left\|M_{k}\right\|<\infty$. Similarly, $\sup _{k \in \mathbb{Z}}\left\|k B N_{k}\right\|<\infty$.

Theorem 4.5. Let $1 \leq p, q \leq \infty$, and $s>0$. Let $X$ be a Banach space. The following assertions are equivalent:
(i) Equation (1.4) has $B_{p, q}^{s}$-maximal regularity.
(ii) $\sigma(A, B)=\emptyset$, and the families $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.

Proof. (i) $\Rightarrow$ (ii). The same proof as that of Theorem 3.9 shows that, for all $k \in \mathbb{Z}, b_{k}+i \gamma k B+\beta A$ has an inverse. Suppose $b_{k}+i \gamma k B+\beta A$ has no bounded inverse. Then for each $k \in \mathbb{Z}$, there exists a sequence $\left\{y_{k, n}\right\}_{n \in \mathbb{Z}} \subseteq X$ such that
$\left\|y_{n, k}\right\| \leq 1 \quad$ and $\quad\left\|\left(b_{k}+i \gamma k B+\beta A\right)^{-1} y_{k, n}\right\| \geq|n|^{2+s}, \quad$ for all $n \in \mathbb{Z}$.
Defining $x_{k}=y_{k, k}$, we have

$$
\left\|\left(b_{k}+i \gamma k B+\beta A\right)^{-1} x_{k}\right\| \geq|k|^{2+s} \quad \text { for all } k \in \mathbb{Z}
$$

Let

$$
g(t)=\sum_{k \in \mathbb{Z} \backslash\{0\}} \frac{x_{k}}{|k|^{2+s}} e^{i k t}
$$

Note that $g \in B_{p, q}^{s}(\mathbb{T} ; X)$. In fact,

$$
\begin{aligned}
\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \widehat{g}(k)\right\|_{p}^{q} & =\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \frac{x_{k}}{|k|^{2+s}}\right\|_{p}^{q} \\
& =\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \frac{1}{|k|^{2}} \phi_{j}(k) \frac{x_{k}}{|k|^{s}}\right\|_{p}^{q}
\end{aligned}
$$

Since $\operatorname{supp}\left(\phi_{j}\right) \subseteq\left[-2^{j+1},-2^{j-1}\right] \cup\left[2^{j-1}, 2^{j+1}\right]$ and by the estimation made in the construction of Besov spaces, we have the inequality

$$
\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \widehat{g}(k)\right\|_{p}^{q} \leq \sum_{j \geq 0} 2^{j s q} \frac{C}{2^{j q}} \frac{1}{2^{q(j-1) s}}<\infty
$$

By hypothesis, there exists a unique strong $B_{p, q}^{s}$-solution $u$ of (1.4). Since (1.4) holds for almost $t \in[0,2 \pi]$, taking the Fourier transform we obtain

$$
\widehat{u}(k)=-\left(b_{k}+i \gamma k B+\beta A\right)^{-1} \widehat{g}(k) \quad \text { for all } k \in \mathbb{Z}
$$

We know that $u(t)=\sum_{k \in \mathbb{Z} \backslash\{0\}}-\frac{x_{k}}{|k|^{2+s}}\left(b_{k}+i \gamma k B+\beta A\right)^{-1} e^{i k t}$, and since

$$
\left\|\frac{x_{k}}{|k|^{2+s}}\left(b_{k}+i \gamma k B+\beta A\right)^{-1}\right\| \geq 1
$$

we have $u \notin B_{p, q}^{s}(\mathbb{T} ; X)$, a contradiction. Hence $\left(b_{k}+i \gamma k B+\beta B\right)^{-1} \in \mathcal{B}(X)$ for all $k \in \mathbb{Z}$. Therefore, $\sigma(A, B)=\emptyset$.

By an analogous idea to the proof of Theorem 3.9, we deduce that the families $\left\{a_{k}\left(b_{k}+i \gamma k B+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B\left(b_{k}+i \gamma k B+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-multipliers. The result follows from Theorem 4.4 .
(ii) $\Rightarrow$ (i). By (ii) and Theorem 4.4, $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $B_{p, q^{-}}^{s}$ multipliers. Given $f \in B_{p, q}^{s}(\mathbb{T} ; X)$, there exists $u \in B_{p, q}^{s}(\mathbb{T} ; X)$ such that

$$
\begin{equation*}
\widehat{u}(k)=\left(-b_{k}-i \gamma k B-\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z} \tag{4.1}
\end{equation*}
$$

Since $1 \leq p, q \leq \infty$ and $s>0$, we have $B_{p, q}^{s}(\mathbb{T} ; X) \subseteq L^{p}(\mathbb{T} ; X)$. Lemma 3.5 shows that $u(t) \in D(A) \cap D(B)$ for almost $t \in[0,2 \pi]$.

Define $I_{k}=\left(1 / a_{k}\right) I$ if $k \neq 0$ and $I_{0}=I$. According to Theorem 4.2, the family $\left\{I_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-multiplier. Hence $\left\{I_{k} M_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-multiplier. In other words, $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-multiplier. Thus, there exists a function $u_{3}$ such that, for all integers $k$, we have

$$
\widehat{u_{3}}(k)=-i k^{3}\left(-b_{k}-i \gamma k B-\beta A\right)^{-1} \widehat{f}(k)
$$

By (4.1), for all $k \in \mathbb{Z}$, we have $\widehat{u_{3}}(k)=-i k^{3} \widehat{u}(k)$. Thus, $u \in B_{p, q}^{s+3}(\mathbb{T} ; X)$.
On the other hand, since $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-multiplier, there exists a function $v \in B_{p, q}^{s}(\mathbb{T} ; X)$ such that

$$
\widehat{v}(k)=i k B\left(-b_{k}-i \gamma k B-\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

It follows from (4.1) that $\widehat{v}(k)=i k B \widehat{u}(k)$ for all $k \in \mathbb{Z}$.
Moreover, since $B_{p, q}^{s+3}(\mathbb{T} ; X) \subseteq B_{p, q}^{s+1}(\mathbb{T} ; X)$, we have $u^{\prime} \in B_{p, q}^{s}(\mathbb{T} ; X)$ and $\widehat{u^{\prime}}(k)=i k \widehat{u}(k)$ for all $k \in \mathbb{Z}$. Since $B$ is a closed linear operator, we have

$$
\widehat{v}(k)=B(i k \widehat{u}(k))=B \widehat{u^{\prime}}(k)=\widehat{B u^{\prime}}(k) \quad \text { for all } k \in \mathbb{Z}
$$

By the uniqueness of the Fourier coefficients, $v=B u^{\prime}$. This implies that $u^{\prime} \in B_{p, q}^{s}(\mathbb{T} ;[D(B)])$. Accordingly $u \in B_{p, q}^{s+1}(\mathbb{T} ;[D(B)])$.

Following the lines of the proof of Theorem 3.9 we note that the family $\left\{\beta A\left(b_{k}+i \gamma k B+\beta A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-multiplier. Hence, there exists $w \in$ $B_{p, q}^{s}(\mathbb{T} ; X)$ satisfying

$$
\widehat{w}(k)=A\left(-b_{k}-i \gamma B-\beta A\right)^{-1} \widehat{f}(k) \quad \text { for all } k
$$

hence $\widehat{w}(k)=A \widehat{u}(k)$ for all $k \in \mathbb{Z}$. By the uniqueness of Fourier coefficients, we conclude that $w=A u$, so $u \in B_{p, q}^{s}(\mathbb{T} ;[D(A)])$. Therefore $u \in B_{p, q}^{s+3}(\mathbb{T} ; X) \cap B_{p, q}^{s+1}(\mathbb{T} ;[D(B)]) \cap B_{p, q}^{s}(\mathbb{T} ;[D(A)])$. As $u \in B_{p, q}^{s+3}(\mathbb{T} ; X)$, we have $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$ and $u^{\prime \prime}(0)=u^{\prime \prime}(2 \pi)$. Since $A$ and $B$ are closed linear operators, it now follows from 4.1 that

$$
\alpha \widehat{u^{\prime \prime \prime}}(k)+\widehat{u^{\prime \prime}}(k)=\beta \widehat{A u}(k)+\gamma \widehat{B u}(k)+\widehat{f}(k) \quad \text { for all } k \in \mathbb{Z}
$$

From the uniqueness of Fourier coefficients, we conclude that (1.4) holds a.e. in $[0,2 \pi]$. Therefore $u$ is a strong $B_{p, q}^{s}$-solution of 1.4 . Using the same argument as for Theorem 3.9 we find that this solution is unique.

In our next corollaries, we use the notations $\left\{S_{k}\right\}_{k \in \mathbb{Z}},\left\{c_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{d_{k}\right\}_{k \in \mathbb{Z}}$, introduced in Section 3. The proofs are similar to the corresponding ones of Section 3, so we omit them.

Corollary 4.6. Let $1 \leq p, q \leq \infty, s>0$ and $X$ a Banach space. Assume that the families $\left\{a_{k} S_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{(i \gamma k / \beta) B S_{k}\right\}_{k \in \mathbb{Z}}$ are bounded. If $\sup _{k \in \mathbb{Z}}\left\|a_{k} S_{k}\right\|<1$, then equation (1.4) has $B_{p, q}^{s}$-maximal regularity.

Corollary 4.7. Let $X$ be a Banach space and $1 \leq p, q \leq \infty$ and $s>0$. The following assertions are equivalent:
(i) Equation (1.4) with $B \equiv 0$ has $B_{p, q}^{s}$-maximal regularity.
(ii) $\left\{c_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$ and $\left\{a_{k}\left(c_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is bounded.

Corollary 4.8. Let $X$ be a Banach space and $1 \leq p, q \leq \infty$ and $s>0$. The following assertions are equivalent:
(i) Equation (1.4) with $B \equiv A$ has $B_{p, q}^{s}$-maximal regularity.
(ii) $\left\{d_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$ and $\left\{d_{k}\left(d_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is bounded.
5. Maximal regularity for a third-order differential equation in periodic Triebel-Lizorkin spaces. In this section, we study maximal regularity for equation $(1.4)$ in periodic Triebel-Lizorkin spaces. We briefly recall their definition in the vector-valued case (see [14]). We use the notations $\mathcal{S}(\mathbb{R} ; X), \mathcal{S}^{\prime}(\mathbb{R} ; X), \mathcal{D}^{\prime}(\mathbb{T} ; X)$ and $\Phi(\mathbb{R})$ of the preceding section.

Let $\phi=\left(\phi_{k}\right)_{k \in \mathbb{N}_{0}} \in \Phi(\mathbb{R})$ be fixed, for $1 \leq p, q \leq \infty$, and $s \in \mathbb{R}$. The $X$-valued periodic Triebel-Lizorkin spaces is defined by

$$
F_{p, q}^{s, \phi}(\mathbb{T} ; X)=\left\{f \in \mathcal{D}^{\prime}(\mathbb{T} ; X):\|f\|_{F_{p, q}^{s, \phi}}<\infty\right\}
$$

where

$$
\|f\|_{F_{p, q}^{s, \phi}}=\left\|\left(\sum_{j \geq 0} 2^{j s q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \widehat{f}(k)\right\|_{X}^{q}\right)^{1 / q}\right\|_{p}
$$

with the usual modification when $p=\infty$ or $q=\infty$. The space $F_{p, q}^{s, \phi}$ is independent of $\phi \in \Phi(\mathbb{R})$, and the norms $\|\cdot\|_{F_{p, q}^{s, \phi}}$ for different $\phi$ are equivalent. Consequently, we simply denote $\|\cdot\|_{F_{p, q}^{s, \phi}}$ by $\|\cdot\|_{F_{p, q}^{s}}$.

Theorem 5.1 ([14]). Let $1 \leq p, q \leq \infty, s \in \mathbb{R}$, and let $X, Y$ be Banach spaces. If the family $\left\{L_{k}\right\}_{k \in \mathbb{Z}} \subseteq \mathcal{B}(X, Y)$ is $\mathcal{M}$-bounded of order 3 , then $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ is an $F_{p, q}^{s}$-multiplier.

Recall that Theorem 5.1, as in the case of Theorem 4.2, does not impose any conditions on the underlying Banach spaces $X$ and $Y$.

The proof of Theorem 5.3 below will depend on our next result.

Lemma 5.2. Let $\alpha, \beta, \gamma>0$, and let $A$ and $B$ be closed linear operators defined on $X$. If $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded families, then so are $\left\{k^{3} a_{k} \Delta^{3} N_{k}\right\}_{k \in \mathbb{Z}} \quad$ and $\quad\left\{k^{4} B \Delta^{3} N_{k}\right\}_{k \in \mathbb{Z}}$.

Proof. We follow the proofs of Lemmas 3.7 and 4.3 . We note that $\left\{a_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is bounded if and only if $\left\{b_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ is bounded. Further, for all $j \in \mathbb{Z}$ fixed, $\left\{a_{k} N_{k+j}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k+j}\right\}_{k \in \mathbb{Z}}$ are bounded. Using the calculations of Lemma 4.3, we see that for all $k \in \mathbb{Z}$,

$$
\Delta^{2} N_{k}=\left(N_{k+2}-N_{k}\right)\left(-\Delta^{1} b_{k+2}-i \gamma B\right) N_{k+1}-N_{k}\left(\Delta^{2} b_{k}\right) N_{k+1}
$$

Therefore,

$$
\begin{align*}
k^{3} a_{k} \Delta^{3} & N_{k}  \tag{5.1}\\
= & k^{2} a_{k}\left(\Delta^{2} N_{k+1}\right) k\left(-\Delta b_{k+2}-i \gamma B\right) N_{k+2} \\
& +k^{3} a_{k}\left(\Delta^{2} N_{k}\right) k\left(-\Delta b_{k+2}-i \gamma B\right) N_{k+2} \\
& -k a_{k}\left(N_{k+2}-N_{k}\right) k^{2} \frac{\Delta^{2} b_{k+1}}{b_{k+2}} b_{k+2} N_{k+2} \\
& +k a_{k}\left(N_{k+2}-N_{k}\right) k^{2}\left(-\Delta b_{k+1}-i \gamma B\right) \Delta^{1} N_{k+1} \\
& -k^{3} \frac{\Delta^{3} b_{k}}{b_{k+2}} a_{k} N_{k+1} b_{k+2} N_{k+2}-k^{2} \frac{\Delta^{2} b_{k}}{b_{k+2}} k a_{k}\left(\Delta^{1} N_{k}\right) b_{k+2} N_{k+2} \\
& -k^{2} \frac{\Delta^{2} b_{k}}{b_{k}} b_{k} N_{k} k a_{k}\left(N_{k+2}-N_{k}\right)
\end{align*}
$$

Moreover, we have

$$
\begin{align*}
k^{4} B \Delta^{3} & N_{k}  \tag{5.2}\\
= & k^{3} B\left(\Delta^{2} N_{k+1}\right) k\left(-\Delta^{1} b_{k+2}-i \gamma B\right) N_{k+2} \\
& +k^{3} B\left(\Delta^{2} N_{k}\right) k\left(-\Delta^{2} b_{k+2}-i \gamma B\right) N_{k+2} \\
& +k^{2} B\left(N_{k+2}-N_{k}\right) k^{2} \frac{\Delta^{2} b_{k+1}}{b_{k+2}} b_{k+2} N_{k+2} \\
& -k^{2} B\left(N_{k+2}-N_{k}\right) k^{2}\left(-\Delta^{2} b_{k+2}-i \gamma B\right)\left(N_{k+2}-N_{k}\right) \\
& +\frac{k^{3} \Delta^{3} b_{k}}{b_{k+2}} i a_{k} N_{k+1} b_{k+2} N_{k+2}-\frac{k^{2} \Delta^{2} b_{k}}{b_{k+2}} k^{2} B\left(\Delta^{1} N_{k}\right) b_{k+2} N_{k+2} \\
& -\frac{k^{2} \Delta^{2} b_{k}}{b_{k}} b_{k} B N_{k} k^{2}\left(N_{k+2}-N_{k}\right)
\end{align*}
$$

Since $\left\{b_{k}\right\}_{k \in \mathbb{Z}}$ is a 3 -regular sequence, it follows from Lemmas 3.7 and 4.3 that all the terms on the right side of (5.1) and (5.2) are uniformly bounded. Therefore, $\left\{k^{3} a_{k} \Delta^{3} N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k^{4} B \Delta^{3} N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.

Our two principal results in this section are Theorems 5.3 and 5.4 below.

Theorem 5.3. Let $1 \leq p, q \leq \infty$, and $s>0$, and let $A$ and $B$ be closed linear operators defined on a Banach space $X$. The following assertions are equivalent:
(i) $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.
(ii) $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ are $F_{p, q}^{s}$-multipliers.

Proof. (i) $\Rightarrow$ (ii). Theorem 4.4 shows that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are $\mathcal{M}$-bounded of order 2 . Moreover,

$$
\begin{aligned}
k^{3} \Delta^{3} M_{k}= & k^{3} a_{k} \Delta^{3} N_{k}+k^{3}\left(a_{k+3}-a_{k}\right) \Delta^{2} N_{k+1}+k^{3}\left(\Delta^{2} a_{k+1}\right)\left(\Delta^{1} N_{k+1}\right) \\
& -2 k^{3}\left(\Delta^{2} a_{k}\right)\left(\Delta^{1} N_{k+1}\right)+\left(\Delta^{3} a_{k}\right) N_{k+2}
\end{aligned}
$$

and

$$
k^{3} \Delta^{3}\left(k B N_{k}\right)=k^{4} B \Delta^{3} N_{k}+3 k^{3} B \Delta^{2} N_{k+1}
$$

It follows from Lemmas 3.7, 4.3 and 5.2 that $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}$ are $\mathcal{M}$-bounded of order 3. Condition (ii) now follows from Theorem 5.1.
$($ ii $) \Rightarrow($ i). The proof follows the same lines as that of Theorem 4.4.
Theorem 5.4. Let $1 \leq p, q \leq \infty$. If $s>0$ and $X$ is a Banach space, then the following assertions are equivalent:
(i) Equation (1.4) has $F_{p, q}^{s}$-maximal regularity.
(ii) $\sigma(A, B)=\emptyset$, and the families $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$ are bounded.

Proof. The proof is similar to that of Theorem 4.5.
In our next corollaries, we use the notations $\left\{S_{k}\right\}_{k \in \mathbb{Z}},\left\{c_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{d_{k}\right\}_{k \in \mathbb{Z}}$, introduced in Section 3. The proofs are similar to the corresponding ones of Section 3, so we omit them.

Corollary 5.5. Let $1 \leq p, q \leq \infty, s>0$, and $X$ a Banach space. Suppose that the families $\left\{a_{k} S_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{i k(\gamma / \beta) B S_{k}\right\}_{k \in \mathbb{Z}}$ are bounded. If $\sup _{k \in \mathbb{Z}}\left\|a_{k} S_{k}\right\|<1$, then equation (1.4) has $F_{p, q}^{s}$-maximal regularity.

Corollary 5.6. Let $1 \leq p, q \leq \infty, s>0$ and $X$ a Banach space. The following assertions are equivalent:
(i) Equation (1.4) with $B \equiv 0$ has $F_{p, q}^{s}$-maximal regularity.
(ii) $\left\{c_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$ and $\left\{a_{k}\left(c_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is bounded.

Corollary 5.7. Let $1 \leq p, q \leq \infty, s>0$, and $X$ a Banach space. The following assertions are equivalent:
(i) Equation 1.4 with $B \equiv A$ has $F_{p, q}^{s}$-maximal regularity.
(ii) $\left\{d_{k}\right\}_{k \in \mathbb{Z}} \subseteq \rho(A)$ and $\left\{d_{k}\left(d_{k}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ is bounded.
6. Examples. In this section, we apply our results to some interesting examples.

Example 6.1. Let $\alpha, \beta, \gamma \in \mathbb{R}_{+}$. Let $1 \leq p, q \leq \infty$, and $s>0$. Consider the abstract equation

$$
\begin{equation*}
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma A u^{\prime}(t)+f(t) \quad \text { for } t \in[0,2 \pi] \tag{6.1}
\end{equation*}
$$

with boundary conditions $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$ and $u^{\prime \prime}(0)=u^{\prime \prime}(2 \pi)$, and $A$ a positive selfadjoint operator defined on a Hilbert space $X$ such that $\inf _{\lambda \in \sigma(A)}\{\lambda\} \neq 0$. If $f \in L^{2}(\mathbb{T} ; X)\left(\right.$ resp. $B_{p, q}^{s}(\mathbb{T} ; X)$ and $\left.F_{p, q}^{s}(\mathbb{T} ; X)\right)$, then equation (6.1) has $L^{2}$-maximal regularity (resp. $B_{p, q^{s}}^{s}$-maximal and $F_{p, q^{-}}^{s}$ maximal regularity).

Proof. We have

$$
d_{k}=\frac{-\left(\alpha \gamma k^{4}+\beta k^{2}\right)}{(\gamma k)^{2}+\beta^{2}}+i \frac{(\gamma-\alpha \beta) k^{3}}{(\gamma k)^{2}+\beta^{2}}
$$

Since $A$ is positive selfadjoint such that $\inf _{\lambda \in \sigma(A)}\|\lambda\| \neq 0$, we know that $\sigma(A) \subseteq[\varepsilon, \infty)$ with some $\varepsilon>0$. This implies that $d_{k} \in \rho(A)$ for all $k \in \mathbb{Z}$. Moreover, by [38, Chapter 5, Section 3.5],

$$
\left\|\left(d_{k}-A\right)^{-1}\right\|=\frac{1}{\operatorname{dist}\left(d_{k}, \sigma(A)\right)}
$$

Therefore, $\sup _{k \in \mathbb{Z}}\left\|d_{k}\left(d_{k}-A\right)^{-1}\right\|<\infty$. It follows from Corollary 3.12 that equation (6.1) has $L^{2}$-maximal regularity. According to Corollaries 4.8 and 5.7, equation (6.1) has, respectively, $B_{p, q^{-}}^{s}$ maximal regularity and $F_{p, q^{-}}^{s}$ maximal regularity.

For the next example we need to introduce some preliminaries on sectorial operators. Denote by $\Sigma_{\phi} \subseteq \mathbb{C}$ the open sector

$$
\Sigma_{\phi}=\{\lambda \in \mathbb{C} \backslash\{0\}:|\arg \lambda|<\phi\}
$$

We denote

$$
\mathcal{H}\left(\Sigma_{\phi}\right)=\left\{f: \Sigma_{\phi} \rightarrow \mathbb{C} \text { holomorphic }\right\}
$$

and

$$
\mathcal{H}^{\infty}\left(\Sigma_{\phi}\right)=\left\{f: \Sigma_{\phi} \rightarrow \mathbb{C} \text { holomorphic and bounded }\right\} .
$$

$\mathcal{H}^{\infty}\left(\Sigma_{\phi}\right)$ is endowed with the norm

$$
\|f\|_{\infty}^{\phi}=\sup _{|\arg (\lambda)|<\phi}|f(\lambda)|
$$

We further define the subspace $\mathcal{H}_{0}\left(\Sigma_{\phi}\right)$ of $\mathcal{H}\left(\Sigma_{\phi}\right)$ as follows:

$$
\mathcal{H}_{0}\left(\Sigma_{\phi}\right)=\bigcup_{\alpha, \beta<0}\left\{f \in \mathcal{H}\left(\Sigma_{\phi}\right):\|f\|_{\alpha, \beta}^{\infty}<\infty\right\}
$$

where

$$
\|f\|_{\alpha, \beta}^{\infty}=\sup _{|\lambda| \leq 1}\left|\lambda^{\alpha} f(\lambda)\right|+\sup _{|\lambda| \geq 1}\left|\lambda^{-\beta} f(\lambda)\right| .
$$

Definition 6.2. A closed linear operator $A$ in $X$ is called sectorial if the following two conditions hold:
(i) $\overline{D(A)}=X, \overline{R(A)}=X$, and $(-\infty, 0) \subseteq \rho(A)$.
(ii) $\sup _{t>0}\left\|t(t+A)^{-1}\right\| \leq M$ for some $M>0$.
$A$ is called $R$-sectorial if the set $\left\{t(t+A)^{-1}\right\}_{t>0}$ is $R$-bounded. We denote the class of sectorial operators (resp. $R$-sectorial operators) in $X$ by $\mathcal{S}(X)$ (resp. $\mathcal{R} \mathcal{S}(X)$ ).

If $A \in \mathcal{S}(X)$, then $\Sigma_{\phi} \subseteq \rho(-A)$ for some $\phi>0$ and

$$
\sup _{|\arg (\lambda)|<\phi}\left\|\lambda(\lambda+A)^{-1}\right\|<\infty .
$$

We denote the spectral angle of $A \in \mathcal{S}(X)$ by

$$
\phi_{A}=\inf \left\{\phi: \Sigma_{\pi-\phi} \subseteq \rho(-A), \sup _{\lambda \in \Sigma_{\pi-\phi}}\left\|\lambda(\lambda+A)^{-1}\right\|<\infty\right\}
$$

Definition 6.3. Let $A$ be a sectorial operator. If there exist $\phi>\phi_{A}$ and a constant $K_{\phi}>0$ such that

$$
\begin{equation*}
\|f(A)\| \leq K_{\phi}\|f\|_{\infty}^{\phi} \quad \text { for all } f \in \mathcal{H}_{0}\left(\Sigma_{\phi}\right) \tag{6.2}
\end{equation*}
$$

then we say that a sectorial operator $A$ admits a bounded $\mathcal{H}^{\infty}$-calculus.
We denote the class of sectorial operators $A$ which admit a bounded $\mathcal{H}^{\infty}$-calculus by $\mathcal{H}^{\infty}(X)$. Moreover, the $\mathcal{H}^{\infty}$-angle is defined by

$$
\phi_{A}^{\infty}=\inf \left\{\phi>\phi_{A}:(6.2) \text { holds for some } K_{\phi}\right\}
$$

Remark 6.4. Let $A$ be a sectorial operator which admits a bounded $\mathcal{H}^{\infty}$-calculus. If the set

$$
\left\{h(A): h \in \mathcal{H}^{\infty}\left(\Sigma_{\theta}\right),\|h\|_{\infty}^{\theta}<1\right\}
$$

is $R$-bounded for some $\theta>0$, then we say that $A$ admits an $R$-bounded $\mathcal{H}^{\infty}$-calculus. We denote the class of such operators by $\mathcal{R} \mathcal{H}^{\infty}(X)$. The $\mathcal{R} \mathcal{H}^{\infty}{ }_{-}$ angle is defined analogously to the $\mathcal{H}^{\infty}$-angle, and is denoted $\theta_{A}^{R_{\infty}}$. For further information about sectorial and $R$-sectorial operators, see [37].

To prove Lemma 6.6 below, we need, the following proposition from functional calculus theory (cf. [20]).

Proposition 6.5. Let $A \in \mathcal{R H}^{\infty}(X)$ and suppose that $\left\{h_{\lambda}\right\}_{\lambda \in \Lambda} \subseteq$ $\mathcal{H}^{\infty}\left(\Sigma_{\theta}\right)$ is uniformly bounded for some $\theta>\theta_{A}^{R_{\infty}}$, where $\Lambda$ is an arbitrary index set. Then the set $\left\{h_{\lambda}(A)\right\}_{\lambda \in \Lambda}$ is $R$-bounded.

Lemma 6.6. Let $\alpha, \beta \in \mathbb{R}_{+}$and $X$ be a UMD-space. If $A \in \mathcal{R H}^{\infty}(X)$ with $\theta_{A}^{R_{\infty}}<\pi / 3$, then the families of operators
$\left\{i k^{3}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}\right\}_{k \in \mathbb{Z}} \quad$ and $\quad\left\{i k A^{1 / 2}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.

Proof. For every $k \in \mathbb{Z}$ we define $F_{k}^{1}: \Sigma_{\pi / 3} \rightarrow \mathbb{C}$ and $F_{k}^{2}: \Sigma_{\pi / 3} \rightarrow \mathbb{C}$ by

$$
F_{k}^{1}(z)=\frac{i \beta k^{3}}{-\left(i \alpha k^{3}+k^{2}+\beta z\right)} \quad \text { and } \quad F_{k}^{2}(z)=\frac{i \beta k z^{1 / 2}}{-\left(i \alpha k^{3}+k^{2}+\beta z\right)}
$$

where $z^{1 / 2}$ is defined in $\mathbb{C} \backslash\{0\}$ and it is holomorphic in $\mathbb{C} \backslash(-\infty, 0]$. Furthermore, for all $k \in \mathbb{Z}$ and $z \in \Sigma_{\pi / 3}$ we have $i \alpha k^{3}+k^{2}+\beta z \neq 0$. Therefore, for all $k \in \mathbb{Z}$ the functions $F_{k}^{1}$ and $F_{k}^{2}$ are holomorphic in $\Sigma_{\pi / 3}$.

We claim that for $j \in\{1,2\}$ there exists a constant $M \geq 0$ such that

$$
\sup _{k \in \mathbb{Z}}\left\|F_{k}^{j}\right\|_{\infty}^{\pi / 3} \leq M
$$

Indeed, note that for all $k \in \mathbb{Z} \backslash\{0\}$ we have

$$
-\left(i \alpha k^{3}+k^{2}+\beta z\right)=-\left(i \alpha k^{3}+k^{2}\right)\left(1+\frac{\beta z}{i \alpha k^{3}+k^{2}}\right)
$$

Since for all $k \in \mathbb{Z} \backslash\{0\}$ and $z \in \Sigma_{\pi / 3}$ we have $\frac{\beta z}{i \alpha k^{3}+k^{2}} \in \Sigma_{\pi / 3+\pi / 2}$ and the distance of -1 to this sector is positive, we have

$$
\sup _{k \in \mathbb{Z} \backslash\{0\}}\left\|F_{k}^{1}\right\|_{\infty}^{\pi / 3} \leq M_{1} \quad \text { for some } M_{1} \geq 0
$$

Note also that for all $k \in \mathbb{Z} \backslash\{0\}$,

$$
-\left(i \alpha k^{3}+k^{2}+\beta z\right)=-\sqrt{i \alpha k^{3}+k^{2}} z^{1 / 2}\left(1+\frac{i \beta^{1 / 2} z^{1 / 2}}{\sqrt{i \alpha k^{3}+k^{2}}}\right)\left(\frac{\sqrt{i \alpha k^{3}+k^{2}}}{z^{1 / 2}}-i \beta^{1 / 2}\right)
$$

For all $k \in \mathbb{Z} \backslash\{0\}$ and $z \in \Sigma_{\pi / 3}$ we have

$$
\frac{i \beta^{1 / 2} z^{1 / 2}}{\sqrt{i \alpha k^{3}+k^{2}}} \in \Sigma_{\pi / 2+\pi / 6+\pi / 4} \quad \text { and } \quad \frac{\sqrt{i \alpha k^{3}+k^{2}}}{z^{1 / 2}} \in \Sigma_{\pi / 6+\pi / 4}
$$

Since the distance of -1 to $\Sigma_{11 \pi / 12}$ is positive and the distance of $i$ to $\Sigma_{5 \pi / 12}$ is also positive, we see that $\sup _{k \in \mathbb{Z} \backslash\{0\}}\left\|F_{k}^{2}\right\|_{\infty}^{\pi / 3} \leq M_{2}$ for some $M_{2} \geq 0$.

In addition, for all $z \in \Sigma_{\pi / 3}$ the functions $F_{0}^{1}(z)=0=F_{0}^{2}(z)$. Therefore, there exists $M \geq 0$ such that $\sup _{k \in \mathbb{Z}}\left\|F_{k}^{j}\right\|_{\infty}^{\pi / 3} \leq M$ for $j=1,2$. With a direct computation for all $k \in \mathbb{Z}$ and $z \in \Sigma_{\pi / 3}$ we have

$$
F_{k}^{1}(z)=\frac{i k^{3}}{-\frac{i \alpha k^{3}+k^{2}}{\beta}-z} \quad \text { and } \quad F_{k}^{2}(z)=\frac{i k z^{1 / 2}}{\frac{-\left(i \alpha k^{3}+k^{2}\right)}{\beta}-z}
$$

Since $A \in \mathcal{R} \mathcal{H}^{\infty}(X)$, for all $k \in \mathbb{Z}$ the operators
$F_{k}^{1}(A)=i k^{3}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1} \quad$ and $\quad F_{k}^{2}(A)=i k A^{1 / 2}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}$
exists. It follows from Proposition 6.5 that the families of operators $\left\{F_{k}^{1}(A)\right\}_{k \in \mathbb{Z}}$ and $\left\{F_{k}^{2}(A)\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.

Example 6.7. Let $X$ be a UMD-space, and let $p \in(1, \infty)$. Suppose $A \in \mathcal{R} \mathcal{H}^{\infty}(X)$ with $\theta_{A}^{R_{\infty}}<\pi / 3$. Consider the family of operators

$$
\mathcal{F}=\left\{i k A^{1 / 2}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}: k \in \mathbb{Z}\right\}
$$

with $\alpha, \beta>0$. If $\gamma>0$ is such that $(\gamma / \beta) \mathcal{R}_{p}(\mathcal{F})<1$, then the equation

$$
\begin{equation*}
\alpha u^{\prime \prime \prime}(t)+u^{\prime \prime}(t)=\beta A u(t)+\gamma A^{1 / 2} u^{\prime}(t)+f(t) \quad \text { for } t \in[0,2 \pi] \tag{6.3}
\end{equation*}
$$

with boundary conditions $u(0)=u(2 \pi), u^{\prime}(0)=u^{\prime}(2 \pi)$ and $u^{\prime \prime}(0)=u^{\prime \prime}(2 \pi)$ has $L^{p}$-maximal regularity.

Proof. According to Lemma 6.6, the families of operators
$\left\{i k A^{1 / 2}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$ and $\left\{i k^{3}\left(-\frac{i \alpha k^{3}+k^{2}}{\beta}-A\right)^{-1}\right\}_{k \in \mathbb{Z}}$
are $R$-bounded. Since $(\gamma / \beta) \mathcal{R}_{p}(\mathcal{F})<1$, it follows from Corollary 3.10 that equation (6.3) has $L^{p}$-maximal regularity.
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