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A new characteristic property of Mittag-Leffler functions
and fractional cosine functions

by

ZHAN-DONG MEI, JI-GEN PENG and JUN-XIONG JIA (Xi’an)

Abstract. A new characteristic property of the Mittag-Leffler function Fq(at®) with
1 < a < 2 is deduced. Motivated by this property, a new notion, named a-order cosine
function, is developed. It is proved that an a-order cosine function is associated with
a solution operator of an a-order abstract Cauchy problem. Consequently, an a-order
abstract Cauchy problem is well-posed if and only if its coefficient operator generates a
unique a-order cosine function.

1. Introduction. The two-parameter Mittag-Leffler functions are de-
fined by the series

o0 ZTL
Eop(z) = kzolwv Va,8>0,2€C,

where I' is the Gamma function [El [P]. For brevity, we denote by E, the
Mittag-Leffler function F, 1. For any real number a, the Laplace integral of
the Mittag-Leffler function is

oo 04—,3
(1.1) | e M7 B p(at™) dt = ;7 Re A > |a|'/?.
—a
0

Let a > 0 and m = [a], the smallest integer larger than or equal to a.
It is well-known that the Mittag-Leffler function is closely related to the
fractional differential equation

(1.2)
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where D¢ is the modified Caputo fractional derivative operator

oDrut) = {4 gyt o) - 3 o
¢ - I(m—a)dtm) K
Concretely, F,(at®) is a solution of equation (1.2)), that is,
(1.3) D (E,(at®)) = aFy(at®).

Furthermore, it is stated in [B] that in the case 1 < a < 2, the fractional
differential equation

has the unique solution

(1.4) u(t) = Eq(at®)z + tEy2(at™)y.
The combination of (1.3)) and (1.4)) implies that
(1.5) D& (tEy2(at™)) = atEy2(at®).

For u € C™)([0,00), X), we can calculate

1

C ., —
DFult) = s

(t — o)™ ™) () do.

O e

For a smooth function f, the following Laplace transform formulas are avail-
able:

(1.6)  CDFF(A) = A%F(A) — A>Lf(0), O<a<l,

(1.7) CDEF(N) = ASF(N) — A*7LF(0) — A27/(0), l<a<2
(1.8) TEFO) = A" F(N).

Here

(1.9) JEF(t) g (t—o) t) dt

0

is the ath integral of f.

Let (A, D(A)) be an unbounded linear operator defined in Banach space X .
Denote m = [a]. Then the abstract fractional Cauchy problem corresponding

tois

CDu(t) = Aul(t), t
uw(0) =z, «w®0)=0, k=1,...,m—1.
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It is well-known that the solvability of (1.10]) is equivalent to that of the
integral equation

(1.11) u(t) =z + JFAu(t), t>0.

Based on the solution of (1.11]) and the related notion in [Px], Bazhlekova
[B] introduced the notion of solution operator for (1.10)):

DEFINITION 1.1. A family {T'(t)}+>0 of bounded linear operators on X
is called a solution operator for (1.10) if:

(a) T(t) is strongly continuous for t > 0 and T'(0) = I,
(b) T(t)D(A) C D(A) and AT (t)x = T(t)Axz for all z € D(A) and t > 0,
(¢) u(t) =T(t)x is a solution of for any = € D(A).

Solution operators for ([1.10) have been systematically studied in Bazh-
lekova’s doctoral dissertation [B], and the results obtained generalize some
facts of Cp-semigroup and cosine function theory.

Recently, Chen and Li [CL] found a novel characterization of solution op-
erators, by developing a purely algebraic notion, named a-resolvent operator
function.

DEFINITION 1.2. Let {S(t)}+>0 be a family of bounded linear operators
on X. Then {S(t)}+>0 is called an a-resolvent operator function if:

e S(t) is strongly continuous and S(0) = I.
e S(s5)S(t) = S(t)S(s) for all t,s > 0.
o S(s)JS(t) — J&S(s)S(t) = JS(t) — J&S(s) for all ¢, s > 0.

Chen and Li proved in [CLl, Theorem 3.4] that a family {S(¢)}:>0 is
an a-resolvent operator function if and only if it is a solution operator for
the fractional Cauchy problem . This confirms the expectation that
the fractional abstract Cauchy problem can be studied by purely algebraic
methods, just as we can use the semigroup property to study first-order
abstract Cauchy problems.

Since the Mittag-Leffler functions are closely related to fractional differ-
ential equations, it seems reasonable to study the fractional abstract Cauchy
problem (|1.10)) through the properties of these functions.

The research on the properties of the Mittag-Leffler functions has been
a hot topic ever since it came out. Many publications claimed that the
Mittag-Leffler function E, (at®) with 0 < o < 1 had the semigroup property
(see, e.g., [J1, (3.10)], [J2, (5.1)]). However, Peng and Li [PLI] pointed out
that it is in fact incorrect, and they proved that the Mittag-Lefler function



122 Z. D. Mei et al.

has the following property: for any real number a,

S

t+s t
Eo(at Eq(ar
(1.12) S (t+s—7' S t+5—7' S t+s—7'
0 0 o
H a(ar)Ealarg) dridre, t,s>0.

(t+s—1r; —ry)lte
Furthermore, motivated by m, Peng and Li derived the following new
characteristic property of a-order semigroups [PL2]:

t+s t

T(r cT
(113) | t( T —— 0 St(T)dT
g (t+s—7)" o ( +s o (tts—7)2
ts T')
:aSS 2 dridre, t,s>0.

_ _ 14+«
00 t + s 71 7“2)

However, in [PL2, Remark 3|, the authors mentioned that is un-
available for @ > 1, so they restricted themselves to the case 0 < o < 1.
This means that for 1 < a < 2, we have to find a new equality. On the other
hand, just like [PL2], a natural problem is whether we can derive a new
characteristic property of a-order cosine functions with 1 < a < 2 through
the study of the properties of the Mittag-Leffler function E,(at®) or not.
In fact, we add another Mittag-Leffler function tE, 2(at®) to the study of
E,(at®).

The arrangement of the rest of this paper is as follows. In Sec. 2, we
will find a characteristic property of the Mittag-Leffler function E,(at®)
with 1 < a < 2. Motivated by this property now, in Sec. 3, we propose
a new notion, named a-order cosine function with 1 < «a < 2; moreover,
it is proved that a solution operator corresponding to an «-order abstract
Cauchy problem is an a-order cosine function. In Sec. 4 we prove that
every a-order cosine function is also a solution operator of .

2. A property of the Mittag-Leffler function FE,(at*) with 1 <
a < 2. It is proved in [PL1] that E,(at®) has the semigroup property if
and only if a = 0 or @ = 1. Moreover, the authors of [PLI] gave a counter-
example for @ = 1/2. Thus, in the case 1 < a < 2, E,(at®) does not have
the semigroup property. Next, we will show that F,(at®) with 1 < a < 2
does not have the cosine function property, either.

To do this, we assume that on the one-dimensional space, {u(t)}+>0 has
the cosine function property, that is, ©(0) = 1 and

(2.1) 2u(t)u(s) =u(t+s)+ut—s), t>s>0.
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Then, by the theory of cosine functions [ABHN. [G], {u(¢)}+>0 has a unique
generator ¢ such that the equation

u’(t) = cu(t), t>0,
(2.2) ,
u(0) =1, 4/(0)=0,
has a unique solution u € C?2. Clearly, the solution of (2.2)) is given by
(t) = LeVe e ey, e>o,
| cos(tv/=c), c < 0.

The Laplace transform of u(t) is

(2.3)

T A
S e_Atu(t) dt = m, Re A > 4/ |C|
0
On the other hand, by (1.1),
T A Aot 1
(S)e tEa(ata)dt:)\a_a, Re ) > a'/?.

So E,(at®) has the cosine function property only if & = 2 or a = 0.

In the rest of this section, we will study a new feature of the Mittag-
Leffler function E,(at®) with 1 < o < 2. Since fractional derivative has
the memorizing property, it is reasonable to expect that E,(at®) also has
the memorizing property. Thus the characteristic property of the Mittag-
Leffler function E,(at®) should be described in the form of integrals. Our
proof is mainly based on the Laplace transform technique and the rela-
tionship between the fractional differential equation and the Mittag-Leffler
function.

THEOREM 2.1. For every real number a and o € (1,2),

s E,(at® Lo Eq(at®
(2.4) (S) [S)(t—i—s(—a))a—ldea_éé(t—&—s(—a)z"_l drdo
p E.(at®
_H (t—l—s(—a))al dr do
_t( Balac®) Eq(at®) 5 E,(ac®)Ey(at®) - do
= (I oot drd +§)§ GG mjet— drd

drdo, t,s>0.

1 Balao®)Ea(ar®)
(S)(S) (t+s—o—7)1
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Proof. Denote tE,2(at®) by f(t) and E,(at®) by g(t) for convenience.
It follows from ((1.5)) that

CDf(rEa,g(aro‘))h:HS =a(t + s)Eq2(a(t + 5)%).

By the definition of Caputo derivative, for all ¢, s > 0 we have

(2.5)  “Def(t+s) = § ff;j‘”da
)d
ZZXQ_ay@+s—aﬂ“d2§ﬂda
2_a§t+s—a ad2dj;(20)da
= af(t+s) - St+s—a “d2dj;(20)da.

Taking the Laplace transform with respect to ¢ on both sides of (2.5)) and

using ((1.7), we obtain
)\ozfs(A) o Aaflf(s) - )\a72f/(8)

~ S — 2 o
=afs) = ngl_cy)yws—a)l—a@)ddf; ) 4o
~oh )= gt R

! §d<t+s/—\o>1a< ) df(o)
F(2_0‘)0 do do
= o) = Fmay W)+ g )
a-1 ¢ = 4
+F(2_a)§)(t+s— o) ()=
= afu(N) = A2 (s) + F<21—a> (tF s)1-o(N)
a-1 [, o),
+F<2_a)§)(t+s—0) HOVESES

o —

Here fo(\) and (¢t + s — o)1=%()\) represent respectively the Laplace trans-
forms of f(t+s) and (t+s—o)!~* with respect to . The fact that f/(0) = 1
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is used. Then we have

02 2 e )\O‘_lf(s) )\a—? 1 /\_a
(2.6) AT2E(N) = A 2Aa_a Aa_ap@_a%r+@l(»
A2 -1 ¢ —— (o)
+/\a—af(2—a)s(t+57 )7 do dor.

Taking the inverse Laplace transform on both sides of ([2.6]), we obtain

L oy (ot do = — L
H2—®§@ ) ot s)do =m0

(t — o)1= Ba(a0®) do f(s)

O ey o+

S (t+s—0)"f(o)do
)%
a—l S(S (t+s—o—71)" O‘f(a)da)f’(T)dT.

Here the equalities ([1.1)) and (1.8]) are used. Observe that f’(t) = g(t). Thus,

(0 + s)do ‘ f(o)
(S) t—o)t _é(t—i-s—a)a_lda
{90 i f@)
_(S)Wdof(s)wL(a—l)éS(t+8_0_7_) dr g(o) do.
By integrating by parts, we obtain
)
(a—l)§)§)(t+S_U_T)ad7'g(a)da
s t f/
= —o—1)t @ dr|g(o)do
(S){(t—i—s ) §t+s—a—7) (o)
73 f( st )
_Sm SS t_l’_s_o' T)o- g dr do.

00 (
Moreover, observe that f(t) = St g(o) do. We obtain

t+so g(T) to (7_) - so g(T)
(S) (S) (t+s—o)a—t dr (S)(S) t+s—o)a1 drdo (S)(S) (t+s—o)a-t drdo

_Sg(f(j,g)(o?)ld do +SS(§(E)TQ)(OT_)IdeU—SS( 9(0)9(7) dr do.
00 00 00
(

The proof is therefore completed by replacing g(t) with E,(at®). =
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3. Fractional cosine function. In this section we develop a new no-
tion, named fractional cosine function. Motivated by Theorem [2.1] we de-
fine a-order cosine functions and study their properties. Our discussion is
restricted to the case 1 < a < 2.

DEFINITION 3.1. We call a family {7'(¢) }+>0 of bounded linear operators
on a Banach space X an a-order cosine function if:

(i) T'(t) is strongly continuous, that is, for any x € X, the mapping

t — T'(t)x is continuous over [0, 00);

(ii) T(0) = I and for all t,s > 0,

G (T
(3.1) § (S)(t—i—s—a)a—ldea_éé(t—i—s—a)a_ldeU

T(0)T(7)
m dr do +

I
O e
O e

Ls T(o)T (T
SS(;_)T)i_)I dr do
00

ks T(o)T(T
_SS(t+5(_)U_(7)-)a1d dO',

00
where the integrals are in the sense of the strong operator topology.

REMARK 3.2. (1) It should be noted that for o = 2, the integrals of

(2.4) and (3.1]) diverge and hence equalities (2.4]) and (3.1]) are unavailable.

(2) The semigroup property can be obtained by letting o — 17. Indeed,
in this case (3.1]) is converted into

t+so to so ts
(3.2) S S T(r)drdo — S S T(r)drdo — S S T(r)drdo = S ST(O’)T(T) dr do.
00 00 00 00

Taking the derivative with respect to ¢ and s successively on both sides of

(3.2), we obtain
Tt+s)=Tt)T(s), t,s>0,

which means that {T'(¢)}+>¢ is a Cp-semigroup.

(3) The cosine function property can be obtained by letting o — 2.
Indeed, let = belong to some dense subset such that the mapping ¢t — T'(t)x
is continuously differentiable on [0, c0). Below we will take the limits of both

sides of (3.1 x (2 — ). The first term of the left side is

t+so T(T) t+so
. _ . 2—«
ali)l’;l_(Q*Oé) (S) (S)(t—i_s_o_)ald'rdo'— *alii'g_ (S) (S)T(T) de(t“FS*O') .
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By integrating by parts, we obtain

t+so T(T) t+s
lim (2 a) | | —drdo = | T(r)dr.
a—2— 00(t+8—0') 0
Similarly, we derive
to
T
lim (2 - a) S S ET) — drdo =0,
a—2 0o (t+s—0)
SO T
lim (2—01)” (7) T drdo =0
a—2- 00(t+$—0‘)a

Thus, the limit of the left side is S?S T(T)dr.
The first term of the right side is calculated as follows:

@ ([ T@OT@)
(2 )(S]é (o)1 7¢
B t T(O’) S
= algIzl*Q - oz)(g) f— o) dO‘(S)T(T) dr
= — lim_ \T(0)d(t — o)*\T(r)dr
a— 0
s t s s
= ST( )dT—l—S ( )dO'ST(T)dT = T(t)ST(T)dT
0 0 0 0
Similarly, we derive
lim (2 a)ggmci do = \T(7)dr T(s)
00 0

The third term of the right side is

ts
— lim ( H (7) dr do
oz—>2* t—i—s—a—T) -1
00
t s
= lim ST(O’) S T(T)d(t+s—o0—7)"%do
a—2~
0 0
t t t s
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Therefore, we obtain the formula

t+s s t
(3.3) \ T(r)dr =T)\T(r)dr + T (r) dr T(s),
0 0 0

which means by Lemma [3.3| below that {T'(¢)}+>¢ is a cosine function.

LEMMA 3.3. A strongly continuous family of bounded linear operators
{T'(t)}+>0 with T(0) = I is a cosine function if and only if T'(t) is exponen-
tially bounded and (3.3) holds.

Proof. The necessity is proved in [ABHN| (3.95)]. Now we prove the
sufficiency. Assume that 7(¢) is exponentially bounded and holds. Then
T'(t) is Laplace transformable. Taking the Laplace transform with respect
to s and t on the left side of , we derive

[o8) [e8) t+s
S e Mt S e S T(7)drdsdt
0 0 0
= S e Mt S 6_)‘SST(7') dr dsdt
0 t 0
e8] t s
= [ e ’\t<ge_’\SST )drds — | _ASST(T)deS> dt
0 0 0 0 0
[e8) ()\) [e8) t s
= Sef(“ At dt — Se “tSe/\t s ST(T)desdt
0 A 0 0 0
() T(p) _ N(p) = pT(N)

A=A pp=N (A —p)
The Laplace transform with respect to s and ¢ of the right side of (3.3)) is

00 00 s t
fewtfers (T(t) {T(r)dr + | T(7) dTT(S)) ds dt = 2P (T,
Ap
0 0 0 0
Hence,
AT () — pT'(N) = (X = )T ()T ().
Taking the Laplace transform with respect to s and ¢ of
t s
M(t,s) =T(s) S (t—o0)T(0)do — S (s—0)T(0)doT(t)
0 0
t s

~\(t=o)T(0)do + | (s — 0)T(0) do,
0 0
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we obtain
TN s T(wTN)  TWTON) TN T
(S)e A (S)@ M(t,s) ds dt (M))\Q( ) (Mzﬂ( ) A(%) A(;f;)
_ OT () = pT (V) = (¥ = )T (TR _
22,2 :

This implies that M(t,s) = 0 for any t,s > 0. By Chen and Li [CL],
{T'(t)}+>0 is a cosine function. m

PROPOSITION 3.4. Let T'(t) be an a-order cosine function. Then it is
commutative, i.e. T(t)T(s) = T(s)T(t) for all t,s > 0.

Proof. The symmetry of the left side of (3.1)) with respect to ¢ and s
implies that

(3.4)

B st T(O’)T(T) st i
= (S)(S)(s—a)a_ld d +§§)(t_7)a_1d d

Given any b > 0, denote by gp(t) the truncation of T'(t) at b, that is, g,(t) =
T(t) if 0 <t <band g(t) = 0 otherwise. Denote

Ry(t, s) = SSL 09) 1 4o +§§(g”(0)gb£2 dr do

Oo(t—a) 0o $—T)

- SS (t +ib(:73791f72)a_1 dr do.

Denote by Ry(t,A) the Laplace transform of Ry(t,s) with respect to s,
and by Ry(u, A) the Laplace transform of Ry(t, \) with respect to t. Denote
by G(t, s) the left side of (3.4]). Thus the right side of (3.4) is G(s,t). Now,

(3.4) implies

(3.5)  Ry(n

00 0o b b
e Mt S M Ry(t,s) ds dt = S Sef)‘SG(t, s)dsdt
0 0

e “tS e MG(s,t) dsdt = Ry(\, ).

<]
E
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Below we will compute the Laplace transforms of Ry(p, \) and Ry(\, p).
Using || we compute Ry(t, A) as follows:

|20 P re - ) |55 do )
0 0

<
~—

>~
[N

- Sgb< )(t+7 — )= (N\)p(\) do
0

Denote by (t 4 s)'~* % gy(t) the convolution of the functions (¢ + s)!~
and gp(t) at t. Taking the Laplace transform of Ry(¢, A) with respect to ¢,
we have

[e.e] o

(3.6) [e [ e Ry(t,s) ds dt
0 0
=I(2—a)u™? W + 02— a)\? W
_ S s S €_Mt(t+8)1_a*gb(t) dt ds gy (\)
0 0
=I(2- o)™ W + (2 - a)\* 2 @‘(“)HM
- S e N S e Mt 4 ) " dt ds Gy (1) Gp(N)
0 0
=I(2-a)u*? W + 02— a)\> 2 W
- OSOG(M_/\)S OSO e M dt ds gy (1) g (N)
0 s
=I(2—a)u*? W + 02— a)r? f’b(“)MM

— [ elrs ( [ ertet=adr — fertst-e dt) ds G (1) 35 (\)
0 0 0
a—2 gb(/i)fb()\) + F(Q 7 a))\a—Q gb(ﬂ)gb()\)

1

s

=I'2—-a)u
- 6(“”)8( a2 et () d(ut) — § et dt) dsgo(1)ds(N)

0 0 0
=I(2-a)p"? gb(“)fb() + (2 —a)X*? gb(“szw
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—« a—2 [e'e) s
- wéb(u)ﬁb(x) + | e Vs [ emmttt = at ds gy (1) g (M)
0 0
_ a—2 Io(1)Gp(N) a—2 (1) Gs(N)
= (2 —a)u" ™2 =2 + T2 = a)) QT
— a)u® 2 e e}
OO g (3) + | e e s s
0 0
_ a—2 (1) Gp(N) a—2 Gb(1)Gp(N)
=I'(2- )2 \ + (2 —a)\*? p
r2-—apps? (2 - a)xe?

The equality (3.6)) can be reduced to

o0 o0

I'2—a)(A* —p%) .

3.7 e M\ e Ry(t, s) ds dt = o (1) gp(A
N e T Oy )
In the same way, it can be shown that
o o
_ _ I'2—a)(A* —u%). .
3.8 e M A Ry(s,t)dsdt = Go(N)ap().
38) e Rt e A

The combination of and (3.8) implies

S e M S Ast t,s)dsdt = S e Mt S )‘st(s,t) ds dt.
0 0 0
Hence we easily deduce that

96 (1)Gp(A) = Go(A)gn()-
By the properties of the Laplace transform, it follows that
() agp(s) = gu(s)gp(t), Vt,s > 0.
By the arbitrariness of b, we derive that
TtT(s)=T(s)T(t), Vt,s>0.m
REMARK 3.5. Observe that in the proof above, it is not the case that
Ry(t,s) = Ry(s,t) for all t,s > 0, though R(t,s) = R(s,t) for all t,s > 0.
THEOREM 3.6. Assume that {T'(t)}+>0 is a solution operator for system
(1.10). Then it satisfies and is therefore an a-order cosine function.

Proof. Denote by L(t,s) and R(t,s) the left and right sides of (3.1),
respectively. Obviously, we have only to prove that L(t,s) = R(t,s) for all
t,s > 0. For brevity, we set

H(t,s) = T()JOT(s)—JCT()T(s), K(t,s) = JOT(s)—JOT(t), t s> 0.
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Moreover, for sufficiently large b > 0, we denote by gp(t) the truncation
of T(t) at b, and by Ry(t,s), Ly(t,s), Hy(t,s) and Kp(t,s) the quantities
resulting by replacing T'(t) with g,(¢) in R(¢,s), L(t,s), H(t,s) and K(t,s),
respectively.

On the one hand, it follows from that the Laplace transform of
Ry(t, s) with respect to t and s is given by

[2-a)(h — ).

(3.9) Ry(p, \) = — Gu(1)gb(A)-
Ap(A = )
On the other hand, it can be shown that for all ¢ > 0,
00 t+so so
- - 95(7) 9(7)
0 to(t+8—0‘) 00(t+s—a)
ot | e
=\ \g(7)dr —— dsdo
i 2 (t+s—o)
[o oNoa AS
-\ \gp(7)dr — dsdo
o] o o
S M=) Sgb(T) dr S e Ny do — S e Mslm s ()
t 0 0 t
o g At o
= \*721(2 - ) S eANt=a) Sgb(T) dr do — 67 S e 517 ds gy (\)
t 0 t

The Laplace transform of Ly(t, \) with respect to ¢ is

(3.10) Ly(p, A) = F(f__ua) <A°‘_2 Pl _ e gb@)
N m()‘a_lﬁb(ﬂ) — pu ().
We set

(3.11) Qp(t,s) = SS (f{b((;f;;-)l drdo + SS (SKb(ZS;-)l dr do
00 00
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By Chen and Li [CL], H(t,s) = K(t, s) for any t,s > 0. Thus, for all ¢,s > 0,
(3.12) lim Py(t,s) = lim Qy(t,s).
b—o0 b—o0

Now, we calculate the Laplace transforms of P,(¢,s) and Q(t,s) with

respect to ¢t and s, respectively. The Laplace transform of the first term of
Py(t,s) is

[e¢) [e%¢) ts
S e Mt S ’\SSS Hy(o,7) 7 drdo dsdt
0 0 00 (t )
o] o] ts @ @
= Jem e || gv(0)J7 QIEET_) ;)‘i‘ifb(")gb(T) dr do ds dt
0 0 00
o) o) t s
= [er e <S(tgbgg>l_1daxjf‘gb(7)d7> ds dt
0 0 0

o) o) t s
—Se_”tge_)“s(S(J G daggb )dsdt
0 0 0 0

=12 = )X a2 gy ()an(A) — I'(2 = a)u™ 72X gy () Gu(N).
Similarly, we obtain

[ee] [ee] ts
_ s Hy(o, 1)
(SJe uté@ A (S)(S)(S_T)deUdsdt

=I(2 - a)p )N 2N (1) gp(N) — T'(2 — )™ 7 A2 gy(1) G (M)
The Laplace transform of the last term of Py(t, s) with respect to ¢t and s is

[e%¢) [e%¢) ts

H,
— et e bo(2,7) —_drdodsdt
5 0 00(t+s—a—7')°‘1
e’} e’} ts a
— et e_Angb( o) gy(T ) Jogp(0)go(T) o
a—1
0 0 00 (t+8 )
[e%e} [e%s} ts
_ —t { s gv(0)J7 g(7)
=—Jerie Ss(t+s_J_T)a_ldrdodsdt
0 0 00
[e%s) e’} ts
_ _ J5g6(a)gn(7)
t As
+ e e Sg(t+s_U_T)a_1deadsdt
0 0 00
2 —a)p*2x—_ (2 —a) a2\« R
= PR R ) + S g a0
rFE2—o)p* 2y F2—a)* 2=
A) — A
py— 95(1)gn(A) Py 95(1)gn(A)
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Therefore, we obtain

[e%¢) [e%¢) ts Hb(O' 7_)
> _ —ut —As ’
Pb(,u,)\)— Se“ Se (SSWdeU
0 0 00
ts ts
Hy(o, 1)
+SS (s — 7)ol deU—SS
00 00
(2 — )\ala1+2)\1—1 )\a—l —oc—lA .
_ -9 Py & )gb(u)gb(k)
FER-o)A*=p®) . . —a_ o\ f
A=A MR A).
By the properties of the Laplace transform, we obtain
(3.13) Py(t,s) = (J& — J)Rp(t,s), Vt,s>0.

We now compute the Laplace transform of the first term of Qy(¢, s) with
respect to s and t:

Hb(07 T)
(t+s—o—1)> 1

dr dO’) ds dt

= A=)

[e%s) e’} ts
K(
S e M S ’\SSS oo deadsdt
0 0 00
S e Ht S e_ASH Jrgu(7) - Jigb(a) dr do ds dt
0 0 00 (t =)ot
—a)p Gb —a)p T AT gy ()
=I2—a)u® A7 g (N) = T2 — a)p® 2~ A g ()
Similarly,
[ee) [ee) ts
K
fer | e*Asggﬂdrdadsdt
(s—7)
0 0 00

= I(2—a)u AN (A) = T2 — ) AP gy ().

The Laplace transform of the third term of Qp(¢, s) with respect to s and
tis

) B ) - sts K :
(S)e “t[s)e A (S)(S)(t—l—s 6(5_7_)7_)&1 dr do dsdt

o] ts 14 T
- _ e—ut S e—ASSS JT gb(T) Ja'gb(gl) dr do ds dt
3 (t+s—o—71)

S
0 0
00 t oo 1
= — § e_uté (S) €_>\S W dsdo dt )\—Ong()\)
00 t 00
+ )\_1 S 6_#t S Jggb((f) S B_AS M dS dU dt

0 0 0
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s n t—o
1
= [enter e <F(2 —an = | e ds) do A G(3)
0 0 0 ’
) o) “tOO 67)‘8
Al - ————dsdt
R AV [S)e §) (t+ )1

— D@ a)u (= N TA2G ) + T2 — @) (1= N T 2ATG ()

o0 t s
+ A G () S e MM <F(2 — )\ — S ea,l ds) dt
s
0 0
= T — @) — N TIAZG(0) + T2 — )i (= A) e EA (0
+ (2—a)(u=A) AN TG () = T(2— ) (n=A) " A gy ().
Therefore,
00 00 ts
A _ s Ky(o, T
AN = [ [ (3110 arao
0 0 00

ts

+S§(Kb(a’7_)drdan( Ky(o,7) — deO') ds dt
00
2

0% t+s—o—r)

= Y 95(N)
—a a2, —1-a _ y—2,,—1
I'2—a)(A* " p A )gb(u)

W= A
= (A — ) By, N)-

By the properties of the Laplace transform, we obtain

(314) Qb(t7 ‘9) = (‘]g - J?)Lb(t, S)a Vt,s > 0.
The combination of (3.12)—(3.14) implies that
(3.15) (Jg = JX)L(t,s) = (J& — J)R(t,s), Vt,s>0.

Therefore, R(t,s) = L(t,s). m

4. Equivalence to a solution operator. In the previous section, it
has been proved that a solution operator for the fractional order Cauchy
problem with order 1 < a < 2 necessarily satisfies the equality . In
this section we will further prove that is also sufficient for a family
of bounded linear operators to become a solution operator for a certain
fractional abstract Cauchy problem, that is, a fractional cosine function is
also a solution operator. To do this, we begin with the definition of the
generator of an a-order cosine function.
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DEFINITION 4.1. Let {T'(t)}+>0 be an a-order cosine function on a Ba-
nach space X. Denote by D(A) the set of all x € X such that the limit

lim 267227 (T (t)x — x)

t—0t+

exists. Then the operator A : D(A) — X defined by
Az = lim 2t 2T (T (t)x —
z = Nm i (T —x)

is called the generator of {T'(t)}i>0.

PROPOSITION 4.2. Let {T'(t)}1>0 be an a-order cosine function on X
with generator A. Then:
(a) For allz € X andt >0, we have JMT'(t)x € D(A) and
T(t)xr =x+ AJFT(t)x.
(b) T(t)D(A) C D(A) and T'(t)Ax = AT (t)x for all x € D(A).
(c) For all x € D(A), we have T (t)x = x + JXT(t)Ax.
(d) A is equivalently defined by
. Tt —=
Az =11 1
v (1+a) t—1>I(§1+ te

and D(A) consists precisely of those x € X such that the above limit

exists.
(e) A is closed and densely defined.

(f) A admits at most one a-order cosine function.

Proof. (a) Let x € X and t > 0 be fixed. Define

(41) Ht(T, S) = (gt(T) - I)Jggt(S).’IJ r,s 20,
where ¢¢(r) is the truncation of T'(r) at t. Obviously, for 0 < r <'t,
(4.2) Hy(r,t) = (T'(r) — I)JFT(t)x.

Taking the Laplace transform with respect to r» and s successively on both

sides of , we derive

(4.3) Hi(1,A) = A0 () g (Nz = A g (V).

The combination of , and implies that
Hy(p, A) = ™9 ()ge (Ve — p= A g (N

Al—aul—a()\ _ N) R R
L — .
+ F(Q — Oé) ( t(M? )\) Rt(lu’v)‘))x
Observe that Ly(r,0) = Ly (0,s) = Ry(r,0) = R4(0,s) = 0. By the prop-
erties of the Laplace transform, it follows from (1.6)) that
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Hy(r,s) = (9:(s) = 1) J;"ge(r)x
L IPTHEDIY) = (CDF ) I (L, 8) — Ra(rys)x
I'2-a)
By the definition of g, it follows that L(r,s) = R(r,s) for all r;s <, so
Hi(r,s) = (T(s) — 1)JXT(r)z, Vr,s<t.

In particular,
(4.4) Hy(r,t)=(T(t) - DJXT(r)z, Y0o<r<t.
Combining and , we derive that

lim 2r 2J2%(T(r) — I)JXT(t)x

r—0t

= lim 2r 3(T(t) — I)J*T(r)x

r—0+t

= (T(t) — I) lim 2

r—0+t

(1—-0o/r)T(o)xd(c/r)

=(T(t)—1I) Tligh 2
This implies that J*T'(t)x € D(A) and AJPT(t)x = T(t)x — x.
(b) and (c) follow directly from Proposition and (a).
(d) Denote by D the set of those z € X such that lim, g+ t~*(T(t)z —x)
exists. Then, by [PL2l (3.12) and (3.13)], we obtain D(A) C D. Conversely,
let x € D. The existence of the above limit implies that

9 t

(1—-0)T(ro)xdo =T(t)x — x.

Ot = O e 3

. —2 12—« _ . _ 11—« _
Jim 272N (T (e —2) = lim o=y PR (S)(t o) T (0)x — z) do
1
2 T —
—lim 2 [ (1— o) 0" T(to)z—z
t—ot+ I'(2 — «) 5 (to)«
_2B2—-oa,a+1) Tt)r —x

T
Ir2-a) 10+ te
Tt)r —x
=TI 1) im ———
(a+ )t_1>151+ (A
where the Beta function satisfies B(2 —a,a+1) = I'(2—a)'(1+«)/T'(3).
Hence, z € D(A), which implies that D C D(A). Moreover,

T _
Az = (1 +a) lim LT =2
t—0+ te

(e) The properties that A is closed and densely defined are obtained by
the same procedure as in [PL2, Proposition 4(d)].
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(f) Assume that both {T'(t)}+>0 and {S(¢)}+>0 are a-order cosine func-
tions. Then, by (c), for all x € D(A), we have

Stz =z + J*S(t) Aw.

Observe that D(A) is dense in X. The uniqueness is proved directly by
setting v = T'(+)x in the proof of [Pr, Proposition 1.1]. m

By Proposition and Definition it follows that any a-order cosine
function is indeed a solution operator for the associated Volterra equation.
Hence, the combination of Theorem and Proposition implies that
{T'(t) }+>0 is an a-order cosine function if and only if it is a solution operator
for the associated Volterra equation. Therefore, equation is well-posed
if and only if A generates an a-order cosine function. Here the well-posedness
is defined as follows:

DEFINITION 4.3 ([ J) (i) A function u € C([0,00), X) is called a strong
solution of (L.10) if u(t) € D(A) for all ¢ > 0, and the mapping
t
t | (t—0) " (u(o) — u(0)) do
0
is continuously differentiable and such that ([1.2]) holds on [0, c0).

(ii) The problem ([1.10) is said to be well-posed if for any = € D(A)
there exists a unique strong solution u(t,z), and D(A) > =, — 0 implies
that u(t,z,) — 0 as n — oo in X, uniformly on any compact subinterval of
[0, 00).

REMARK 4.4. Lizama and Poblete [LP] recently studied the relations
between (a, k)-regularized resolvents and the functional equation

(4.5)  Tt)(a*xT)(s) — (axT)(t)T(s)
=k(t)(axT)(s) — k(s)(axT)(t), t,s>0,

where the convolution a x T' is given by (a * T)(t) = Sg a(0)T(t — 0)do,
t > 0. In fact, a solution operator for is just a (t*1/I(a),1)-
regularized resolvent for , and it is an a-times resolvent family (see
[CL]). By |[LPL Theorems 3 1 and 4.1] and [CLJ, Theorem 3.4], {T'(t)}+>0 is a
(t*~1/I'(a),1)-regularized resolvent if and only if 7(0) = I and . holds
for a = t*"!1/I'(a) and k = 1. This means that the functional equation
is equivalent to . However, cannot be written as a functional
equation in terms of the sum of the time variables, s + ¢t. This is rather
important in concrete applications of the algebraic functional equation, and
makes our functional equation especially valuable.

THEOREM 4.5. Assume that a linear operator A generates an «-order
cosine function {T(t)}+>0 on Banach space X. Then the abstract fractional
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Cauchy problem

(4.6) {CD?U(t) = Au(t), t>0,

u(0) =z, 4(0)=y,
has a unique solution given by u(t) = T(t)x + Sg T(s)yds.

Proof. We have only to prove that if A generates an a-order cosine
function {T'(t)}+>0, then A generates an a-order sine function defined by
G(t) = §, T(s)ds.

By Theorem [3.6 E T(t) satisfies

t
(4.7) S )T (0)zdo, Vze X, t>0.

Observe that A is closed. Integratmg both sides of (4.7)), we obtain

t t o
ST(S)&::I—}—AS(t—U)a*lST(s)dsa:da, Ve e X, t>0.
0 0 0

This means that G(t) is an a-order sine function. Therefore, (4.6) has a
unique solution given by u(t) = T'(t)x + Sg T(s)yds. m

To close this paper, we mention that due to their applications in physics,
chemistry, materials science and engineering, fractional linear systems have
received increasing interest in the last few decades, and the related theory
has gained a rapid development (see, e.g., Anh and Leonenko [AL], Eidel-
man and Kochubei [EK], Hilfer [H], Kilbas et al. [KST], Niu and Xie [NX],
Podlubny [P]). The notion of fractional cosine function might be viewed as
an extension of fractional semigroup of order 0 < v < 1to 1 < a < 2. On
the other hand, it is proved in [B] that, for all a > 2, the generator A of
the solution operator corresponding to is a bounded linear operator,
and therefore the associated solution operator can be defined by E,(At%),
which is similar to the situation of Cy-semigroups. Hence, for every a > 0,
the algebraic description that is similar to semigroup and cosine function

corresponding to (|1.2) is clear.
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