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#### Abstract

We establish sharp bounds for oscillatory singular integrals with an arbitrary real polynomial phase $P$. The kernels are allowed to be rough both on the unit sphere and in the radial direction. We show that the bounds grow no faster than $\log \operatorname{deg}(P)$, which is optimal and was first obtained by Papadimitrakis and Parissis (2010) for kernels without any radial roughness. Among key ingredients of our methods are an $L^{1} \rightarrow L^{2}$ estimate and extrapolation.


1. Introduction and main results. Throughout this paper, $\mathbb{R}^{n}, n \geq 2$, is the $n$-dimensional Euclidean space and $\mathbb{S}^{n-1}$ the unit sphere in $\mathbb{R}^{n}$ equipped with the normalized Lebesgue surface measure $d \sigma$. Also, we let $\xi^{\prime}$ denote $\xi /|\xi|$ for $\xi \in \mathbb{R}^{n} \backslash\{0\}$, and $p^{\prime}$ denotes the exponent conjugate to $p$, that is, $1 / p+1 / p^{\prime}=1$.

Let $K_{\Omega, h}(y)$ be a Calderón-Zygmund type kernel of the form $K_{\Omega, h}(y)=$ $h(|y|) \Omega\left(y^{\prime}\right)|y|^{-n}$ where $h:[0, \infty) \rightarrow \mathbb{C}$ is a measurable function and $\Omega$ is an integrable function over $\mathbb{S}^{n-1}$ satisfying

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} \Omega(u) d \sigma(u)=0 \tag{1.1}
\end{equation*}
$$

Let $\mathcal{P}(n ; d)$ denote the set of all polynomials on $\mathbb{R}^{n}$ which have real coefficients and degrees not exceeding $d$. For $\gamma>0$, let $\Delta_{\gamma}\left(\mathbb{R}_{+}\right)$denote the collection of all measurable functions $h:[0, \infty) \rightarrow \mathbb{C}$ satisfying

$$
\|h\|_{\Delta_{\gamma}}=\sup _{k \in \mathbb{Z}}\left(\int_{2^{k}}^{2^{k+1}}|h(t)|^{\gamma} d t / t\right)^{1 / \gamma}<\infty
$$

and $\mathcal{L}_{\gamma}\left(\mathbb{R}_{+}\right)$denote the collection of all measurable functions $h:[0, \infty) \rightarrow \mathbb{C}$ satisfying

[^0]$$
L_{\gamma}(h)=\sup _{k \in \mathbb{Z}}\left(\int_{2^{k}}^{2^{k+1}}|h(t)|(\log (2+|h(t)|))^{\gamma} d t / t\right)<\infty
$$

Also, we let $\mathcal{N}_{\gamma}\left(\mathbb{R}_{+}\right)$denote the class of all measurable functions $h$ on $\mathbb{R}_{+}$ such that

$$
N_{\gamma}(h)=\sum_{m=1}^{\infty} m^{\gamma} 2^{m} d_{m}(h)<\infty
$$

where $d_{m}(h)=\sup _{k \in \mathbb{Z}} 2^{-k}|E(k, m)|$ with

$$
\begin{aligned}
E(k, m) & =\left\{t \in\left(2^{k}, 2^{k+1}\right]: 2^{m-1}<|h(t)| \leq 2^{m}\right\} \quad \text { for } m \geq 2 \\
E(k, 1) & =\left\{t \in\left(2^{k}, 2^{k+1}\right]:|h(t)| \leq 2\right\}
\end{aligned}
$$

For $\gamma \geq 1$ define $\mathcal{H}_{\gamma}\left(\mathbb{R}_{+}\right)$to be the set of all measurable functions $h$ on $\mathbb{R}_{+}$satisfying the condition

$$
\|h\|_{L^{\gamma}\left(\mathbb{R}_{+}, d r / r\right)}=\left(\int_{0}^{\infty}|h(r)|^{\gamma} d r / r\right)^{1 / \gamma}<\infty
$$

REMARK. It is easy to verify that the following inclusion relations hold and are proper:
(1) $\Delta_{\gamma_{2}}\left(\mathbb{R}_{+}\right) \subset \Delta_{\gamma_{1}}\left(\mathbb{R}_{+}\right)$for $1 \leq \gamma_{1}<\gamma_{2}$;
(2) $\mathcal{H}_{\infty}\left(\mathbb{R}_{+}\right)=\Delta_{\infty}\left(\mathbb{R}_{+}\right)$and $\mathcal{H}_{\gamma}\left(\mathbb{R}_{+}\right) \subset \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$for $1<\gamma<\infty$;
(3) $\mathcal{N}_{\gamma_{2}}\left(\mathbb{R}_{+}\right) \subset \mathcal{N}_{\gamma_{1}}\left(\mathbb{R}_{+}\right)$for $\gamma_{1}<\gamma_{2}$;
(4) $\mathcal{L}_{\gamma_{2}}\left(\mathbb{R}_{+}\right) \subset \mathcal{L}_{\gamma_{1}}\left(\mathbb{R}_{+}\right)$for $\gamma_{1}<\gamma_{2}$;
(5) $\Delta_{\gamma}\left(\mathbb{R}_{+}\right) \subset \mathcal{N}_{\alpha}\left(\mathbb{R}_{+}\right) \subset \mathcal{L}_{\alpha}\left(\mathbb{R}_{+}\right)$for any $\gamma \geq 1$ and $\alpha>0$;
(6) for a given $\alpha>1, \mathcal{L}_{\gamma+\alpha}\left(\mathbb{R}_{+}\right) \subset \mathcal{L}_{\gamma}\left(\mathbb{R}_{+}\right)$for any $\gamma>0$;
(7) $L(\log L)^{\gamma}\left(\mathbb{R}_{+}, d t / t\right) \subset \mathcal{N}_{\gamma}\left(\mathbb{R}_{+}\right)$for all $\gamma>0$ where $L(\log L)^{\gamma}\left(\mathbb{R}_{+}, d t / t\right)$ is the class of all measurable functions $h$ on $\mathbb{R}_{+}$which satisfy

$$
\int_{\mathbb{R}_{+}}|h(t)|(\log (2+|h(t)|))^{\gamma} d t / t<\infty
$$

Let $L(\log L)^{\alpha}\left(\mathbb{S}^{n-1}\right)(\alpha>0)$ denote the class of all functions $\Omega$ which satisfy

$$
\|\Omega\|_{L(\log L)^{\alpha}\left(\mathbb{S}^{n-1}\right)}=\int_{\mathbb{S}^{n-1}}|\Omega(x)|(\log (2+|\Omega(x)|))^{\alpha} d \sigma(x)<\infty
$$

Now, let us recall the definition of the block space $B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right)$.
Definition. A $q$-block $(1<q \leq \infty)$ on $\mathbb{S}^{n-1}$ is an $L^{q}$ function $b$ on $\mathbb{S}^{n-1}$ that satisfies the following conditions:
(i) $\operatorname{supp}(b) \subset I$;
(ii) $\|b\|_{L^{q}} \leq|I|^{-1 / q^{\prime}}$ where $|I|=\sigma(I)$ and $I=B\left(x_{0}^{\prime}, \theta_{0}\right)=\left\{x^{\prime} \in \mathbb{S}^{n-1}\right.$ : $\left.\left|x^{\prime}-x_{0}^{\prime}\right|<\theta_{0}\right\}$ is a cap on $\mathbb{S}^{n-1}$ for some $x_{0}^{\prime} \in \mathbb{S}^{n-1}$ and $\theta_{0} \in(0,1]$.

Definition. The block space $B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right)$ is defined by

$$
B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right)=\left\{\Omega \in L^{1}\left(\mathbb{S}^{n-1}\right): \Omega=\sum_{\mu=1}^{\infty} \lambda_{\mu} b_{\mu}, M_{q}^{(0, v)}\left(\left\{\lambda_{\mu}\right\}\right)<\infty\right\}
$$

where each $\lambda_{\mu}$ is a complex number, each $b_{\mu}$ is a $q$-block supported on a cap $I_{\mu}$ on $\mathbb{S}^{n-1}, v>-1$, and

$$
\begin{equation*}
M_{q}^{(0, v)}\left(\left\{\lambda_{\mu}\right\}\right)=\sum_{\mu=1}^{\infty}\left|\lambda_{\mu}\right|\left\{1+\log ^{v+1}\left(\left|I_{\mu}\right|^{-1}\right)\right\} \tag{1.2}
\end{equation*}
$$

We remark that for any $q>1,0<\alpha<\beta$, and $v>-1$, the following inclusions hold and are proper:

$$
\begin{align*}
L^{q}\left(\mathbb{S}^{n-1}\right) & \subset L(\log L)^{\beta}\left(\mathbb{S}^{n-1}\right) \subset L(\log L)^{\alpha}\left(\mathbb{S}^{n-1}\right) \subset L^{1}\left(\mathbb{S}^{n-1}\right),  \tag{1.3}\\
\bigcup_{r>1} L^{r}\left(\mathbb{S}^{n-1}\right) & \subset B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right) \subset L^{1}\left(\mathbb{S}^{n-1}\right),  \tag{1.4}\\
B_{q}^{\left(0, v_{2}\right)}\left(\mathbb{S}^{n-1}\right) & \subset B_{q}^{\left(0, v_{1}\right)}\left(\mathbb{S}^{n-1}\right) \quad \text { for any }-1<v_{1}<v_{2} \tag{1.5}
\end{align*}
$$

The question of relation between $B_{q}^{(0, v-1)}\left(\mathbb{S}^{n-1}\right)$ and $L\left(\log ^{+} L\right)^{v}\left(\mathbb{S}^{n-1}\right)$ (for $v>0$ ) remains open.

By Plancherel's Theorem, the $L^{2}$ boundedness problem for oscillatory singular integral operators of convolution type directly leads to the consideration of the oscillatory singular integral $J(P)$ and its $n$-dimensional analogue $I_{\Omega, h}(P)$, which are defined by

$$
\begin{align*}
J(P) & =\text { p.v. } \int_{\mathbb{R}} e^{i P(t)} \frac{d t}{t} \quad \text { for } P \in \mathcal{P}(1 ; d),  \tag{1.6}\\
I_{\Omega, h}(P) & =\text { p.v. } \int_{\mathbb{R}^{n}} e^{i P(x)} K_{\Omega, h}(x) d x \quad \text { for } P \in \mathcal{P}(n ; d) . \tag{1.7}
\end{align*}
$$

One of the main problems regarding these oscillatory singular integrals is to obtain sharp estimates with constants depending only on the degree of the polynomial $P$. Also of importance is estimating $I_{\Omega, h}(P)$ under minimal conditions both on $\Omega$ and $h$. The study of these problems was initiated by Stein-Wainger [17] and Stein [16], and continued by Parissis [12], [13] and by Papadimitrakis-Parissis [11. Stein and Wainger 17] proved that if $P \in \mathcal{P}(1 ; d)$, then $|J(P)| \leq C_{d}$ for some constant $C_{d}$ depending only on the degree $d$ of the polynomial $P$ and independent of its coefficients. Parissis [13] showed that the true order of magnitude of $J(P)$ is $\log d$, as stated in the following theorem:

Theorem A. Let $J(P)$ be as above. Then there is an absolute constant $C$ such that

$$
\begin{equation*}
\left|\sup _{P \in \mathcal{P}(1 ; d)} J(P)\right| \leq C(\log d+1) \tag{1.8}
\end{equation*}
$$

On the other hand, Stein [16] studied the higher-dimensional singular integral $I_{\Omega, 1}(P)$ and proved that if $h \equiv 1$ and $\Omega \in L^{\infty}\left(S^{n-1}\right)$ satisfies 1.1), then for any $P \in \mathcal{P}(n ; d)$, there exists a positive constant $C_{d}$ depending only on the degree $d$ of the polynomial $P$ and independent of its coefficients such that

$$
\begin{equation*}
\left|I_{\Omega, 1}(P)\right| \leq C_{d}\|\Omega\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)} \tag{1.9}
\end{equation*}
$$

Recently, Papadimitrakis and Parissis [11] improved Stein's result by showing that the constant $C_{d}$ can be replaced by $C(\log d+1)$ for some absolute constant $C$ and that the condition on $\Omega$ can be weakened to $\Omega \in$ $L \log L\left(\mathbb{S}^{n-1}\right)$. Their result can be stated as follows.

Theorem B. Assume that $h \equiv 1$ and $\Omega \in L \log L\left(\mathbb{S}^{n-1}\right)$ satisfies 1.1. . Then there exists an absolute positive constant $C$ such that

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right| \leq C(\log d+1)\left(1+\|\Omega\|_{L \log L\left(\mathbb{S}^{n-1}\right)}\right) \tag{1.10}
\end{equation*}
$$

It is worth mentioning that, by Theorem A, one can easily show that if $\Omega$ is an odd function on $\mathbb{S}^{n-1}$ and $\Omega$ is merely in $L^{1}\left(\mathbb{S}^{n-1}\right)$, then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right| \leq C(\log d+1)\|\Omega\|_{L^{1}\left(\mathbb{S}^{n-1}\right)} \tag{1.11}
\end{equation*}
$$

Very recently [2], Theorem B was improved by replacing the condition $\Omega \in L \log L\left(\mathbb{S}^{n-1}\right)$ by the weaker condition $\Omega \in H^{1}\left(\mathbb{S}^{n-1}\right)$ (the Hardy space on the unit sphere). At this point we remark that the investigation of kernels $K_{\Omega, h}$ which have the additional roughness in the radial direction due to the presence of $h$ was started by R. Fefferman [8] and taken up by several other well-known authors. We remark that the method employed in [2] is no longer applicable if the kernel has roughness in the radial direction. So in light of the estimates in $1.9-1.10$ and the inclusion relations in $1.3-1.5)$, the following questions arise naturally:

QUESTION 1. Does an estimate of $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right|$ as in 1.10 hold under conditions of the form $\Omega \in L(\log L)^{\alpha}\left(\mathbb{S}^{n-1}\right)($ for $0<\alpha \leq 1)$ and $h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma>1$, and if so, what is the best possible value of the exponent $\alpha$ ?

Question 2. Does an estimate of $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right|$ as in 1.10 . hold under conditions of the form $\Omega \in B_{q}^{(0, \alpha)}\left(\mathbb{S}^{n-1}\right)($ for $\alpha>-1)$ and $h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma>1$, and if so, what is the best possible value of the exponent $\alpha$ ?

The main purpose of this paper is to answer the above questions. Our approach will rely on some delicate estimates of $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right|$ and an extrapolation argument. The exact statements of our results are the following:

Theorem 1.1. Assume that $\Omega \in L^{q}\left(\mathbb{S}^{n-1}\right)$ for some $1<q \leq 2$ and $h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$for some $1<\gamma \leq 2$. Then
(1.12) $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}$ where $C$ is an absolute positive constant. Moreover, the exponent -1 is the best possible.

TheOrem 1.2. Assume that $\Omega \in L^{q}\left(\mathbb{S}^{n-1}\right)$ for some $1<q \leq 2$ and $h \in \mathcal{H}_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma>1$. Then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)(q-1)^{-1 / \gamma^{\prime}}\|h\|_{L^{\gamma}\left(\mathbb{R}_{+}, d r / r\right)}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{1.13}
\end{equation*}
$$

where $C$ is an absolute positive constant.
Theorem 1.3.
(a) Assume that $\Omega \in L \log L\left(\mathbb{S}^{n-1}\right)$ and $h \in \mathcal{N}_{1}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)\left(1+\|\Omega\|_{L \log L\left(\mathbb{S}^{n-1}\right)}\right) \tag{1.14}
\end{equation*}
$$

where $C$ is an absolute positive constant.
(b) The condition $\Omega \in L \log L\left(\mathbb{S}^{n-1}\right)$ is the best possible in the sense that there exists an $\Omega$ with $\Omega \in L(\log L)^{1-\varepsilon}\left(\mathbb{S}^{n-1}\right)$ for all $\varepsilon>0$ and satisfying 1.1 such that $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right|=\infty$.
Theorem 1.4.
(a) Assume that $\Omega \in B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)$ for some $q>1$ and $h \in \mathcal{N}_{1}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)\left(1+\|\Omega\|_{B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)}\right) \tag{1.15}
\end{equation*}
$$

where $C$ is an absolute positive constant.
(b) The condition $\Omega \in B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)$ is the best possible in the sense that there exists an $\Omega \in B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right)$ for any $v,-1<v<0$, which satisfies (1.1) and is such that $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right|=\infty$.
THEOREM 1.5.
(a) Assume that $h \in \mathcal{H}_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma>1$ and $\Omega \in L(\log L)^{1 / \gamma^{\prime}}\left(\mathbb{S}^{n-1}\right)$. Then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)\left(1+\|\Omega\|_{L(\log L)^{1 / \gamma^{\prime}\left(\mathbb{S}^{n-1}\right)}}\right) \tag{1.16}
\end{equation*}
$$

(b) Assume that $h \in \mathcal{H}_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma>1$ and $\Omega \in B_{q}^{(0,-1 / \gamma)}\left(\mathbb{S}^{n-1}\right)$ for some $q>1$. Then

$$
\begin{equation*}
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, h}(P)\right| \leq C(\log d+1)\left(1+\|\Omega\|_{B_{q}^{(0,-1 / \gamma)}\left(\mathbb{S}^{n-1}\right)}\right) \tag{1.17}
\end{equation*}
$$

where $C$ is an absolute positive constant.
Remarks. (1) In Theorems 1.3-1.4, the condition $h \in \mathcal{N}_{1}\left(\mathbb{R}_{+}\right)$is the least stringent condition known to date.
(2) In Theorem $1.5(\mathrm{a})$, the condition $\Omega \in L(\log L)^{1 / \gamma^{\prime}}\left(\mathbb{S}^{n-1}\right)$ is weaker than the condition $\Omega \in L(\log L)\left(\mathbb{S}^{n-1}\right)$ in Theorem $1.3($ a $)$, which is due to fact that the condition imposed on $h$ is more restrictive than in Theorem 1.3(a). A similar situation occurs in both Theorems 1.4(a) and 1.5(b).

The paper is organized as follows. A few lemmas will be recalled or proved in Section 2. In Section 3 we prove the optimality of the conditions imposed on $\Omega$. Section 4 contains the proofs of the main results. In Section 5 , we present an alternative proof of Theorem A.

Throughout this paper, we let $C$ denote a constant which is independent of the essential variables. Its value may change from line to line.
2. Some lemmas. We start this section by recalling the following result from [11], which was established on the basis of a result of Carbery and Wright [5].

Lemma 2.1. Let $P$ be a real homogeneous polynomial of degree $d$ on $\mathbb{R}^{n}$. Then

$$
\int_{\mathbb{S}^{n-1}} \frac{\|P\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{1 /(2 d)}}{\|P(x)\|^{1 /(2 d)}} d \sigma(x) \leq C
$$

for some absolute constant $C$, independent of $P$ and $d$.
We shall need the following lemma from [3].
LEMMA 2.2. Let $h(t)=b_{0}+b_{1} t+\cdots+b_{d} t^{d}$ be a real polynomial of degree at most $d$, and let $\psi \in C^{1}[a, b]$. Then for any $j_{0}$ with $1 \leq j_{0} \leq d$, there exists a positive constant $C$ independent of $a, b$ and of the coefficients of $b_{0}, \ldots, b_{d}$, and also independent of $d$, such that

$$
\left|\int_{a}^{b} e^{i h(t)} \psi(t) d t\right| \leq C\left|b_{j_{0}}\right|^{-1 / d}\left\{\sup _{a \leq t \leq b}|\psi(t)|+\int_{a}^{b}\left|\psi^{\prime}(t)\right| d t\right\}
$$

for $0<a<b \leq 1$.
One of the main ingredients in the proof of the main results in this paper is the following lemma, which is similar in spirit to Lemmas 3.3 and 3.4 in [7].

Lemma 2.3. Let $P$ be a homogeneous polynomial of degree $d$ on $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} P(x) d \sigma(x)=0 \tag{2.1}
\end{equation*}
$$

Then there exists a positive constant $C$, independent of $P$ and $d$, such that

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}^{\mathbb{S}^{n-1}}} \int \frac{\|P\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{\delta_{d}}}{|P(x)-\omega|^{\delta_{d}}} d \sigma(x) \leq C \tag{2.2}
\end{equation*}
$$

where $\delta_{d}=1 /(2 d)$ if $d$ is even and $\delta_{d}=1 /(4 d)$ if $d$ is odd.
Proof. We need to consider two cases.
Case 1: $d$ is even. Let $\|\cdot\|_{p}$ denote the $L^{p}$ norm on $\mathbb{S}^{n-1}$ and

$$
\langle F, G\rangle=\int_{\mathbb{S}^{n-1}} F(x) G(x) d \sigma(x)
$$

Then by (2.1) we have $\langle P, \omega\rangle=0$ for any constant $\omega$. Thus

$$
\begin{aligned}
\|P-\omega\|_{2}^{2} & =\langle P-\omega, P-\omega\rangle=\langle P, P\rangle-2\langle P, \omega\rangle+\omega^{2} \\
& =\langle P, P\rangle+\omega^{2} \geq\|P\|_{2}^{2}
\end{aligned}
$$

which implies that

$$
\|P\|_{2} \leq \inf \left\{\|P-\omega\|_{2}: \omega \in \mathbb{R}\right\}
$$

In the rest of the proof we shall use very frequently the following inequalities: For any homogeneous polynomial $P$ of degree $d$, we have

$$
\begin{equation*}
\|P\|_{L^{p}\left(\mathbb{S}^{n-1}\right)}^{1 / d} \leq\|P\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}^{1 / d} \leq C\|P\|_{L^{p}\left(\mathbb{S}^{n-1}\right)}^{1 / d} \tag{2.3}
\end{equation*}
$$

for some absolute constant $C$ independent of $d$ and for $1 \leq p \leq q \leq \infty$. The first inequality in $(2.3$ is clear, while the second follows from [5, Corollary, p. 234] and from the fact that $P$ is a homogeneous polynomial.

Since $P(x)-\omega|x|^{d}$ is a homogeneous polynomial of degree $d$ (and $\omega|x|^{d}$ $=\omega$ for $x \in \mathbb{S}^{n-1}$ ), by 2.3 we have

$$
\begin{equation*}
\|P\|_{\infty}^{1 /(2 d)} \leq C \inf \left\{\|P-\omega\|_{\infty}^{1 /(2 d)}: \omega \in \mathbb{R}\right\} \tag{2.4}
\end{equation*}
$$

with $C$ independent of $d$. Thus,

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} \frac{\|P-\omega\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{1 /(2 d)}}{|P(x)-\omega|^{1 /(2 d)}} d \sigma(x) \leq C \tag{2.5}
\end{equation*}
$$

By (2.4)-(2.5) we get

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} \frac{\|P\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{1 /(2 d)}}{|P(x)-\omega|^{1 /(2 d)}} d \sigma(x) \leq C \tag{2.6}
\end{equation*}
$$

for every $\omega \in \mathbb{R}$, which ends the proof of 2.2 when $d$ is even.

Case 2: $d$ is odd. Now we need to prove

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}_{\mathbb{S}^{n-1}}} \int \frac{\|P\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{1 /(4 d)}}{|P(x)-\omega|^{1 /(4 d)}} d \sigma(x) \leq C . \tag{2.7}
\end{equation*}
$$

By (2.3) there exists a constant $c_{0} \geq 1$ independent of $d$ such that

$$
\begin{equation*}
\|P\|_{2}^{1 /(2 d)} \leq\|P\|_{\infty}^{1 /(2 d)} \leq c_{0}\|P\|_{2}^{1 /(2 d)} \tag{2.8}
\end{equation*}
$$

for every homogeneous polynomial $P$ of degree $d$, and hence

$$
\begin{equation*}
\|\tilde{P}\|_{2}^{1 /(4 d)} \leq\|\tilde{P}\|_{\infty}^{1 /(4 d)} \leq c_{0}\|\tilde{P}\|_{2}^{1 /(4 d)} \tag{2.9}
\end{equation*}
$$

for every homogeneous polynomial $\tilde{P}$ of degree $2 d$. Thus (2.7) is equivalent to

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}_{\mathbb{S}^{n-1}}} \int \frac{\|P\|_{L^{2}\left(\mathbb{S}^{n-1}\right)}^{1 /(d n)}}{|P(x)-\omega|^{1 /(4 d)}} d \sigma(x) \leq C . \tag{2.10}
\end{equation*}
$$

By a scaling argument, 2.10) will follow from the next proposition.
Proposition 2.4. Let $d \in \mathbb{N}$ be odd. If $P$ is a homogeneous polynomial of degree $d$ and $\|P\|_{2}=1$, then

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}_{\mathbb{S}^{n-1}}} \frac{1}{|P(x)-\omega|^{1 /(4 d)}} d \sigma(x) \leq C \tag{2.11}
\end{equation*}
$$

where $C$ is independent of $d$.
Proof. By 2.8) and since $\|P\|_{2}=1$, we have

$$
\begin{equation*}
1 \leq\|P\|_{\infty} \leq c_{0}^{(2 d)} \tag{2.12}
\end{equation*}
$$

If $|\omega|>2 c_{0}^{(2 d)}$, then for every $x \in \mathbb{S}^{n-1}$ we have $|P(x)-\omega|^{1 /(4 d)} \geq$ $\left(c_{0}^{(2 d)}\right)^{1 /(4 d)} \geq 1$ and hence 2.11) holds. We now assume that $|\omega| \leq 2 c_{0}^{(2 d)}$. Let $\phi_{\omega}(x)=(P(x))^{2}-\omega^{2}|x|^{2 d}$. Since $\phi_{\omega}$ is a homogeneous polynomial of degree $2 d$, by Lemma 2.1 we obtain

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}_{\mathbb{S}^{n-1}}} \int \frac{\left\|\phi_{\omega}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{1 /(4 d)}}{\left|\phi_{\omega}(x)\right|^{1 /(4 d)}} d \sigma(x) \leq C . \tag{2.13}
\end{equation*}
$$

For any $x \in \mathbb{S}^{n-1}$, by 2.12 we have

$$
\begin{equation*}
\left|\phi_{\omega}(x)\right|^{1 /(4 d)}=|P(x)+\omega|^{1 /(4 d)}|P(x)-\omega|^{1 /(4 d)} \leq 2 c_{0}|P(x)-\omega|^{1 /(4 d)} . \tag{2.14}
\end{equation*}
$$

Now we notice that

$$
\left\langle\phi_{1}, 1\right\rangle=\int_{\mathbb{S}^{n-1}} \phi_{1}(x) d \sigma(x)=\|P\|_{2}^{2}-1=0 .
$$

Thus,

$$
\begin{align*}
\left\|\phi_{\omega}\right\|_{2}^{2} & =\left\|\phi_{1}+\left(1-\omega^{2}\right)\right\|_{2}^{2}  \tag{2.15}\\
& =\left\langle\phi_{1}, \phi_{1}\right\rangle+2\left(1-\omega^{2}\right)\left\langle\phi_{1}, 1\right\rangle+\left(1-\omega^{2}\right)^{2} \\
& =\left\|\phi_{1}\right\|_{2}^{2}+\left(1-\omega^{2}\right)^{2} \geq\left\|\phi_{1}\right\|_{2}^{2}
\end{align*}
$$

Since $d$ is odd, there exists an $x_{0} \in \mathbb{S}^{n-1}$ with $P\left(x_{0}\right)=0$. By 2.9 and 2.15 we obtain

$$
\begin{align*}
1 & =\left|\left(P\left(x_{0}\right)\right)^{2}-\left|x_{0}\right|^{2 d}\right|^{1 /(4 d)}=\left|\phi_{1}\left(x_{0}\right)\right|^{1 /(4 d)}  \tag{2.16}\\
& \leq\left\|\phi_{1}\right\|_{\infty}^{1 /(4 d)} \leq c_{0}\left\|\phi_{1}\right\|_{2}^{1 /(4 d)} \leq c_{0}\left\|\phi_{\omega}\right\|_{\infty}^{1 /(4 d)}
\end{align*}
$$

By (2.14) and 2.16), we have

$$
\begin{equation*}
\frac{1}{|P(x)-\omega|^{1 /(4 d)}} \leq \frac{2 c_{0}^{2}\left\|\phi_{\omega}\right\|_{\infty}^{1 /(4 d)}}{\left|\phi_{\omega}(x)\right|^{1 /(4 d)}} \tag{2.17}
\end{equation*}
$$

By 2.13 and 2.17 we see that 2.11 holds when $|\omega| \leq 2 c_{0}^{(2 d)}$. The proof of the proposition is now complete.

## 3. Proof of the optimality of the conditions imposed on $\Omega$

Proof of Theorem $1.3(b)$. Let $\mathcal{P}^{*}(n)$ denote the set of all polynomials $P_{a}$ on $\mathbb{R}^{n}$ given by $P_{a}(x)=a \cdot x$ where $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{S}^{n-1}$ and $x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. Let $P_{a} \in \mathcal{P}^{*}(n)$ for some $a \in \mathbb{S}^{n-1}$. Then

$$
\begin{aligned}
I_{\Omega, 1}\left(P_{a}\right) & =\lim _{\substack{\varepsilon \rightarrow 0 \\
R \rightarrow \infty}} \int_{\varepsilon \leq|x| \leq R} e^{i P_{a}(x)} \frac{\Omega(x /|x|)}{|x|^{n}} d x \\
& =\lim _{\substack{\varepsilon \rightarrow 0 \\
R \rightarrow \infty}} \int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{R} e^{-i 2 \pi t(a \cdot x)} \Omega(x) \frac{d t}{t} d \sigma(x)
\end{aligned}
$$

Since

$$
\int_{\varepsilon}^{R}\left(e^{-2 \pi i t(a \cdot x)}-\cos (2 \pi t)\right) \frac{d t}{t} \rightarrow \log |a \cdot x|^{-1}-i \frac{\pi}{2} \operatorname{sgn}(a \cdot x)
$$

as $R \rightarrow \infty$ and $\varepsilon \rightarrow 0$, the integral is bounded, uniformly in $\varepsilon$ and $R$, by $C(1+|\log | a \cdot x| |)$.

Thus, using (1.1) and Lebesgue's Dominated Convergence Theorem, we get

$$
I_{\Omega, 1}\left(P_{a}\right)=\int_{\mathbb{S}^{n-1}} \Omega(x)\left(\log |a \cdot x|^{-1}-i \frac{\pi}{2} \operatorname{sgn}(a \cdot x)\right) d \sigma(x)=m_{\Omega}(a)
$$

and hence

$$
\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right| \geq m_{\Omega}(a) \quad \text { for any } a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{S}^{n-1}
$$

Now consider the homogeneous Calderón-Zygmund singular integral operator $T_{\Omega}$ given by

$$
T_{\Omega} f(x)=\text { p.v. } \int_{\mathbb{R}^{n}} \Omega\left(y^{\prime}\right)|y|^{-n} f(x-y) d y .
$$

It is well-known that $\widehat{T_{\Omega} f}(\xi)=m_{\Omega}(\xi) \hat{f}(\xi)$ and the convolution operator $T_{\Omega}$ is bounded from $L^{2}\left(\mathbb{R}^{n}\right)$ to itself if and only if $m_{\Omega} \in L^{\infty}\left(\mathbb{R}^{n}\right)$.

From the result of M. Weiss and A. Zygmund [18] we deduce that there exists $\Omega \in L(\log L)^{1-\varepsilon}\left(\mathbb{S}^{n-1}\right)$ for any $\varepsilon>0$ such that $m_{\Omega}$ is unbounded on $\mathbb{R}^{n}$. Hence we have $\sup _{P \in \mathcal{P}(n ; d)}\left|I_{\Omega, 1}(P)\right|=\infty$, which ends the proof of Theorem 1.3(b).

Proof of Theorem 1.4(b). We argue as in the proof of Theorem 1.3(b). By a counterexample in [1] we deduce that there exists $\Omega \in B_{q}^{(0, v)}\left(\mathbb{S}^{n-1}\right)$ for any $v,-1<v<0$, such that $m_{\Omega}$ is unbounded on $\mathbb{R}^{n}$, which in turn ends the proof of Theorem 1.4(b).

## 4. Proofs of theorems

Proof of Theorem 1.1. Assume that $h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$for some $\gamma \in(1,2]$, and assume that $\Omega \in L^{q}\left(\mathbb{S}^{n-1}\right)$ for some $q \in(1,2]$ and satisfies 1.1). Let

$$
A_{d}=A_{d}(\Omega, h, n)=\sup _{\substack{0<\varepsilon<R \\ P \in \mathcal{P}(n ; d)}}\left|J_{\varepsilon, R}(P)\right|
$$

where

$$
J_{\varepsilon, R}(P)=\int_{\varepsilon \leq|x| \leq R} e^{i P(x)} K_{\Omega, h}(x) d x .
$$

We need to show that

$$
\begin{equation*}
A_{d} \leq C(\log d+1)(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{4.1}
\end{equation*}
$$

for some absolute positive constant $C$. We shall first prove (4.1) for the case $d=2^{m}$ for some integer $m \geq 0$; then the general case will be an immediate consequence.

Switching to polar coordinates, we get

$$
J_{\varepsilon, R}(P)=\int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{R} e^{i P(t x)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x) .
$$

Write

$$
\begin{equation*}
P(t x)=\sum_{j=1}^{d} P_{j}(x) t^{j}+R(t) \tag{4.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} P_{j}(x) d \sigma(x)=0 \tag{4.3}
\end{equation*}
$$

for every $j=1, \ldots, d$ where $P_{j}(x)$ is homogeneous of degree $j$. We remark that when $j$ is odd, then (4.3) holds automatically. When $j$ is even, one may need to add/subtract a constant multiple of $|x|^{j}$, which is itself a homogeneous polynomial of degree $j$. Since $\Omega$ satisfies (1.1), we may assume without loss of generality that $R(t) \equiv 0$. Let

$$
m_{j}=\left\|P_{j}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)} \quad \text { and } \quad Q(t x)=\sum_{j=1}^{d / 2} P_{j}(x) t^{j}
$$

Since $\varepsilon$ and $R$ are arbitrary positive numbers and $P$ is a polynomial of degree $d$, by a dilation in $t$ we may assume, without loss of generality, that $\max _{d / 2<j \leq d} m_{j}=1$. Also, there is $d / 2<j_{0} \leq d$ such that $m_{j_{0}}=1$. Now, $J_{\varepsilon, R}(P)$ can be written as

$$
\begin{align*}
\left|J_{\varepsilon, R}(P)\right| \leq & \left|\int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{R_{0}} e^{i P(t x)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x)\right|  \tag{4.4}\\
& +\left|\int_{\mathbb{S}^{n-1}} \int_{R_{0}}^{R} e^{i P(t x)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x)\right| \\
& =I_{1}+I_{2}
\end{align*}
$$

where $R_{0}$ will be defined later.
Let us first estimate $I_{1}$ :

$$
\begin{aligned}
I_{1} \leq & \int_{\mathbb{S}^{n-1}} \int_{0}^{R_{0}}\left|e^{i P(t x)}-e^{i Q(t x)}\right||h(t)||\Omega(x)| \frac{d t}{t} d \sigma(x) \\
& +\left|\int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{R_{0}} e^{i Q(t x)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x)\right| \\
\leq & \|\Omega\|_{L^{1}\left(\mathbb{S}^{n-1}\right)} \sum_{d / 2<j \leq d} m_{j}\left(\int_{0}^{R_{0}} t^{j}|h(t)| \frac{d t}{t}\right)+A_{d / 2}
\end{aligned}
$$

By Hölder's inequality and letting $R_{0}=d^{1 /\left(d \gamma^{\prime}\right)}$ we get

$$
\begin{equation*}
I_{1} \leq C(\log \theta)\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}\|h\|_{\Delta_{\gamma}}+A_{d / 2} \tag{4.5}
\end{equation*}
$$

Now we estimate $I_{2}$. It is clear that

$$
I_{2} \leq \int_{1}^{R}|h(t)|\left|\int_{\mathbb{S}^{n-1}} \Omega(x) e^{i P(t x)} d \sigma(x)\right| \frac{d t}{t}
$$

Let $\theta=2^{q^{\prime} \gamma^{\prime}}$. For each fixed $R>1$ we have a unique $k_{0} \in \mathbb{Z}_{+}$such that
$\theta^{k_{0}-1} \leq R<\theta^{k_{0}}$. Hence
(4.6) $\quad I_{2} \leq \sup _{k_{0} \in \mathbb{Z}_{+}} \int_{\theta^{k_{0}-1}}^{\theta^{k_{0}}}|h(t)|\left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right| \frac{d t}{t}+\sup _{k_{0} \in \mathbb{Z}_{+}}\left(\sum_{k=k_{0}+1}^{\infty} I_{k, \theta}\right)$ $=J_{1}+J_{2}$
where

$$
I_{k, \theta}=\int_{\theta^{k-1}}^{\theta^{k}}|h(t)|\left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right| \frac{d t}{t}
$$

It is easy to see that

$$
\begin{equation*}
J_{1} \leq C(\log \theta)\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}\|h\|_{\Delta_{\gamma}} \tag{4.7}
\end{equation*}
$$

Therefore, it remains to estimate $J_{2}$.
To this end, we first estimate $I_{k, \theta}$ :

$$
\begin{align*}
I_{k, \theta} & \leq\left(\int_{\theta^{k-1}}^{\theta^{k}}|h(t)| \frac{d t}{t}\right)^{1 / \gamma}\left(\int_{\theta^{k-1}}^{\theta^{k}}\left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right|^{\gamma^{\prime}} \frac{d t}{t}\right)^{1 / \gamma^{\prime}}  \tag{4.8}\\
& \leq C(\log \theta)^{1 / \gamma}\|h\|_{\Delta_{\gamma}}|\Omega|_{L^{q}\left(\mathbb{S}^{n-1}\right)}^{1-2 / \gamma^{\prime}}\left(\int_{\theta^{k-1}}^{\theta^{k}}\left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right|^{2} \frac{d t}{t}\right)^{1 / \gamma^{\prime}}
\end{align*}
$$

Now

$$
\begin{align*}
\int_{\theta^{k-1}}^{\theta^{k}} & \left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right|^{2} \frac{d t}{t}  \tag{4.9}\\
& =\int_{\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}} \Omega(x) \overline{\Omega(y)}\left(\int_{\theta^{k-1}}^{\theta^{k}} e^{i(P(t x)-P(t y))} \frac{d t}{t}\right) d \sigma(x) d \sigma(y)
\end{align*}
$$

By a change of variable and invoking Lemma 2.2 we get

$$
\left|\int_{\theta^{k-1}}^{\theta^{k}} e^{i(P(t x)-P(t y))} \frac{d t}{t}\right| \leq C \theta \cdot \theta^{-k j_{0} / d}\left|P_{j_{0}}(x)-P_{j_{0}}(y)\right|^{-1 / d}
$$

By combining the last estimate with the trivial estimate

$$
\left|\int_{\theta^{k-1}}^{\theta^{k}} e^{i(P(t x)-P(t y))} \frac{d t}{t}\right| \leq \log \theta
$$

we obtain

$$
\begin{equation*}
\left|\int_{\theta^{k-1}}^{\theta^{k}} e^{i(P(t x)-P(t y))} \frac{d t}{t}\right| \leq C(\log \theta) \theta^{-k j_{0} / \delta_{d}}\left|P_{j_{0}}(x)-P_{j_{0}}(y)\right|^{-\delta_{d} / q^{\prime}} \tag{4.10}
\end{equation*}
$$

where $\delta_{j}=1 /(2 j)$ if $j$ is even and $\delta_{j}=\delta_{d}=1 /(4 j)$ if $j$ is odd. Thus, by 4.8) 4.10 and since $\left\|P_{j_{0}}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}=1$, we have

$$
\begin{align*}
I_{k, \theta} \leq & C(\log \theta)\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}  \tag{4.11}\\
& \times\left(\int_{\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}} \frac{\left\|P_{j_{0}}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{\delta_{d}}}{\left|P_{j_{0}}(x)-P_{j_{0}}(y)\right|^{\delta_{d}}} d \sigma(x) d \sigma(y)\right)^{1 / q^{\prime}}
\end{align*}
$$

Now since $\left\|P_{j_{0}}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}=1$ and $d / 2<j_{0} \leq d$ we get

$$
\frac{\left\|P_{j_{0}}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{\delta_{d}}}{\left|P_{j_{0}}(x)-P_{j_{0}}(y)\right|^{\delta_{d}}} \leq C \frac{\left\|P_{j_{0}}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}^{\delta_{j_{0}}}}{\left|P_{j_{0}}(x)-P_{j_{0}}(y)\right|^{\delta_{j_{0}}}}
$$

Thus by 4.11) and Lemma 2.3 we have

$$
I_{k, \theta} \leq C(\log \theta) \theta^{-k j_{0} \delta_{j_{0}}}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}
$$

which in turn implies

$$
\begin{equation*}
J_{2} \leq C(\log \theta)\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{4.12}
\end{equation*}
$$

By (4.4-4.6) and 4.12 we obtain

$$
A_{d} \leq C(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}+A_{d / 2} .
$$

Since $d=2^{m}$, we get

$$
A_{2^{m}} \leq C(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}+A_{2^{m-1}}
$$

and hence by induction on $m$ we have

$$
\begin{equation*}
A_{2^{m}} \leq C m(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}+A_{1} \tag{4.13}
\end{equation*}
$$

Now, we need to estimate $A_{1}$. To this end, we notice that any $P \in \mathcal{P}(n ; 1)$ has a non-constant term of the form $a \cdot x$ for some $a \in \mathbb{R}^{n}$. It is easy to see that

$$
\begin{align*}
\left|J_{\varepsilon, R}(P)\right| \leq & \left|\int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{1} e^{i t\left(a^{\prime} \cdot x\right)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x)\right|  \tag{4.14}\\
& +\left|\int_{\mathbb{S}^{n-1}} \int_{1}^{R} e^{i t\left(a^{\prime} \cdot x\right)} h(t) \Omega(x) \frac{d t}{t} d \sigma(x)\right| \\
& =L_{1}+L_{2}
\end{align*}
$$

where $a^{\prime}=a /|a|$. By (1.1) we have

$$
\begin{align*}
L_{1} & \leq \int_{\mathbb{S}^{n-1}} \int_{\varepsilon}^{1}\left|e^{i t\left(a^{\prime} \cdot x\right)}-1\right||h(t)||\Omega(x)| \frac{d t}{t} d \sigma(x)  \tag{4.15}\\
& \leq\|\Omega\|_{L^{1}\left(\mathbb{S}^{n-1}\right)}\|h\|_{\Delta_{\gamma}}
\end{align*}
$$

To estimate $L_{2}$ we proceed as for $J_{2}$ above. For each fixed $R>1$ we have a unique $k_{0} \in \mathbb{Z}_{+}$such that $\theta^{k_{0}-1} \leq R<\theta^{k_{0}}$. Hence

$$
\begin{align*}
L_{2} & \leq \sup _{k_{0} \in \mathbb{Z}_{+}} \int_{\theta^{k_{0}-1}}^{\theta^{k_{0}}}|h(t)|\left|\int_{\mathbb{S}^{n-1}} e^{i t\left(a^{\prime} \cdot x\right)} \Omega(x) d \sigma(x)\right| \frac{d t}{t}+\sup _{k_{0} \in \mathbb{Z}_{+}} \sum_{k=k_{0}+1}^{\infty} H_{k}  \tag{4.16}\\
& =E_{1}+E_{2}
\end{align*}
$$

where

$$
H_{k}=\int_{\theta^{k-1}}^{\theta^{k}}|h(t)|\left|\int_{\mathbb{S}^{n-1}} e^{i t\left(a^{\prime} \cdot x\right)} \Omega(x) d \sigma(x)\right| \frac{d t}{t}
$$

It is easy to see that

$$
\begin{equation*}
E_{1} \leq C(\log \theta)\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}\|h\|_{\Delta_{\gamma}} \tag{4.17}
\end{equation*}
$$

By Hölder's inequality we have

$$
\begin{align*}
H_{k} \leq & C(\log \theta)^{1 / \gamma}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}^{1-2 / \gamma^{\prime}}  \tag{4.18}\\
& \times\left(\int_{\theta^{k-1}}^{\theta^{k}}\left|\int_{\mathbb{S}^{n-1}} e^{i t\left(a^{\prime} \cdot x\right)} \Omega(x) d \sigma(x)\right|^{2} \frac{d t}{t}\right)^{1 / \gamma^{\prime}}
\end{align*}
$$

Since

$$
\begin{aligned}
& \int_{\theta^{k-1}}^{\theta^{k}}\left|\int_{\mathbb{S}^{n-1}} e^{i P(t x)} \Omega(x) d \sigma(x)\right|^{2} \frac{d t}{t} \\
&=\int_{\mathbb{S}^{n-1} \times \mathbb{S}^{n-1}} \Omega(x) \overline{\Omega(y)}\left(\int_{\theta^{k-1}}^{\theta^{k}} e^{i t a^{\prime} \cdot(x-y)} \frac{d t}{t}\right) d \sigma(x) d \sigma(y)
\end{aligned}
$$

by Hölder's inequality, 4.17) and the estimate

$$
\begin{equation*}
\left|\int_{\theta^{k-1}}^{\theta^{k}} e^{i t a^{\prime} \cdot(x-y)} \frac{d t}{t}\right| \leq C(\log \theta) \theta^{-k}\left|a^{\prime} \cdot(x-y)\right|^{-1 /\left(2 q^{\prime}\right)} \tag{4.19}
\end{equation*}
$$

we get

$$
H_{k} \leq C(\log \theta)\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}
$$

and hence

$$
\begin{equation*}
E_{2} \leq C(\log \theta)\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{4.20}
\end{equation*}
$$

Now (4.14)-4.16), 4.20), and the definition of $A_{1}$ lead to

$$
\begin{equation*}
A_{1} \leq C(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{4.21}
\end{equation*}
$$

Hence, by 4.13 and 4.21) we obtain

$$
\begin{equation*}
A_{2^{m}} \leq C(m+1)(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \tag{4.22}
\end{equation*}
$$

The case of the general $d$ is now easy. Choose a positive integer $m$ so that $2^{m-1}<d \leq 2^{m}$. By definition of $A_{d}$ and since $\mathcal{P}(n ; d) \subset \mathcal{P}\left(n ; 2^{m}\right)$, we have

$$
\begin{aligned}
A_{d} & \leq A_{2^{m}} \leq C(m+1)(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)} \\
& \leq C(\log d+1)(q-1)^{-1}(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}\|\Omega\|_{L^{q}\left(\mathbb{S}^{n-1}\right)}
\end{aligned}
$$

which completes the proof of Theorem 1.1.
Proof of Theorem 1.2. We use exactly the same method as in the proof of Theorem 1.1, except for two minor modifications which occur in several places: First, we need to replace $\theta=2^{q^{\prime} \gamma^{\prime}}$ by $\theta=2^{q^{\prime}}$. Next, we notice that by Hölder's inequality we have

$$
\int_{\theta^{k-1}}^{\theta^{k}}|h(t)| \frac{d t}{t} \leq(\log \theta)^{1 / \gamma^{\prime}}\left(\int_{\theta^{k-1}}^{\theta^{k}}|h(t)|^{\gamma} \frac{d t}{t}\right)^{1 / \gamma} \leq(\log \theta)^{1 / \gamma^{\prime}}\|h\|_{L^{\gamma}\left(\mathbb{R}_{+}, d r / r\right)}
$$

The details are omitted.
Proof of Theorem 1.3(a). We follow the extrapolation method of Yano [19], and we present a similar argument to [4] and [15]. Assume that $\Omega \in$ $L(\log L)\left(\mathbb{S}^{n-1}\right)$ and satisfies 1.1$)$. Let $S_{\Omega, h}=\sup _{P \in \mathcal{P}(n ; d)} I_{\Omega, h}(P)$. Fix $\gamma \in$ $(1,2], h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$, and put $T(\Omega)=S_{\Omega, h}$. Then we have $T\left(\Omega_{1}+\Omega_{2}\right) \leq$ $T\left(\Omega_{1}\right)+T\left(\Omega_{2}\right)$. Now, we decompose $\Omega$ as follows: For $m \in \mathbb{N}$, let $\mathbb{E}_{m}=$ $\left\{x \in \mathbb{S}^{n-1}: 2^{m} \leq|\Omega(x)|<2^{m+1}\right\}$. For $m \in \mathbb{N}$, set $b_{m}=\Omega \chi_{\mathbb{E}_{m}}$ where $\chi_{A}$ is the characteristic function of a set $A$. Let

$$
E(\Omega)=\left\{m \in \mathbb{N}:\left\|b_{m}\right\|_{1} \geq 2^{-4 m}\right\}
$$

and define the sequence $\left\{\Omega_{m}\right\}_{m \in E(\Omega) \cup\{0\}}$ of functions by

$$
\begin{aligned}
& \Omega_{m}(x)=\left\|b_{m}\right\|_{1}^{-1}\left(b_{m}(x)-\int_{\mathbb{S}^{n-1}} b_{m}(x) d \sigma(x)\right) \quad \text { for } m \in E(\Omega) \\
& \Omega_{0}(x)=\Omega(x)-\sum_{m \in E(\Omega)}\left\|b_{m}\right\|_{1} \Omega_{m}(x)
\end{aligned}
$$

It is easy to verify that the following hold:

$$
\begin{equation*}
\sum_{m \in E(\Omega)} m\left\|b_{m}\right\|_{1} \leq \frac{1}{\sqrt{\log 2}}\|\Omega\|_{L(\log L)\left(\mathbb{S}^{n-1}\right)} \tag{4.23}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\mathbb{S}^{n}-1} \Omega_{m}(u) d \sigma(u)=0 \quad \text { for all } m \in E(\Omega) \cup\{0\} \tag{4.24}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\Omega_{m}\right\|_{1+1 / m} \leq 2^{6} \quad \text { for } m \in E(\Omega) \quad \text { and } \quad\left\|\Omega_{0}\right\|_{2} \leq 2^{2} \tag{4.25}
\end{equation*}
$$

By (4.23)-4.25 and invoking Theorem 1.1, we obtain

$$
\begin{aligned}
T(\Omega) \leq & T\left(\Omega_{0}\right)+\sum_{m \in E(\Omega)}\left\|b_{m}\right\|_{1} T\left(\Omega_{m}\right) \\
\leq & C(\log d+1)(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}} \\
& \times\left(\left\|\Omega_{0}\right\|_{L^{2}\left(\mathbb{S}^{n-1}\right)}+\sum_{m \in E(\Omega)} m\left\|b_{m}\right\|_{1}\left\|\Omega_{m}\right\|_{1+1 / m}\right) \\
\leq & C(\log d+1)\left(1+\|\Omega\|_{L \log L\left(\mathbb{S}^{n-1}\right)}\right)(\gamma-1)^{-1}\|h\|_{\Delta_{\gamma}}
\end{aligned}
$$

Now, fix $\Omega \in L \log L\left(\mathbb{S}^{n-1}\right)$ and let $L(h)=S_{\Omega, h}$. Decompose $h$ as follows: For $m \in \mathbb{N}$, let $\mathbb{E}_{m}=\left\{x \in \mathbb{R}_{+}: 2^{m} \leq|h(x)|<2^{m+1}\right\}$. For $m \in \mathbb{N}$, set $h_{m}=h \chi_{\mathbb{E}_{m}}$ and set $D(h)=\left\{m \in \mathbb{N}: d_{m}(h) \geq 2^{-4 m}\right\}$. Also, let $h_{0}=$ $h-\sum_{m \in D(h)} h_{m}$. Then it is easy to verify that

$$
\begin{align*}
\left\|h_{m}\right\|_{\Delta_{1+1 / m}} & \leq 2^{m}\left(d_{m}(h)\right)^{m /(m+1)} \leq 2^{m} d_{m}(h)  \tag{4.26}\\
\left\|h_{0}\right\|_{\Delta_{2}} & \leq 32 \tag{4.27}
\end{align*}
$$

Now by (4.26-4.27) and applying Theorem 1.1, we get

$$
\begin{aligned}
L(h) & \leq L\left(h_{0}\right)+\sum_{m \in D(h)} d_{m}(h) L\left(h_{m}\right) \\
& \leq C(\log d+1)\left(1+\|\Omega\|_{L \log L\left(\mathbb{S}^{n-1}\right)}\right)\left(32+\sum_{m \in D(h)} m 2^{m} d_{m}(h)\right) \\
& \leq C(\log d+1)\left(1+\|\Omega\|_{L \log L\left(\mathbb{S}^{n-1}\right)}\right)\left(1+N_{1}(h)\right)
\end{aligned}
$$

Proof of Theorem 1.4(a). Assume that $\Omega \in B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)$ for some $q>1$ satisfies (1.1). Without loss of generality, we may assume $1<q \leq 2$. Fix $\gamma \in$ $(1,2]$ and $h \in \Delta_{\gamma}\left(\mathbb{R}_{+}\right)$. Let $S_{\Omega, h}=\sup _{P \in \mathcal{P}(n ; d)} I_{\Omega, h}(P)$. Put $T(\Omega)=S_{\Omega, h}$. Since $\Omega \in B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)$, we can write $\Omega$ as $\Omega=\sum_{\mu=1}^{\infty} \lambda_{\mu} b_{\mu}$ where $\lambda_{\mu} \in \mathbb{C}$, $b_{\mu}$ is a $q$-block supported on a cap $I_{\mu}$ on $\mathbb{S}^{n-1}$, and $M_{q}^{(0,0)}\left(\left\{\lambda_{\mu}\right\}\right)<\infty$. For each block function $b_{\mu}(\cdot)$, define

$$
\tilde{\Omega}_{\mu}(x)=b_{\mu}(x)-\int_{\mathbb{S}^{n-1}} b_{\mu}(u) d \sigma(u)
$$

Let $\mathbb{K}=\left\{\mu \in \mathbb{N}:\left|I_{\mu}\right|<e^{-(q-1)^{-1}}\right\}$ and $\tilde{\Omega}_{0}=\Omega-\sum_{\mu \in \mathbb{K}} \lambda_{\mu} \tilde{\Omega}_{\mu}$. Also, for $\mu \in \mathbb{K}$ let $\alpha_{\mu}=\log \left(\left|I_{\mu}\right|^{-1}\right)$ and $\beta=\sum_{\mu=1}^{\infty}\left|\lambda_{\mu}\right|$. Then it is easy to see that

$$
\begin{align*}
\int_{\mathbb{S}^{n-1}} \tilde{\Omega}_{\mu}(u) d \sigma(u) & =0 \quad \text { for all } \mu \in \mathbb{K} \cup\{0\}  \tag{4.28}\\
\left\|\tilde{\Omega}_{0}\right\|_{q} & \leq \beta e^{1 / q}  \tag{4.29}\\
\left\|\tilde{\Omega}_{\mu}\right\|_{1+1 / \alpha_{\mu}} & \leq 4 \quad \text { for all } \mu \in \mathbb{K} \tag{4.30}
\end{align*}
$$

By (4.28-4.30) and invoking Theorem 1.1, we get

$$
\begin{aligned}
T(\Omega) & \leq T\left(\tilde{\Omega}_{0}\right)+\sum_{\mu \in \mathbb{K}}\left|\lambda_{\mu}\right| T\left(\tilde{\Omega}_{\mu}\right) \\
& \leq C(\log d+1)\left((q-1)^{-1}\left\|\tilde{\Omega}_{0}\right\|_{q}+\sum_{\mu \in \mathbb{K}}\left|\lambda_{\mu}\right| \log \left|I_{\mu}\right|^{-1}\left\|\tilde{\Omega}_{\mu}\right\|_{1+1 / \alpha_{\mu}}\right) \\
& \leq C(\log d+1)\left(\beta e^{1 / q}(q-1)^{-1}+4 \sum_{\mu \in \mathbb{K}}\left|\lambda_{\mu}\right| \log \left|I_{\mu}\right|^{-1}\right) \\
& \leq C(\log d+1)\left(1+\|\Omega\|_{B_{q}^{(0,0)}\left(\mathbb{S}^{n-1}\right)}\right) .
\end{aligned}
$$

Proof of Theorem 1.5. The proof uses the same argument employed in the proofs of Theorems 1.3(a) and 1.4(a). The details are omitted.
5. Proof of the one-dimensional case of Theorem 1.1. In this section we shall present another proof of Theorem A. The idea of the proof is similar to that in the proof of Theorem 1.1. Let

$$
K_{d}=\sup _{\substack{0<\varepsilon<R \\ P \in \mathcal{P}(1 ; d)}}\left|H_{\varepsilon, R}(P)\right| \quad \text { where } \quad H_{\varepsilon, R}(P)=\int_{\varepsilon \leq|x| \leq R} e^{i P(t)} \frac{d t}{t}
$$

We need to show that

$$
\begin{equation*}
K_{d} \leq C(\log d+1) \tag{5.1}
\end{equation*}
$$

for some absolute positive constant $C$. We shall first prove (5.1) for the case $d=2^{m}$ for some integer $m \geq 0$, and then the general case will be an immediate consequence. Fix $P(t)=a_{0}+a_{1} t+\cdots+a_{d} t^{d} \in \mathcal{P}(1 ; d)$. We may assume, without loss of generality, that $a_{0}=0$. Let $Q(t)=a_{1} t+\cdots+a_{d / 2} t^{d / 2}$. Let $\left|a_{j_{0}}\right|=\max _{d / 2<j \leq d}\left|a_{j}\right|$. Since $\varepsilon$ and $R$ are arbitrary positive numbers, by a dilation in $t$ we may assume, without loss of generality, that $\left|a_{j_{0}}\right|=1$. Now,

$$
\begin{equation*}
\left|H_{\varepsilon, R}(P)\right| \leq\left|\int_{\varepsilon \leq|t| \leq 1} e^{i P(t)} \frac{d t}{t}\right|+\left|\int_{1 \leq|t| \leq R} e^{i P(t)} \frac{d t}{t}\right|=X_{1}+X_{2} \tag{5.2}
\end{equation*}
$$

Let us first estimate $X_{1}$ :

$$
\begin{aligned}
X_{1} & \leq \int_{0 \leq|t| \leq 1}\left|e^{i P(t)}-e^{i Q(t)}\right| \frac{d t}{t}+\left|\int_{\varepsilon \leq|t| \leq 1} e^{i Q(t)} \frac{d t}{t}\right| \\
& \leq \sum_{d / 2<j \leq d} \frac{\left|a_{j}\right|}{j}+C_{d / 2}
\end{aligned}
$$

Since $\left|a_{j}\right| \leq 1$ for $d / 2<j \leq d$, we get

$$
\begin{equation*}
X_{1} \leq C+K_{d / 2} \tag{5.3}
\end{equation*}
$$

Now we estimate $X_{2}$. We notice that

$$
\begin{equation*}
X_{2} \leq\left|\int_{1 \leq t \leq R} e^{i P(t)} \frac{d t}{t}\right|+\left|\int_{-R \leq t \leq-1} e^{i P(t)} \frac{d t}{t}\right|=X_{2}^{+}+X_{2}^{-} \tag{5.4}
\end{equation*}
$$

To estimate $X_{2}^{+}$, notice that for each fixed $R>1$ we have a unique $j_{0} \in \mathbb{Z}_{+}$ such that $2^{j_{0}-1} \leq R<2^{j_{0}}$. Hence

$$
\begin{equation*}
X_{2}^{+} \leq \sup _{j_{0} \in \mathbb{Z}_{+}+2^{j_{0}-1}}\left|e^{2^{j_{0}}} e^{i P(t)} \frac{d t}{t}\right|+\sup _{j_{0} \in \mathbb{Z}_{+}}\left|\sum_{k=j_{0}+1}^{\infty} \int_{1 / 2}^{1} e^{i P\left(2^{k} t\right)} \frac{d t}{t}\right|=Y_{1}+Y_{2} . \tag{5.5}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
Y_{1} \leq \log 2 . \tag{5.6}
\end{equation*}
$$

To estimate $Y_{2}$ observe that by Lemma 2.2 we have

$$
\left|\int_{1 / 2}^{1} e^{i P\left(2^{k} t\right)} \frac{d t}{t}\right| \leq C 2^{-k\left(j_{0}-1\right) / d}
$$

which in turn implies

$$
\begin{equation*}
Y_{2} \leq C \sup _{j_{0} \in \mathbb{Z}_{+}} \sum_{k=j_{0}+1}^{\infty} 2^{-k\left(j_{0}-1\right) / d} \leq C \tag{5.7}
\end{equation*}
$$

By (5.5)-(5.7) we obtain

$$
\begin{equation*}
X_{2}^{+} \leq C . \tag{5.8}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
X_{2}^{-} \leq C . \tag{5.9}
\end{equation*}
$$

Therefore, by (5.2)-(5.4) and (5.8)-(5.9), we get

$$
K_{d} \leq C+K_{d / 2} .
$$

Now, we argue as in the $n$-dimensional case to finish the proof of Theorem A. The details are omitted.
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