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Marcinkiewicz multipliers of higher variation
and summability of operator-valued Fourier series

by

Earl Berkson (Urbana, IL)

Abstract. Let f ∈ Vr(T) ∪Mr(T), where, for 1 ≤ r < ∞, Vr(T) (resp., Mr(T)) de-
notes the class of functions (resp., bounded functions) g : T→ C such that g has bounded
r-variation (resp., uniformly bounded r-variations) on T (resp., on the dyadic arcs of T).
In the author’s recent article [New York J. Math. 17 (2011)] it was shown that if X is a
super-reflexive space, and E(·) : R → B(X) is the spectral decomposition of a trigono-
metrically well-bounded operator U ∈ B(X), then over a suitable non-void open interval
of r-values, the condition f ∈ Vr(T) implies that the Fourier series

∑∞
k=−∞ f̂(k)z

kUk

(z ∈ T) of the operator ergodic “Stieltjes convolution” SU : T → B(X) expressed by	⊕
[0,2π]

f(zeit) dE(t) converges at each z ∈ T with respect to the strong operator topology.
The present article extends the scope of this result by treating the Fourier series expan-
sions of operator ergodic Stieltjes convolutions when, for a suitable interval of r-values,
f is a continuous function that is merely assumed to lie in the broader (but less tractable)
class Mr(T).

Since it is known that there are a trigonometrically well-bounded operator U0 act-
ing on the Hilbert sequence space X = `2(N) and a function f0 ∈ M1(T) which can-
not be integrated against the spectral decomposition of U0, the present treatment of
Fourier series expansions for operator ergodic convolutions is confined to a special class
of trigonometrically well-bounded operators (specifically, the class of disjoint, modulus
mean-bounded operators acting on Lp(µ), where µ is an arbitrary sigma-finite mea-
sure, and 1 < p < ∞). The above-sketched results for operator-valued Stieltjes convo-
lutions can be viewed as a single-operator transference machinery that is free from the
power-boundedness requirements of traditional transference, and endows modern spec-
tral theory and operator ergodic theory with the tools of Fourier analysis in the tradi-
tion of Hardy–Littlewood, J. Marcinkiewicz, N. Wiener, the (W. H., G. C., and L. C.)
Young dynasty, and others. In particular, the results show the behind-the-scenes bene-
fits of the operator ergodic Hilbert transform and its dual conjugates, and encompass
the Fourier multiplier actions of Mr(T)-functions in the setting of Ap-weighted sequence
spaces.
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1. Introduction and notation. At the outset we sketch briefly the
nature of the investigations below, fixing some notation in the process and
postponing some of the precise definitions and descriptions of results until
later. Let T be the unit circle in the complex plane C, and let R be the
real line; the symbols N, Z will designate, respectively, the set of all positive
integers and the set of all integers. The Banach algebra of all complex-valued
continuous functions defined on T will be symbolized by C(T). An overbar
will be used to signify the complex conjugate z of any complex number z.
The Banach algebra of all continuous linear operators mapping a Banach
space X into itself will be denoted by B(X), and the identity of B(X) will be
designated by I. The symbol “K” with a (possibly empty) set of subscripts
will signify a constant which depends only on those subscripts, and which
may change in value from one occurrence to another.

The convergence (resp., (C, 1)-summability) of a bilateral series
∑∞

k=−∞ ak
will mean the convergence (resp., (C, 1)-summability) of its sequence of “bal-
anced” partial sums {

∑n
k=−n ak}∞n=0. Where it exists, the Fourier transform

(respectively, inverse Fourier transform) of a function F will be written as F̂
(respectively, F∨). For each n ∈ Z, we shall let en ∈ BV(T) denote the
corresponding character of T: en(z) ≡ zn. By the term trigonometric poly-
nomial we shall mean a pointwise sum of the form

∑∞
n=−∞ cnen such that

{cn}∞n=−∞ ⊆ C is finitely supported. For each non-negative integer N , we
shall denote by κN the Fejér kernel of order N for T:

κN (z) :=

N∑
n=−N

(
1− |n|

N + 1

)
zn, z ∈ T.

For 1 ≤ r <∞, we symbolize by Vr(T) (respectively, Mr(T)) the Banach
algebra consisting of all complex-valued functions defined on and having
finite r-variation on T (respectively, all bounded, complex-valued functions
on T having uniformly bounded r-variations on the dyadic arcs of T). The
spaces Vr(T) form a nested family that increases with r, and the same is true
for the spaces Mr(T).

Our present investigations take place under the following blanket as-
sumptions: the Banach space of reference will be Lp(µ), where µ is an
arbitrary σ-finite measure and 1 < p < ∞, and T ∈ B(Lp(µ)) will be
an arbitrary invertible, disjoint operator that is modulus mean-bounded
(i.e., the sequence of nth two-sided ergodic averages of the linear modu-
lus of T is uniformly bounded). (These blanket assumptions are known to
guarantee, in particular, that T is trigonometrically well-bounded [6]—that
is, T has a necessarily unique “unitary-like” spectral decomposition con-
sisting of spectral projections, as detailed in Definitions 2.1 and 2.2 be-
low.)
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In this setting we study, relative to the strong operator topology of
B(Lp(µ)), the (C, 1)-summability and convergence properties of the Fourier
series

∑∞
k=−∞ f̂(k)z

kT k associated with the class of operator-valued “Stielt-
jes convolution” functions FT : T→ B(Lp(µ)) having the form

(1.1) FT (z) :=
�⊕

[0,2π]

f(zeit) dE(t),

where f ∈ C(T) ∩Mr(T) with r situated in a certain duly prescribed inter-
val of positive length, and E(·) : R → B(Lp(µ)) is the idempotent-valued
spectral decomposition of T . The present investigations continue the stud-
ies regarding Vr(T) in [3], where the Banach space of reference was an ar-
bitrary super-reflexive Banach space X, and U ∈ B(X) was an arbitrary
trigonometrically well-bounded operator (whose spectral decomposition is
denoted here by E(·) : R → B(X)). In this setup, where the space of ref-
erence is X, Theorem 4.1 of [3] established the convergence in the strong
operator topology of B(X) of the Fourier series

∑∞
k=−∞ ĝ(k)z

kUk for the
functions SU : T→ B(X) having the form

SU (z) :=
�⊕

[0,2π]

g(zeit) dE(t),

where g ∈ Vr(T), with r belonging to a certain prescribed interval of positive
length.

In particular our current expansion of viewpoint from the classes Vr(T) in
the direction of the much broader (and less tractable) classes Mr(T) further
extends the scope of transference methods in analysis, while remaining free
of the power-boundedness requirements imposed by traditional Calderón–
Coifman–G. Weiss transference methods (initiated in [13], [16], [17]). While
our blanket setting T ∈ B(Lp(µ)) is more restrictive than the scenario
U ∈ B(X) just alluded to, such restrictiveness is necessitated by the gen-
eral limitations on spectral integration of Mr(T) classes. For example, there
are a trigonometrically well-bounded operator U0 acting on the Hilbert se-
quence space X = `2(N) and a function belonging to M1(T) which cannot
be integrated against the spectral decomposition of U0 (see [9, proof of The-
orem 6.1]). On the other hand, our present blanket setting provides an ap-
propriate range of r-values which guarantee the existence of the requisite
Stieltjes convolutions described in (1.1) for all f ∈Mr(T), and all z ∈ T (see
Theorem 4.4 below).

In contrast to the class Vr(T), the class Mr(T) is not rotation invariant,
and in our context this poses an obstacle to the relevant Fourier analysis of
operators (and to various regularization techniques, in particular). This type
of obstacle will be circumvented below by invoking techniques flowing from
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[3, Theorem 2.1], which is designed for addressing such matters. Primarily
to avoid technical distractions in the Fourier analysis of spectral integration,
we shall often explicitly impose an auxiliary continuity condition on the
integrands.

Before we enter into the precise description below, we discuss briefly how
these considerations set up a lively interplay between modern spectral theory,
classical harmonic analysis, operator ergodic theory (in particular, the oper-
ator ergodic Hilbert transform), and the Fourier multiplier theory associated
with Ap-weighted spaces. The starting point of the discussion is the observa-
tion that, upon denoting by G(·) the spectral decomposition of projections
for an arbitrary trigonometrically well-bounded operator V on a Banach
space, we can (via spectral integration) regard the sequence {V k}∞k=−∞ as
being, in a formal sense, the sequence of Fourier–Stieltjes coefficients of dG
(see (2.3) below). Although in our blanket setting in particular, the formal
expression dE, where E(·) is the spectral decomposition of T , cannot be
endowed with properties stemming from a countably additive measure, it
nevertheless turns out that, for f ∈ C(T) ∩Mr(T), the sequence of Fourier
coefficients, relative to the strong operator topology, of the Stieltjes convolu-
tion FT (·) in (1.1) has the same form as occurs classically in the scalar-valued
case when a function is convolved with a measure, i.e., in our blanket setting,
F̂T = {f̂(k)T k}∞k=−∞ (Theorem 4.5 below). Operator-valued Stieltjes convo-
lutions whose Fourier transforms take the latter form constitute a powerful
tool furnishing operator-valued transference of classical Fourier series and
their roles as expansions.

The ramifications for operator ergodic theory are readily seen. Since
trigonometrically well-bounded operators on super-reflexive spaces can, in
a sense, be characterized as invertible operators whose operator ergodic dis-
crete Hilbert transform exists ([2, Theorem 4.3] and [8, (6.8)], see Theo-
rem 2.3 below), when the foregoing Fourier series transference engendered
by Stieltjes convolutions occurs, it furnishes wide scope for behind-the-scenes
roles of the operator ergodic Hilbert transform. From the standpoint of
operator-valued harmonic analysis such transference of classical Fourier se-
ries links operator theory to Fourier multiplier theory. One avenue of the
latter state of affairs will be dealt with in detail in §5 below, when we
specialize the scenario to the left bilateral shift and Ap-weighted sequence
spaces. There, for the most part, we can involve the Stieltjes convolution
FT (·) of (1.1) in multiplier theory, while dropping the continuity require-
ment on f ∈Mr(T) (see Theorem 5.4).

In §2 and §3 we shall blend the requisite background items from spec-
tral theory, operator ergodic theory, and real analysis methods in harmonic
analysis. This will set the stage for our main results in §4 furnishing limit
values in the strong operator topology for the relevant Fourier series (The-
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orem 4.7, which provides (C, 1)-summability, and Theorem 4.12, which pro-
vides a handy Tauberian theorem for operator-valued Fourier series con-
vergence). The above-described considerations are illustrated in §5 by ex-
amples, including applications to bilateral shift operators in the framework of
Ap-weighted sequence spaces.

2. Spectral theory and disjoint operators: background. We now
begin the detailed considerations by recalling their abstract spectral-theoretic
ingredients. The notion of a trigonometrically well-bounded operator U ∈
B(X) (introduced in [4] and [5]) and its characterization by a “unitary-like”
spectral representation, which will play key roles below, rest on the following
vehicle for spectral decomposability.

Definition 2.1. A spectral family of projections in a Banach space X is
an idempotent-valued function E(·) : R→ B(X) with the following proper-
ties:

(a) E(λ)E(τ) = E(τ)E(λ) = E(λ) if λ ≤ τ ;
(b) ‖E‖u := sup{‖E(λ)‖ : λ ∈ R} <∞;
(c) with respect to the strong operator topology, E(·) is right-continuous

and has a left-hand limit E(λ−) at each point λ ∈ R;
(d) E(λ) → I as λ → ∞ and E(λ) → 0 as λ → −∞, each limit being

with respect to the strong operator topology.

If, in addition, there exist a, b ∈ R with a ≤ b such that E(λ) = 0 for λ < a
and E(λ) = I for λ ≥ b, E(·) is said to be concentrated on [a, b].

Their definition endows spectral families of projections with properties
reminiscent of, but weaker than, those that would be inherited from a count-
ably additive Borel spectral measure on R. Given a spectral family E(·) in
the Banach space X concentrated on a compact interval J = [a, b], an asso-
ciated notion of spectral integration can be developed as follows (for these
and further basic details regarding spectral integration, see [32]). For each
bounded function ψ : J → C and each partition P = (λ0, λ1, . . . , λn) of J ,
where we take λ0 = a and λn = b, set

(2.1) S(P;ψ,E) =
n∑
k=1

ψ(λk){E(λk)− E(λk−1)}.

If the net {S(P;ψ,E)} converges in the strong operator topology ofB(X)
as P runs through the set of partitions of J directed to increase by refinement,
then the strong limit is called the spectral integral of ψ with respect to E(·),
and is denoted by

	
J ψ(λ) dE(λ). In this case, we define

	⊕
J ψ(λ) dE(λ) by
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writing �⊕
J

ψ(λ) dE(λ) := ψ(a)E(a) +
�

J

ψ(λ) dE(λ).

It can be shown that the spectral integral
	
J ψ(λ) dE(λ) exists for each

complex-valued function ψ having bounded variation on J (in symbols,
ψ ∈ BV(J)), and that the mapping ψ 7→

	⊕
J ψ(λ) dE(λ) is an algebra homo-

morphism of BV(J) into B(X) satisfying

(2.2)
∥∥∥ �⊕
J

ψ(t) dE(t)
∥∥∥ ≤ ‖ψ‖BV(J)‖E‖u,

where ‖ · ‖BV(J) denotes the usual Banach algebra norm expressed by

‖ψ‖BV(J) := sup
x∈J
|ψ(x)|+ var(ψ, J).

Similarly, BV(T) denotes the Banach algebra of all f ∈ BV([0, 2π]) such that
f(0) = f(2π). (Where there is no danger of confusion, we shall, as convenient,
tacitly indulge in the conventional practice of identifying a function F defined
on T with its (2π)-periodic counterpart F (ei(·)) defined on R.)

We can now state the following “spectral theorem” characterization of a
trigonometrically well-bounded operator on a Banach space X.

Definition 2.2. An operator U ∈ B(X) is said to be trigonometrically
well-bounded if there is a spectral family E(·) in X concentrated on [0, 2π]

such that U =
	⊕
[0,2π] e

iλ dE(λ). In this case, it is possible to arrange that
E((2π)−) = I, and with this additional property the spectral family E(·) is
uniquely determined by U, and is called the spectral decomposition of U .

If U is a trigonometrically well-bounded operator on a Banach space X
with spectral decomposition E(·), then in view of the multiplicativity of
spectral integration for functions of bounded variation, we immediately see
that, for all k ∈ Z,
(2.3)

�⊕
[0,2π]

eikλ dE(λ) = Uk.

By, for instance, Theorem 2.1 and Corollary 2.2 of [8], we see that if U is a
trigonometrically well-bounded operator on a Banach space X with spectral
decomposition E(·), then zU is also trigonometrically well-bounded for each
z ∈ T (we shall denote the spectral decomposition of zU by Ez(·)). The
collection of spectral decompositions Ez(·), z ∈ T, has the property

(2.4) η(U) := sup{‖Ez‖u : z ∈ T} <∞.
Trigonometrically well-bounded operators have a variety of convenient

alternative characterizations on Banach spaces—see, e.g., [4, Corollary 2.17],
and [8, Proposition 2.5 and Theorem 5.2]. The following recent result in
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the super-reflexive space setting ([2, Theorem 4.3]) ties trigonometric well-
boundedness there directly to the operator ergodic discrete Hilbert averages,
and, as mentioned in §1, this state of affairs indicates that in many settings
of modern analysis the class of trigonometrically well-bounded operators acts
as a transference vehicle for the classical discrete Hilbert transform, allowing
the latter to operate abstractly behind the scenes.

Theorem 2.3. Let X be a super-reflexive Banach space, and let U ∈
B(X) be invertible. Then U is trigonometrically well-bounded if and only if

sup

{∥∥∥∥ ∑
0<|k|≤n

zk

k
Uk
∥∥∥∥ : n ∈ N, z ∈ T

}
<∞.

We now focus our attention on the operator-ergodic side of our main set-
ting. Throughout all that follows, except when otherwise noted, (Ω,µ) will
be a σ-finite measure space, and 1 < p < ∞. An operator S ∈ B(Lp(µ))
will be called positive (respectively, disjoint) provided that Sf ≥ 0 µ-a.e.
whenever f ∈ Lp(µ) and f ≥ 0 µ-a.e. (respectively, provided that when-
ever f, g ∈ Lp(µ) and the pointwise product fg vanishes µ-a.e. on Ω, it
follows that the pointwise product (Sf)(Sg) vanishes µ-a.e. on Ω). Positive
operators will also be referred to as positivity-preserving. Disjoint operators
are also called Lamperti operators (or separation-preserving operators) in
the literature. See [24] for a full account of their basic features, which we
now summarize (for a more detailed summary than that presented here, see
[6, §2]).

The separation-preserving property has the following alternative charac-
terization: an operator S ∈ B(Lp(µ)) is separation-preserving if and only if
there is a positive operator |S| ∈ B(Lp(µ)) with the property that

(2.5) for every f ∈ Lp(µ), |Sf | = |S|(|f |) µ-a.e. on Ω.

In this case, the condition in (2.5) uniquely characterizes |S| among the op-
erators belonging to B(Lp(µ)), and |S| is called the linear modulus of S;
moreover, |Sf | =

∣∣|S|(f)∣∣ for all f ∈ Lp(µ), |S| is also separation-preserving,
S is positive if and only if S = |S|, and for all z ∈ T, |zS| = |S|. This
circle of ideas includes the following pleasant structural facts regarding in-
vertibility (see, e.g., [6, Scholium (2.3)]): if S ∈ B(Lp(µ)) is separation-
preserving and invertible, then S−1 is separation-preserving, |S| is also in-
vertible, and

|S|−1 = |S−1|.
The study of separation-preserving operators can be traced back as far as

Banach (see [1, Chapter XI, §5]). One way to produce separation-preserving
operators is to use the fact that if S ∈ B(Lp(µ)) is an invertible positivity-
preserving operator, then S is separation-preserving if and only if S−1 is
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also positivity-preserving (see [24, Proposition 3.1]). Another well-known
source of separation-preserving operators is the fact that if p 6= 2 then any
linear isometry of Lp(µ) into Lp(µ) is automatically separation-preserving
([26, Corollary 2.1]).

Henceforth let T ∈ B(Lp(µ)) be an invertible separation-preserving op-
erator, and let A be the algebra under pointwise operations consisting of all
complex-valued measurable functions on Ω, identified modulo equality µ-a.e.
Under these circumstances, for each j ∈ Z, there exist hj ∈ A with |hj | > 0
on Ω, and an algebra automorphism Φj mapping A onto A such that:

(i) for every f ∈ Lp(µ), T jf is expressed by the pointwise product on Ω
of the functions hj and Φj(f);

(ii) Φj preserves the µ-a.e. convergence to a limit function for sequences
contained in A.

It follows from these properties that Φj is, in particular, a positive lin-
ear transformation on A, that the sequences {hj}∞j=−∞ and {Φj}∞j=−∞ are
uniquely determined, and that for j ∈ Z, f ∈ A, and 0 < α <∞, we have

(2.6) |Φj(f)|α = Φj(|f |α).
With the aid of the Radon–Nikodym Theorem it can further be seen that
there is a unique sequence {Jj}∞j=−∞ ⊆ A such that for each j ∈ Z, Jj > 0
on Ω, and

(2.7)
�

Ω

f dµ =
�

Ω

JjΦj(f) dµ for all f ∈ L1(µ).

(This notation will be fixed henceforth.)
Application of the group property T j+k = T jT k to the uniquely deter-

mined sequences described above furnishes the following relationships, valid
for all j ∈ Z, k ∈ Z:

Φj+k(f) = Φj(Φk(f)) for every f ∈ A,(2.8)
hj+k(x) = hj(x)(Φjhk)(x) for µ-almost all x ∈ Ω,(2.9)
Jj+k(x) = Jj(x)[Φj(Jk)](x) for µ-almost all x ∈ Ω.(2.10)

For each non-negative integer n, we shall henceforth denote by En(T ) the
nth two-sided ergodic average of T ,

(2.11) En(T ) =
1

2n+ 1

n∑
j=−n

T j .

Note that when T ∈ B(Lp(µ)) is an invertible separation-preserving
operator, the above considerations also apply to the positive invertible
operator |T |, which is automatically separation-preserving, and, in terms
of the unique sequences associated above with T , is itself associated with
the unique sequences {|hj |}∞j=−∞, {Φj}∞j=−∞, {Jj}∞j=−∞. Similarly, if T ∈
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B(Lp(µ)) is an invertible separation-preserving operator, then so is zT for
each z ∈ T, and, in the preceding notation, zT is associated with the
unique sequences {zjhj}∞j=−∞, {Φj}∞j=−∞, {Jj}∞j=−∞. In this framework we
say that T is mean-bounded (respectively, modulus mean-bounded) provided
sup{‖En(T )‖ : n= 0, 1, . . .}<∞ (respectively, sup{‖En(|T |)‖ : n= 0, 1, . . .}
< ∞). In particular, an invertible, positive element of B(Lp(µ)) that has a
positive inverse is modulus mean-bounded if and only if it is mean-bounded.
Standard background facts about disjoint operators such as the foregoing
will be used without explicit mention in our considerations below.

We now turn our attention to describing how the above items link the
operator ergodic theory of invertible disjoint operators with the rich theory
of discrete Ap weights. The Ap condition for weight sequences takes the
following form ([22]).

Definition 2.4. Suppose that 1 < p <∞. A weight sequence (that is, a
bilateral sequence of positive real numbers) w ≡ {wk}∞k=−∞ belongs to the
class Ap(Z) provided that there is a real constant C (called an Ap(Z) weight
constant for w) such that(

1

M − L+ 1

M∑
k=L

wk

)(
1

M − L+ 1

M∑
k=L

w
−1/(p−1)
k

)p−1
≤ C,

whenever L ∈ Z, M ∈ Z, and L ≤M .

We can now state the seminal dominated ergodic theorem of Martín-
Reyes and de la Torre (see [29, §3], or [30, Theorem (2.4)]), which takes the
following form when adapted to separation-preserving operators, and which
will play a central role in the studies undertaken below.

Theorem 2.5. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
< ∞, and T ∈ B(Lp(µ)) is invertible and separation-preserving. Then the
following conditions are equivalent:

(i) The maximal operatorM defined on Lp(µ) by

Mf = sup
N≥0

1

2N + 1

N∑
j=−N

|T jf |

is of strong type (p, p) on Lp(µ), that is, there exists a real constant
ω such that

‖Mf‖Lp(µ) ≤ ω‖f‖Lp(µ) for all f ∈ Lp(µ).
(ii) T is modulus mean-bounded, that is,

(2.12) γ(T ) := sup

{∥∥∥∥ 1

2N + 1

N∑
n=−N

|T |n
∥∥∥∥ : N ≥ 0

}
<∞.
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(iii) In terms of the preceding notation and terminology, there is a real
number C > 0 such that, for µ-almost all x ∈ Ω, the weight sequence
{|hk(x)|−pJk(x)}∞k=−∞ belongs to Ap(Z) with C as an Ap(Z) weight
constant.

It was deduced in [6, Theorem (4.2)] that if T satisfies the hypothe-
ses and the equivalent conditions in the conclusion of Theorem 2.5, then T
is trigonometrically well-bounded. Except where otherwise noted, we shall
henceforth confine our attention to this setup—that is, T ∈ B(Lp(µ)) will be
invertible, separation-preserving, and modulus mean-bounded—and we shall
denote the spectral decomposition of the trigonometrically well-bounded op-
erator T by E(·).

A close reading of [29, pp. 147–148] shows that when the hypotheses and
equivalent conditions (i)–(iii) of Theorem 2.5 are satisfied, the constant C in
Theorem 2.5(iii) can be chosen so as to depend only on p and on γ(T ) in
(2.12). We shall always make this choice (in symbols, C = C(p, γ(T ))). Since,
for each z ∈ T,
(2.13) γ(zT ) = γ(T ) = γ(|T |) = γ(T−1),

we shall always have
C(p, γ(zT )) = C(p, γ(T )) = C(p, γ(|T |)) = C(p, γ(T−1)).

These two chains of equalities herald a certain amount of “keeping track” of
constants that we shall indulge in from time to time in order to ensure that
we can substitute zT or T−1 for T in various conclusions ahead without loss
of generality.

We remark that, although on UMD spaces the power-boundedness of
an operator U (that is, the condition supn∈Z ‖Un‖ < ∞) is sufficient to
ensure trigonometric well-boundedness of U ([12, Theorem 4.5]), power-
boundedness is not a necessary condition for trigonometric well-boundedness
in the general Banach space setting, or, for that matter, in the UMD space
setting. Whenever a trigonometrically well-bounded operator is not power-
bounded, its powers cannot implement the traditional transference methods
of [17], which would require power-boundedness, and that is where weighted
norm conditions like Theorem 2.5(iii) may come to the forefront, as in the
trigonometric well-boundedness of T , together with associated estimates
like (3.21) and (4.1) below. Some examples where T satisfies our blanket
hypotheses without being power-bounded are taken up in Example 5.1 (in-
cluding Proposition 5.2).

3. Modulus mean-bounded operators and higher variations. In
this note we shall be concerned with the interplay between the invertible, dis-
joint modulus mean-bounded operator T ∈ B(Lp(µ)) and the Marcinkiewicz
r-classes Mr(T), 1 ≤ r < ∞, which are defined below in (3.15). We first
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describe the algebras (under pointwise operations) Vr(T), consisting of all
f : T→ C having finite r-variation on T:

(3.1) varr(f,T) := sup
{ N∑
k=1

|f(eixk)− f(eixk−1)|r
}1/r

<∞,

where the supremum is extended over all partitions 0 = x0 < x1 < · · · < xN
= 2π of [0, 2π]. When endowed with the following norm, Vr(T) becomes a
unital Banach algebra:

‖f‖Vr(T) := sup{|f(z)| : z ∈ T}+ varr(f,T).

The Banach algebra V1(T) coincides with BV(T), the usual Banach alge-
bra consisting of the functions of bounded variation on T. The class Vr(T),
1 < r < ∞, was introduced by Norbert Wiener in his article [33], which
although primarily aimed at the initial Fourier analysis of V2(T), shows that
if 1 ≤ r <∞, and f ∈ Vr(T), then at each t ∈ R, the one-sided limits
(3.2) lim

x→t+
f(eix) and lim

x→t−
f(eix)

exist. (It follows from this by, e.g., [18, p. 15 or p. 18] that the function
x ∈ R 7→f(eix) has only countably many discontinuities.)

For any function F : T → C, we shall define the complex-valued
(2π)-periodic function F# at each t ∈ R such that the one-sided limits
described in (3.2) exist for F by writing

(3.3) F#(t) =
limx→t+ F (e

ix) + limx→t− F (e
ix)

2
.

It is clear that whenever 1 ≤ r < ∞, and f ∈ Vr(T), we may regard the
(2π)-periodic function f# : R → C as an element of Vr(T), and also that
after Fejér’s Theorem is applied to (3.2), the observation on pp. 259, 260
of [34] that Vr(T) is a subset of the integrated Lipschitz class Lip(r−1, r) can
be combined with Theorem 1 of [20] to infer that

(3.4) if 1 ≤ r <∞, and f ∈ Vr(T), then for each z = eit ∈ T, the Fourier
series of f converges at z to f#(t).

(Prior to [34], Marcinkiewicz presented a self-contained treatment of Vr(T),
including [28, (3.4)].) It is elementary to see that for 1 ≤ r < ∞, and
g : T → C, varr(g,T) and ‖g‖Vr(T) are decreasing extended real-valued
functions of r by Jensen’s inequality ([21, item 19, p. 28]), and so the class
Vr(T) increases with r.

For further discussion of key fundamentals of the r-variation, 1 ≤ r
< ∞, see, e.g., [3], [14], [15], [20], [31], [34]. In particular, the fact that
Vr(T) ⊆ Lip(r−1, r), when taken in conjunction with Lemma 11 of [20], fur-
nishes the following rate of decay for the Fourier coefficients of arbitrary
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f ∈ Vr(T):

(3.5) sup
k∈Z
|k|1/r|f̂(k)| <∞.

Thanks to the Closed Graph Theorem this last formula can be rephrased as
follows. If 1 ≤ r <∞, and f ∈ Vr(T), then

(3.6) sup
k∈Z
|k|1/r|f̂(k)| ≤ Kr‖f‖Vr(T).

We remark that (3.5) can be shown to imply that for 1 < s < ∞,⋃
1≤r<s Vr(T) is not dense in the Banach space Vs(T) (see [2, Remark 2.8(ii)]).

In keeping with the notation introduced at the start of this article, for each
n ∈ Z, we denote by en ∈ BV(T) the corresponding character of T: en(z) ≡
zn. The reasoning in [34, pp. 275, 276] shows that for 1 ≤ r <∞,

(3.7) sup
n∈Z\{0}

varr(en,T)
|n|1/r

<∞.

The analogous formulation to (3.1) is employed to define the r-variation
of a complex-valued function on an arbitrary compact interval J = [a, b]
of R, and thus to define analogously the corresponding unital Banach al-
gebra Vr(J). As in the case of Vr(T), Jensen’s inequality shows that for
1 ≤ r <∞ and g : J → C, varr(g, J) and ‖g‖Vr(J) are decreasing extended
real-valued functions of r, and so the class Vr(J) increases with r. It follows
readily that for 1 ≤ r <∞, and each monotone function G : J → R, we have
varr(G, J) = var1(G, J). Also, as in the case of Vr(T), if F : J → C belongs
to Vr(J), then F has a left-hand (respectively, right-hand) limit at each point
of the interval (a, b] (respectively, [a, b)), and so the set of discontinuities of
F on J is countable. It is an elementary consequence of Minkowski’s inequal-
ity that if c is an interior point of the compact interval J = [a, b], then for
1 ≤ r <∞ and any function g : J → C,

(3.8) varr(g, [a, b]) ≤ varr(g, [a, c]) + varr(g, [c, b]).

If we replace absolute values by norms in the foregoing definitions of
r-variation, we arrive at the corresponding definitions for vector-valued func-
tions. Furthermore, for a vector-valued function f defined on R (includ-
ing the scalar-valued case), the standard counterpart for R of r-variation is
given by

varr(f,R) = sup
−∞<a<b<∞

varr(f, [a, b]).

If E(·) is a spectral family of projections in an arbitrary Banach space X,
and 1 ≤ q <∞, we shall also use the symbol varq(E) to denote

sup{varq(E(·)x,R) : ‖x‖ ≤ 1}.
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Theorem 3.7 of [2] shows that some delicate features of spectral families
can be blended in with the R. C. James inequality for super-reflexive Ba-
nach spaces developed in [23, Theorem 3] and with a fundamental feature of
Young–Stieltjes integration (in [34, §10]) to establish the following mainstay
of spectral integration for functions of higher variation.

Theorem 3.1. Let X be a super-reflexive Banach space, and let E(·)
be the spectral decomposition of a trigonometrically well-bounded operator
U ∈ B(X). Then for some q ∈ (1,∞), we have

(3.9) varq(E) <∞.

Let r ∈ (1, q′), where q′ = q(q − 1)−1 is the conjugate index of q. Then the
spectral integral

	
[0,2π] φ(e

it) dE(t) exists for each φ ∈ Vr(T), and the mapping

φ 7→
	⊕
[0,2π] φ(e

it) dE(t) is an identity-preserving algebra homomorphism of
Vr(T) into B(X) such that

(3.10)
∥∥∥ �⊕
[0,2π]

φ(eit) dE(t)
∥∥∥ ≤ Kr,q varq(E)‖φ‖Vr(T) for all φ ∈ Vr(T).

The following item (3.11) arises from the circle of ideas involved in Theo-
rem 3.1 above (see [2, Proposition 3.2]). More specifically, it follows from (2.4)
and [3, Theorem 3.2] that if X is super-reflexive, U ∈ B(X) is trigonometri-
cally well-bounded, and E(·) is the spectral decomposition of U , then there
is q1 = q1(U) ∈ (1,∞) such that its conjugate index q′1 satisfies

(3.11) τ(U) := sup{varq′1(Ez) : z ∈ T} <∞,

where, as in (2.4), Ez denotes the spectral decomposition of zU . Notice that
under these circumstances, we also have, for all z, w ∈ T,

(3.12) (Ew)z = Ezw,

and hence for a given trigonometrically well-bounded operator U on a super-
reflexive space, we can and always will choose the same value of q1 for all
zU , z ∈ T, thereby giving us

(3.13) q1(U) = q1(zU) and τ(U) = τ(zU) for each z ∈ T.

The dyadic points relevant to the study of (2π)-periodic functions are
the terms of the sequence {tk}∞k=−∞ ⊆ (0, 2π) given by

(3.14) tk =

{
2k−1π if k ≤ 0,
2π − 2−kπ if k > 0.

The dyadic arcs ∆k, k ∈ Z, are specified by ∆k = {eix : x ∈ [tk, tk+1]}, and
for φ : T→ C, we shall write varr(φ,∆k) to stand for varr(φ(ei(·)), [tk, tk+1]).
With this notation, Mr(T), 1 ≤ r <∞, is defined as the class of all functions
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φ : T→ C such that

(3.15) ‖φ‖Mr(T) ≡ sup
z∈T
|φ(z)|+ sup

k∈Z
varr(φ,∆k) <∞.

The class Mr(T) is called the Marcinkiewicz r-class for T; with the norm
‖ · ‖Mr(T) just described, Mr(T) is a unital Banach algebra under pointwise
operations.

The classesMr(T), which consist of Fourier multipliers in various weighted
and unweighted settings, have been featured in a number of studies—e.g.,
[10], [11], and [15]. It is readily seen from (3.8) that for ψ ∈ Mr(T) and J
any compact subinterval of the open interval (0, 2π), varr(ψ(ei(·)), J) <∞,
whence the domain of definition of the function ψ# contains R\{2kπ : k ∈Z}.
In Proposition 4.9 below, the Principle of Localization for Fourier series
will be used along with [35] to deduce a counterpart for the classes Mr(T),
1 ≤ r <∞, to the pointwise convergence (3.4) of the Fourier series for Vr(T)
functions.

Notice that for any function f : T→ C,
‖f‖Mr(T) ≤ ‖f‖Vr(T),

and so Vr(T) ⊆Mr(T). Moreover, the class Mr(T) increases as r increases,
since by Jensen’s inequality, ‖·‖Mr(T) is a decreasing function of r. It is readily
seen that if φ belongs to Mr(T), then so does the function φ∗ specified on T
by writing

(3.16) φ∗(z) := φ(z−1).

Additionally, ‖φ‖Mr(T) = ‖φ∗‖Mr(T), and the Fourier transform (φ∗)∧ satis-
fies

(3.17) (φ∗)∧(k) = φ∧(k) for all k ∈ Z.
The next fact (which does not seem to be readily available in the literature)
describes how the decay rate of the Fourier coefficients of the general function
ψ ∈Mr(T) tries to imitate the behavior stipulated in (3.6) for the decay rate
of the Fourier coefficients of the general Vr(T)-function.

Theorem 3.2. If 1 ≤ r <∞, and ψ ∈Mr(T), then for each n ∈ Z\{0},
the nth Fourier coefficient of ψ satisfies

(3.18) |ψ̂(n)| ≤ Kr‖ψ‖Mr(T)|n|
−1/r log(π|n|).

Proof. Given n ∈ Z \ {0}, choose kn ∈ N such that

2knπ−1 ≤ |n| < 2kn+1π−1.

Thus |n|−1 lies in the dyadic interval (π2−kn−1, π2−kn ] = (t−kn , t−kn+1], and
so we have, in particular,

(3.19) kn ≤
log(π|n|)
log 2

.
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Upon denoting the characteristic function of an interval J ⊆ (0, 2π) by χJ ,
we see with the aid of (3.6) and repeated use of (3.8) that, for n ∈ Z \ {0},

2π|ψ̂(n)| ≤
∣∣∣t−kn�

0

ψ(eiu)e−inu du
∣∣∣

+
∣∣∣tkn+1�

t−kn

ψ(eiu)e−inu du
∣∣∣+ ∣∣∣ 2π�

tkn+1

ψ(eiu)e−inu du
∣∣∣

≤ 2‖ψ‖uπ2−kn−1 +Kr‖χ[t−kn ,tkn+1]ψ‖Vr(T)|n|
−1/r

≤ 2‖ψ‖u|n|−1 +Kr|n|−1/r
(
5‖ψ‖u + var

r
(ψ,[t−kn ,tkn+1] )

)
≤ 2‖ψ‖u|n|−1 +Kr|n|−1/r

{
5‖ψ‖u + (2kn + 1) sup

k∈Z
varr(ψ,∆k)

}
≤ 2‖ψ‖u|n|−1 +Kr|n|−1/r(2kn + 1)‖ψ‖Mr(T).

An application of (3.19) to this last inequality shows that, for arbitrary
n ∈ Z \ {0},

|ψ̂(n)| ≤ K‖ψ‖u|n|−1 +Kr‖ψ‖Mr(T)|n|
−1/r log(π|n|).

Remark 3.3. In the case r = 1, the discussion in [19, §8] observes (in
what is now archaic nomenclature and without proof) the following special-
ized form of the decay rate that has been stipulated for 1 ≤ r <∞ in (3.18)
above:

(3.20) for ψ ∈M1(T), ψ̂(n) = O(|n|−1 log |n|) as |n| → ∞.

This fact prompts Hardy and Littlewood to raise the question of whether
log |n| can be dropped from (3.20), as would be the case if ψ were of bounded
variation on all of T. They answer this question in the negative by explic-
itly constructing a counterexample in the form of a function ψ0 ∈ M1(T)
such that ψ0(e

i(·)) is an even function on R, and such that ψ0 fails to sat-
isfy

ψ̂0(n) = O(|n|−1) as |n| → ∞.

We begin the study of the interplay between our blanket hypotheses for
the operator T and the classes Mr(T) by recalling Theorem 10 of [10].

Theorem 3.4. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
< ∞, and T ∈ B(Lp(µ)) is an invertible, disjoint, modulus mean-bounded
operator, and let γ(T ) be as in (2.12):

γ(T ) = sup

{∥∥∥∥ 1

2N + 1

N∑
n=−N

|T |n
∥∥∥∥ : N ≥ 0

}
<∞.
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Then T is a trigonometrically well-bounded operator (whose spectral de-
composition we denote by E(·)), and there is a corresponding index q2 =
q2(p, γ(T )) ∈ (1,∞) with the property that for every r ∈ [1, q2), the spec-
tral integral

	
[0,2π] φ(e

it) dE(t) exists for each φ ∈ Mr(T), and the mapping

φ 7→
	⊕
[0,2π] φ(e

it) dE(t) is an identity-preserving algebra homomorphism of
Mr(T) into B(Lp(µ)) such that

(3.21)
∥∥∥ �⊕
[0,2π]

φ(eit) dE(t)
∥∥∥ ≤ Kp,r,γ(T )‖φ‖Mr(T) for all φ ∈Mr(T).

Theorem 3.4 permits us to formulate and prove the following conver-
gence theorem of independent interest for families of spectral integrals hav-
ing functions of a Marcinkiewicz r-class as integrands. This result parallels
for Marcinkiewicz r-classes and for E(·) in the present setup the result in [2,
Theorem 3.11] for spectral integrals with integrands belonging to appropri-
ate classes Vr in the setting of arbitrary spectral families of projections on
super-reflexive Banach spaces.

Theorem 3.5. Assume the hypotheses of Theorem 3.4. Let q3(T ) ∈
(1,∞) be the minimum of q2(p, γ(T )) ∈ (1,∞) in Theorem 3.4 and q1(T ) ∈
(1,∞) whose conjugate index figures in (3.11). Whenever r ∈ [1, q3), and
{φγ}γ∈Γ ⊆Mr(T) is a net such that:

(i) for each γ ∈ Γ , the function t ∈ (0, 2π) 7→ φγ(e
it) is left-continuous

on (0, 2π),
(ii) the net {φγ}γ∈Γ converges pointwise on T to a function φ :

T→ C,
(iii) sup{‖φγ‖Mr(T) : γ ∈ Γ} <∞,

then φ ∈ Mr(T), and the net {
	⊕
[0,2π] φγ(e

it) dE(t)}γ∈Γ converges in the

strong operator topology of B(Lp(µ)) to
	⊕
[0,2π] φ(e

it) dE(t).

Proof. It is clear from (ii) and (iii) that φ ∈Mr(T). By (iii) and (3.21),

(3.22) sup
{∥∥∥ �⊕

[0,2π]

φγ(e
it) dE(t)

∥∥∥ : γ ∈ Γ
}
<∞.

It is also readily seen from the properties of a spectral decomposition that,
in terms of the dyadic points of (0, 2π) in (3.14), the linear manifold⋃

n∈N
{E(tn)− E(t−n)}Lp(µ)

is norm-dense in {I − E(0)}Lp(µ). In view of this and (3.22), the proof
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reduces to showing that for each f ∈ Lp(µ) and each n ∈ N, the net{ �

[0,2π]

φγ(e
it) dE(t){E(tn)− E(t−n)}

}
f

converges in the norm topology of Lp(µ) to {
	
[0,2π] φ(e

it) dE(t){E(tn) −
E(t−n)}}f , as γ runs through Γ . In other words, it suffices for the present
theorem to show that for each f ∈ Lp(µ) and each n ∈ N,

(3.23) lim
γ

∥∥∥ �

[t−n,tn]

φγ(e
it) dE(t)f −

�

[t−n,tn]

φ(eit) dE(t)f
∥∥∥ = 0.

Since n ∈ N is fixed here, we obviously can iterate (3.8) to get

sup{varr(φγ , [t−n, tn]) : γ ∈ Γ} ≤ 2n sup{‖φγ‖Mr(T) : γ ∈ Γ} <∞,
and from this fact, together with (i), (ii), and Theorem 3.11 of [2], we im-
mediately deduce (3.23) when 1 < r < q3(T ) (for the case r = 1 of (3.23),
apply the well-known standard fact about spectral integration for nets of BV
functions recounted in [2, Theorem 2.2]).

4. Operator-valued Fourier analysis with modulus mean-bound-
ed operators. To start this section, we recall a few needed items from the
multiplier theory for discrete Ap-weighted `p-spaces. For 1 < p < ∞, and
w := {wk}∞k=−∞ ∈ Ap(Z), denote by `p(w) the corresponding Banach space
consisting of all complex-valued sequences x ≡ {xk}∞k=−∞ such that

‖x‖`p(w) :=
{ ∞∑
k=−∞

|xk|pwk
}1/p

<∞.

Definition 4.1. Suppose that 1 < p <∞, and w ∈ Ap(Z). We say that
ψ ∈ L∞(T) is a multiplier for `p(w) (in symbols, ψ ∈ Mp,w(T)) provided
that convolution by its inverse Fourier transform defines a bounded operator
on `p(w). Specifically, we require:

(i) for each x := {xk}∞k=−∞ ∈ `p(w) and each j ∈ Z, the series

(ψ∨ ∗ x)(j) :=
∞∑

k=−∞
ψ∨(j − k)xk

converges absolutely, and
(ii) the mapping S(p,w)

ψ : x 7→ ψ∨ ∗ x is a bounded linear mapping of
`p(w) into `p(w).

We then call S(p,w)
ψ the multiplier transform corresponding to ψ.

The elements of Mp,w(T) are identified modulo equality a.e. on T.
Straightforward reasoning shows thatMp,w(T) is an algebra under pointwise
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operations, and that the mapping ψ 7→ S
(p,w)
ψ is an algebra isomorphism of

Mp,w(T) into B(`p(w)). HenceMp,w(T) is a unital normed algebra under the
norm

‖ψ‖Mp,w(T) ≡ ‖S
(p,w)
ψ ‖B(`p(w)).

In fact, when furnished with this norm, Mp,w(T) is a unital Banach algebra
[7, Theorem 2.10]. (For the multiplier properties of the classes Mr(T) in the
setting of Ap(Z)-weighted sequence spaces see [10, Theorems 9 and 10, and
Remark 2].)

The next item describes multiplier regularization for the function classes
Mp,w(T) (see [6, Theorem (5.2)]).

Theorem 4.2. Suppose that 1 < p < ∞, w ∈ Ap(Z), φ ∈ Mp,w(T), and
k ∈ L1(T). Then the convolution k ∗ φ belongs to Mp,w(T), and

‖k ∗ φ‖Mp,w(T) ≤ ‖k‖L1(T)‖φ‖Mp,w(T).

The method of proof for Theorem 11 of [10] will now be adapted to
obtain the following control over operator-valued (C, 1)-means in our blanket
setting. We include this transference theorem for its independent interest,
although its estimate in (4.1) will not be needed to establish either of our two
main results (Theorems 4.7 and 4.12), and could be bypassed in §5, when
we take up applications of the present section to operator-valued Fourier
analysis for shifts on the weighted-norm spaces `p(w).

Theorem 4.3. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
<∞, and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded.
Then the index q2 = q2(p, γ(T )) ∈ (1,∞) described in Theorem 3.4 has
the property that whenever r ∈ [1, q2) and ψ ∈ Mr(T), the uniform (C, 1)-
boundedness of the series

∑∞
k=−∞ ψ̂(k)z

kT k holds. Specifically, for all n ≥ 0
and all z ∈ T,

(4.1)
∥∥∥∥ n∑
k=−n

(
1− |k|

n+ 1

)
ψ̂(k)zkT k

∥∥∥∥
B(Lp(µ))

≤ Kp,r,γ(T )‖ψ‖Mr(T).

Proof. For each non-negative integer n, we continue to denote by κn the
Fejér kernel of order n for T: κn(z) ≡

∑n
k=−n(1 − |k|/(n+ 1))zk, z ∈ T.

It is elementary that κn ≥ 0 and ‖κn‖L1(T) = 1. We first consider the case
z = 1. Free use will now be made of the notation for and properties of in-
vertible separation-preserving operators described in the latter part of §1.
For ψ ∈ Mr(T), under the present hypotheses, we fix n ≥ 0, and then ap-
ply the reasoning for the proof of Theorem 11 of [10] to the trigonometric
polynomial κn ∗ ψ, starting with use of (2.7) above. By virtue of the mul-
tiplier properties of Mr(T) for Ap(Z)-weighted sequence spaces (described
in [10, Theorems 9 and 10 and Remark 2]), this reasoning shows that for
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f ∈ Lp(µ), L ∈ N, and χL,n denoting the characteristic function, defined
on Z, of {k ∈ Z : |k| ≤ L+ n}, we have∥∥∥ n∑
ν=−n

κ̂n(ν)ψ̂(ν)T
νf
∥∥∥p
Lp(µ)

=
1

2L+ 1

�

Ω

L∑
j=−L

Jj |hj |−p
∣∣∣ ∞∑
ν=−∞

(κn ∗ ψ)∨(ν)χL,n(j − ν)hj−νΦj−νf
∣∣∣pdµ

≤ Kp,r,γ(T ) ‖ψ‖
p
Mr(T)

2L+ 2n+ 1

2L+ 1
‖f‖pLp(µ).

Upon letting L → ∞, we obtain (4.1) in the special case z = 1. For the
general w ∈ T, we replace T with wT and apply the conclusion for the
special case z = 1, while taking due account of (2.13) for w.

For a function f : T→ C and z ∈ T we signify by fz the corresponding
“rotate” of f, specified for all w ∈ T by fz(w) = f(zw). Although none of the
function classes Mr(T), 1 ≤ r <∞, is a rotation-invariant class in this sense,
the fact that under our blanket hypotheses we have γ(T ) = γ(zT ) for all
z ∈ T permits one to apply the general Banach space result [3, Theorem 2.1]
to deduce readily (see [3, (d) on pp. 29, 30]) the following generalization of
Theorem 3.4 above.

Theorem 4.4. Under the hypotheses and notation of Theorem 3.4, the
corresponding index q2 = q2(p, γ(T )) ∈ (1,∞) in its conclusion has the prop-
erty that for every r ∈ [1, q2), each φ ∈Mr(T), and every z ∈ T, the spectral
integral ΦT (z) ≡

	⊕
[0,2π] φz(e

it) dE(t) exists, equals
	⊕
[0,2π] φ(e

it) dEz(t), and
satisfies the estimate

(4.2)
∥∥∥ �⊕
[0,2π]

φz(e
it) dE(t)

∥∥∥ ≤ Kp,r,γ(T )‖φ‖Mr(T).

The next result ties our considerations in with vector-valued Fourier se-
ries.

Theorem 4.5. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
<∞, and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded.
Let E(·) be the spectral decomposition of T , and let q3(T ) ∈ (1,∞) be the
minimum of q2(p, γ(T )) ∈ (1,∞) in Theorem 3.4 and q1(T ) ∈ (1,∞) whose
conjugate index figures in (3.11). If r ∈ [1, q3) and ψ ∈Mr(T) is a continuous
function on T, we invoke Theorem 4.4 above to define the operator-valued
function ΨT : T→ B(Lp(µ)) specified by writing

ΨT (z) =
�⊕

[0,2π]

ψ(zeit) dE(t) for all z ∈ T.
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Then

(4.3) sup
z∈T
‖ΨT (z)‖B(Lp(µ)) <∞,

and for each f ∈ Lp(µ) and each k ∈ Z, the kth Fourier coefficient of the
bounded vector-valued function ΨT (·)f : T→ Lp(µ) is expressed by

(4.4) ̂(ΨT (·)f)(k) = ψ̂(k)T kf.

Proof. Let ψ ∈ Mr(T) be a continuous function. For n ∈ N, we denote
by χn the characteristic function of the union of the singleton subset {1} of
T with the subarc of T \ {1} specified in terms of the dyadic points notation
of (3.14) by {eit : t ∈ (t−n, tn]}, and we define ψn to be ψχn. Notice that
since Mr(T) is a Banach algebra, for all n ∈ N we have

‖ψn‖Mr(T) ≤ ‖χn‖Mr(T)‖ψ‖Mr(T) ≤ K‖ψ‖Mr(T).

By virtue of Theorem 3.5, (3.11), and (3.13) applied to S = zT for each
z ∈ T, the sequence {

	⊕
[0,2π] ψn(e

it) dEz(t)}∞n=1 converges in the strong op-

erator topology to
	⊕
[0,2π] ψ(e

it) dEz(t), and we see from (4.2) that for each
n ∈ N, ∥∥∥ �⊕

[0,2π]

ψn(e
it) dEz(t)

∥∥∥ ≤ Kp,r,γ(T )‖ψ‖Mr(T).

It now follows by Theorem 4.4 that for each z ∈ T, {
	⊕
[0,2π] ψn(ze

it) dE(t)}
converges in the strong operator topology to

	⊕
[0,2π] ψ(ze

it) dE(t), with

sup
{∥∥∥ �⊕

[0,2π]

ψn(ze
it) dE(t)

∥∥∥ : z ∈ T, n ∈ N
}
<∞.

Hence by Bounded Convergence, we deduce for each f ∈ Lp(µ) and each
k ∈ Z that the kth Fourier coefficient of the function ΨT (·)f : T 3 z 7→	⊕
[0,2π] ψ(ze

it) dE(t)f ∈ Lp(µ) is, as n → ∞, the limit in the norm topol-
ogy of the kth Fourier coefficient of the function (Ψn)T (·)f : T 3 z 7→	⊕
[0,2π] ψn(ze

it) dE(t)f . Since each ψn is in Vr(T), we can now apply Theo-
rem 4.1(a) of [3] to it in order to infer that the kth Fourier coefficient of
(Ψn)T (·)f is

ψ̂n(k)T
kf.

The desired conclusion is now evident, since another application of Bounded
Convergence to this context shows that, for each k ∈ Z,

lim
n
ψ̂n(k) = ψ̂(k).

The stage is now set for the following preliminary version of our first
main result in Theorem 4.7.
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Theorem 4.6. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
<∞, and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded.
Let E(·) be the spectral decomposition of T , and let q3(T ) ∈ (1,∞) be the
minimum of q2(p, γ(T )) ∈ (1,∞) in Theorem 3.4 and q1(T ) ∈ (1,∞) whose
conjugate index figures in (3.11). If also r ∈ [1, q3(T )), and ψ ∈ Mr(T)
is a continuous function on T, and f ∈ Lp(µ), then, in the notation of
Theorem 4.5, the function ΨT (·)f is continuous on T with respect to the
norm topology of Lp(µ).

Proof. It suffices to show that the function T 3 z 7→ ΨT (z)f is continuous
at z = 1 with respect to the norm topology of Lp(µ), since this outcome at
z = 1 would then automatically hold for wT and Ew(·) in place of T and E(·),
where w is an arbitrary point of T. Hence we would have

lim
z→1

∥∥∥ �⊕
[0,2π]

ψ(zeit) dEw(t)f −
�⊕

[0,2π]

ψ(eit) dEw(t)f
∥∥∥
Lp(µ)

= 0.

By virtue of Theorem 4.4, this can be rewritten as

lim
z→1

∥∥∥ �⊕
[0,2π]

ψ(eit) d(Ew)z(t)f −
�⊕

[0,2π]

ψ(weit) dE(t)f
∥∥∥
Lp(µ)

= 0.

After taking account of (3.12) in the first integral on the left, we further
apply Theorem 4.4 there to get

lim
z→1

∥∥∥ �⊕
[0,2π]

ψ(wzeit) dE(t)f −
�⊕

[0,2π]

ψ(weit) dE(t)f
∥∥∥
Lp(µ)

= 0.

So we now take up this reduction to z = 1, by showing that theB(Lp(µ))-
valued function T 3 z 7→ ΨT (z) is continuous at z = 1 with respect to
the strong operator topology of B(Lp(µ)). We continue with the notation
{tk}∞k=−∞ for the dyadic points as specified in (3.14), and observe that by
virtue of the uniform boundedness in operator norm expressed in (4.3), and
the norm density in {I − E(0)}Lp(µ) of the linear manifold

⋃∞
k=1{E(tk) −

E(t−k)}Lp(µ), the proof of the present theorem further reduces to establish-
ing that for each fixed k ∈ N, and each fixed f ∈ Lp(µ), we have

(4.5) lim
z→1
‖ΨT (z){E(tk)− E(t−k)}f − ΨT (1){E(tk)− E(t−k)}f‖ = 0.

Thus, by expressing the generic point z ∈ T in the form z = eiθ, where θ ∈ R,
we now need only show that for each fixed k ∈ N we have, with respect to
the strong operator topology of B(Lp(µ)),

(4.6) lim
θ→0

�⊕
[0,2π]

χk(t)ψ(e
iθeit) dE(t) =

�⊕
[0,2π]

χk(t)ψ(e
it) dE(t),

where χk(·) denotes the characteristic function of the interval (t−k, tk].



144 E. Berkson

We proceed to show that, with k ∈ N fixed as above, the following holds:

(4.7) sup{‖χk(·)ψ(eiθei(·))‖Vr([0,2π]) : |θ| < 2−k−2π} <∞.

The desired result (4.6) will then follow immediately from this upon appli-
cation of Theorem 3.5. Observe that

varr(χk(·)ψ(eiθei(·)), [0, 2π]) ≤ varr(χk(·)ψ(eiθei(·)), [t−k, tk]) + ‖ψ‖∞
≤ varr(ψ(e

iθei(·)), [t−k, tk]) + 2‖ψ‖∞.

Since θ is constrained to satisfy |θ| < 2−k−2π, we see that

varr(ψ(e
iθei(·)), [t−k, tk]) ≤ varr(ψ(e

i(·)), [t−k−1, tk+1]),

and this completes the proof.

The following theorem, our first main result, is an immediate consequence
of Theorem 4.6 by virtue of the vector-valued version of Fejér’s Theorem.

Theorem 4.7. Under the hypotheses and notation of Theorem 4.6, the
sequence of (C, 1)-means{ n∑

k=−n

(
1− |k|

n+ 1

)
zkψ̂(k)T kf

}∞
n=0

of the Fourier series of ΨT (·)f (f ∈ Lp(µ)) converges to ΨT (·)f uniformly in
z ∈ T, with respect to the norm topology of Lp(µ).

An obvious question arising from Theorem 4.7 is whether its implicit
pointwise (C, 1)-summability can be improved to pointwise Fourier series
convergence on T, relative to the strong operator topology. (As indicated
in §1, such strong operator-valued Fourier series convergence has recently
been shown in [3, Theorem 4.1] for trigonometrically well-bounded opera-
tors on super-reflexive Banach spaces, provided the relevant function classes
are confined to Vr(T), with the parameter r lying in an appropriate range.)
Although this question for Stieltjes convolutions defined by spectral inte-
gration in association with continuous Mr(T)-functions currently remains
unanswered, the next theorem furnishes a partial response in the affirmative
direction.

Theorem 4.8. Suppose that (Ω,µ) is a σ-finite measure space, 1<p<∞,
and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded. Let
E(·) be the spectral decomposition of T , and let q3(T ) ∈ (1,∞) be the min-
imum of q2(p, γ(T )) ∈ (1,∞) in Theorem 3.4 and q1(T ) ∈ (1,∞) whose
conjugate index figures in (3.11). If also r ∈ [1, q3(T )), and ψ ∈Mr(T) is a
continuous function on T, and f ∈ Lp(µ), then, with all convergence in the
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strong operator topology,

(4.8)
∞∑

k=−∞
ψ̂(k)T k{E(2π − δ)− E(δ)}

converges to ΨT (1){E(2π − δ)− E(δ)} for each δ ∈ (0, π), and hence

lim
δ→0

∞∑
k=−∞

ψ̂(k)T k{E(2π − δ)− E(δ)} = ΨT (1)− ψ(1)E(0).

Proof. Let ξδ denote the characteristic function of the arc {eit : δ < t ≤
2π − δ}, constrain θ to satisfy |θ| < δ/2, and define φ ∈ Vr(T) by writing
φ = ξδ/2ψ. Using standard manipulations with spectral integrals for achiev-
ing a localization, we find that

�⊕
[0,2π]

ψ(eiθeit) dE(t){E(2π − δ)− E(δ)}

=
�⊕

[0,2π]

φ(eiθeit) dE(t){E(2π − δ)− E(δ)}.

Now apply Theorem 4.1 of [3] to infer the strong convergence at eiθ of the
Fourier series for ΦT . Then use localization to obtain the convergence of
the Fourier series at z = 1 specified in (4.8), invoking its known (C, 1)-
summability spelled out by Theorem 4.7 to identify its sum.

To continue with the motif of pointwise Fourier series convergence, let us
recall the following classical result regarding Mr(T).

Proposition 4.9. If 1 ≤ r < ∞, and ψ ∈ Mr(T), then for each z =
eit ∈ T \ {1}, the Fourier series of ψ converges at z to

ψ#(t) ≡ 2−1
{

lim
x→t+

ψ(eix) + lim
x→t−

ψ(eix)
}
.

Moreover, if ψ#(0) ≡ 2−1{limx→0+ ψ(e
ix)+ limx→0− ψ(e

ix)} exists, then the
Fourier series of ψ converges at z = 1 to ψ#(0).

Proof. In the special case when 1 ≤ r < ∞ and ψ ∈ Vr(T), as noted
in (3.4), the Fourier series of ψ converges pointwise on T to ψ#(t). If now
ψ ∈ Mr(T), then for each N ∈ N, let ζN denote the characteristic function
defined on [0, 2π] of the open interval having the dyadic points t−N and tN
as its end-points, and let ψN ∈ Vr(T) be specified by writing ψN = ζN ψ.
Applying the Principle of Localization for Fourier Series (see, e.g., [25, p. 54])
to ψ and ψN , we can now see that the Fourier series of ψ converges pointwise
to ψ#(t) on each open interval (t−N , tN ), N ∈ N. The final assertion of
Proposition 4.9 follows from [35, Theorem 1] (which is readily seen to imply
that it suffices for the convergence of the Fourier series of ψ at z = 1 that this
Fourier series merely be (C, ς)-summable at z = 1 for some ς ∈ (−1.∞)).
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We now turn to the realm of Tauberian theorems to seek a method for
converting the (C, 1)-summability of Theorem 4.7 to strong Fourier series
convergence pointwise by way of convenient side condition(s) on the Fourier
coefficients of the continuous function ψ ∈ Mr(T) alone. The spirit of the
following special case of the “fixed sector” Tauberian theorem of Lukács [27]
(more specifically, the manipulations involved in the reasoning in [27]) will
now be shown to afford such an approach, culminating in our second main
theorem (Theorem 4.12).

Theorem 4.10. Suppose that α, β are real numbers such that α ≤ β <
α+ π, and let Sα,β be the sector specified by writing Sα,β={reiθ ∈ C : r ≥ 0,

α ≤ θ ≤ β}. If
∑∞

k=−∞ ak is a (C, 1)-summable series of complex numbers
such that

{ak : k ∈ Z \ {0}} ⊆ Sα,β,

then
∑∞

k=−∞ ak is convergent in C.

Notice that Sα,β is a closed convex subset of C which is invariant un-
der multiplication by all non-negative real numbers. Consequently, when-
ever w1 ∈ Sα,β and w2 ∈ Sα,β , then the sector Sα,β must also contain
w1+w2 = 2(w1+w2

2 ). For our operator-theoretic environment we shall employ
the following tool, to be used farther down in conjunction with the methods
in [27].

Lemma 4.11. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
<∞, and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded.
Let E(·) be the spectral decomposition of T , and let q4(T ) ∈ (1,∞) be the
minimum of q2(p, γ(T )) ∈ (1,∞) in Theorem 3.4, q1(T ) ∈ (1,∞), and
q1(|T |) ∈ (1,∞). If r ∈ [1, q4(T )), while ψ ∈Mr(T) is a continuous function
on T such that ψ̂(k) ≥ 0 for k ∈ Z \ {0}, and f ∈ Lp(µ), then, with respect
to the norm topology of Lp(µ), the Fourier series of ΨT (·)f converges at
z = 1 to ΨT (1)f . Moreover, the following estimate holds:

(4.9) sup
n∈N

∥∥∥ n∑
k=−n

ψ̂(k)T k
∥∥∥
B(Lp(µ))

≤ Kp,r,γ(T )‖ψ‖Mr(T).

Proof. In view of Theorem 4.7, the sum of the Fourier series of ΨT (·)f
at z = 1 will be identified as required once we prove that

(4.10)
∞∑

k=−∞
ψ̂(k)T kf

converges in the norm topology of Lp(µ). Denote the conjugate index of
p by p′. We first demonstrate (4.9), noting to begin with that elementary
considerations with scalar series having all but finitely many terms non-
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negative, taken in conjunction with an application of Theorem 4.7 to |T | in
place of T , provide that whenever F ∈ Lp(µ), G ∈ Lp′(µ) are non-negative-
valued functions, the series

∞∑
k=−∞

ψ̂(k)
�

Ω

(|T |kF )Gdµ

converges to
	
Ω(Ψ|T |(1)F )Gdµ. It now follows by invoking (4.2) that

∞∑
k=−∞

ψ̂(k)
�

Ω

(|T |kF )Gdµ ≤ Kp,r,γ(T )‖ψ‖Mr(T)‖F‖Lp(µ)‖G‖Lp′ (µ).

Hence for n ∈ N we have∑
0<|k|≤n

ψ̂(k)
�

Ω

(|T |kF )Gdµ ≤ Kp,r,γ(T )‖ψ‖Mr(T)‖F‖Lp(µ)‖G‖Lp′ (µ).

It follows readily that

(4.11) sup
n∈N

∥∥∥ ∑
0<|k|≤n

ψ̂(k)|T |k
∥∥∥
B(Lp(µ))

≤ Kp,r,γ(T )‖ψ‖Mr(T).

Combining this with the pointwise a.e. estimate

(4.12)
∣∣∣ ∑
0<|k|≤n

ψ̂(k)T kf
∣∣∣ ≤ ∑

0<|k|≤n

ψ̂(k)|T |k(|f |),

we get (4.9).
To complete the proof of this lemma, we now show that for each f ∈Lp(µ),

the series in (4.10) converges in the norm topology of Lp(µ). From (4.11) in
conjunction with Fatou’s Lemma, we infer that the series defined pointwise
µ-a.e. on Ω by

(4.13)
∞∑

k=−∞
ψ̂(k)|T |k(|f |)

itself defines a function belonging to Lp(µ). Otherwise expressed, we have
now established the pointwise absolute convergence µ-a.e. of the series∑∞

k=−∞ ψ̂(k)T
kf , and so from (4.12) together with the Dominated Con-

vergence Theorem we deduce the convergence of
∑∞

k=−∞ ψ̂(k)T
kf in the

norm topology of Lp(µ).

The stage is now set for our second main result, which is stated as the
following full-fledged “operator-theoretic” Tauberian theorem.

Theorem 4.12. Suppose that (Ω,µ) is a σ-finite measure space, 1 < p
<∞, and T ∈ B(Lp(µ)) is invertible, disjoint, and modulus mean-bounded.
Let q4(T ) ∈ (1,∞) be as in Lemma 4.11. Suppose that r ∈ [1, q4(T )), and
ψ ∈Mr(T) is a continuous function on T. Suppose that α, β are real numbers
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satisfying:

(i) α ≤ β < α+ π, and
(ii) ψ̂(Z \ {0}) ⊆ Sα,β (in the notation of Theorem 4.10).

Then for each f ∈ Lp(µ), and each z ∈ T, the Fourier series of ΨT (·)f con-
verges at z to ΨT (z)f with respect to the norm topology of Lp(µ). Moreover,
the following estimate holds:

(4.14) sup
{∥∥∥ n∑

k=−n
ψ̂(k)zkT k

∥∥∥
B(Lp(µ))

: n ∈ N
}

≤ Kp,r,γ(T )

(
sec

(
β − α
2

))
‖ψ‖Mr(T)

for each z ∈ T.
Proof. Once the convergence in the norm topology of the Fourier series

is established at each z, the identification of its sum as ΨT (z)f follows im-
mediately from Theorem 4.7. So the demonstration will now address the
required Fourier series convergence and the desired estimate in (4.14). Let
us note at the outset that it is enough to establish each of these conclusions
in the special case z = 1, since we could then replace T by zT , for arbi-
trary z ∈ T. So we shall establish these two conclusions while confining our
attention to the case z = 1. The approach we shall follow is an adaptation
of the Tauberian-type scalar reasoning in [27] (we shall rely on the above
Lemma 4.11 rather than the Tauberian theorem of Landau applied by [27]
to scalar series).

Put ζ = (a+ β)/2. Clearly the desired series convergence is equivalent
to that of the series

∑∞
k=−∞ e

−iζψ̂(k)T kf , and the corresponding desired
estimates are identical. Put θ0 = (β − α)/2. Thus, 0 ≤ θ0 < π/2, and
{e−iζψ̂(k) : k ∈ Z \ {0}} ⊆ S−θ0,θ0 . Hence for both the desired conclusions
we can assume without loss of generality that

{ψ̂(k) : k ∈ Z \ {0}} ⊆ S−θ0,θ0 , where 0 ≤ θ0 < π/2.

It follows that for k ∈ Z \ {0}, the real part of ψ̂(k) (denoted <(ψ̂(k)))
satisfies <(ψ̂(k)) ≥ 0. In terms of the function ψ∗ defined by (3.16), we have
<(ψ̂) ≡

(ψ+ψ∗
2

)∧, and so an application of Lemma 4.11 shows that

(4.15)
∞∑

k=−∞
<(ψ̂(k))T kf

converges in the norm topology of Lp(µ), and that

(4.16) sup
{∥∥∥ n∑

k=−n
<(ψ̂(k))T k

∥∥∥
B(Lp(µ))

: n ∈ N
}
≤ Kp,r,γ(T )‖ψ‖Mr(T).
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We now pass to the series
∑∞

k=−∞ e
iθ0ψ̂(k)T kf , working in this situation

with the imaginary parts

=(eiθ0ψ̂(k)) :=
(
eiθ0ψ − (eiθ0ψ)∗

2i

)∧
(k).

Since =(eiθ0ψ̂(k)) ≥ 0 for k ∈ Z\{0}, an application of Lemma 4.11 provides
here the convergence in the norm topology of the series

(4.17)
∞∑

k=−∞
=(eiθ0ψ̂(k))T kf,

along with the estimate

(4.18) sup
{∥∥∥ n∑

k=−n
=(eiθ0ψ̂(k))T k

∥∥∥
B(Lp(µ))

: n ∈ N
}
≤ Kp,r,γ(T )‖ψ‖Mr(T).

Since for all k ∈ Z, =(eiθ0ψ̂(k)) = <(ψ̂(k)) sin θ0 + =(ψ̂(k)) cos θ0, it is
clear from the convergence in the norm topology of the series in (4.15) and
(4.17) that

∑∞
k=−∞ ψ̂(k)T

kf converges in the norm topology. Moreover, by
taking due account of the estimates (4.16), (4.18) we find that

sup
{∥∥∥ n∑

k=−n
=(ψ̂(k))T k

∥∥∥
B(Lp(µ))

: n ∈ N
}
≤ Kp,r,γ(T )(sec θ0)‖ψ‖Mr(T),

and the relevant form of (4.14) follows from this and (4.16).

5. Examples and some applications to Fourier multiplier theory.
In this section, we present some examples illustrating (and expanding on)
our blanket framework (the hypotheses and equivalent conditions (i)–(iii) in
Theorem 2.5).

Example 5.1. For the background details of this genre of examples
based on shift operators, we refer the reader to [11] (mainly to Theorem 3.3,
Corollary 3.5, and Proposition 3.8 therein). Suppose that 1 < p < ∞ and
w = {wk}∞k=−∞ ∈ Ap(Z). For the σ-finite measure space of this example, we
take Z, with each k ∈ Z a point mass having measure wk. The correspond-
ing Lp-space is thereby specialized to be `p(w). In this example, we also
specialize the operator T of our blanket hypotheses to be the left bilateral
shift L ∈ B(`p(w)), which is the positive, invertible, disjoint, and mean-
bounded operator defined on `p(w) by putting Lx := {xk+1}∞k=−∞ for each
x = {xk}∞k=−∞ ∈ `p(w). (We remark in passing that, in the context of L, for
each ν ∈ Z, the Ap(Z) weight sequence specified in Theorem 2.5(iii) above
specializes to become {wν+kw−1ν }∞k=−∞.) It is easily seen that, for each n ∈ Z,

(5.1) ‖Ln‖B(`p(w)) = sup

{(
wk−n
wk

)1/p

: k ∈ Z
}
.
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From this, we can readily produce a collection of concrete weights w ∈ Ap(Z)
such that supn∈Z ‖Ln‖B(`p(w)) = ∞. Specifically, let α ∈ R with 0 < α

< p−1. Then (as covered in [11, Proposition 3.8]) the Ap(Z) condition is sat-
isfied by the weight sequence w(α) defined by w(α)(0) = 1, and w(α)(k) = |k|α
for k ∈ Z \ {0}. Elementary calculations proceeding from (5.1) readily show
that, for all n ∈ Z,

‖Ln‖B(`p(w(α))) = (|n|+ 1)α/p.

So, in particular, an operator T satisfying the hypotheses and the equiv-
alent conditions (i)–(iii) stated in the conclusion of Theorem 2.5 need not
be power-bounded. An additional genre of examples illustrating that the
trigonometrically well-bounded operator T of our blanket hypotheses need
not be power-bounded is furnished by the following proposition (see [6, Pro-
position at the bottom of p. 1177]).

Proposition 5.2. Suppose that 1 < p < ∞, (Y,S, λ) is a non-atomic
measure space such that 0 < λ(Y ) < ∞, and τ is a one-to-one mapping of
Y onto Y which is measure-preserving and ergodic for (Y,S, λ). Then there
is a finite measure ρ defined on S and equivalent to λ such that the compo-
sition mapping T : g 7→ g(τ(·)) is a trigonometrically well-bounded operator
on Lp(ρ) such that T and T−1 are positive, T is separation-preserving and
mean-bounded, and satisfies

sup
n∈Z
‖Tn‖B(Lp(ρ)) =∞.

The remainder of this section will be devoted to examining the operator-
ergodic Fourier analysis associated with functions of the Marcinkiewicz r-
classes, when we specialize our blanket hypotheses for T ∈ B(Lp(µ)) to the
framework of the left bilateral shift L ∈ B(`p(w)), w = {wk}∞k=−∞ ∈ Ap(Z).
To illustrate the ties among our blanket hypotheses, spectral theory, and
multiplier theory for weighted spaces, we begin the discussion by recalling
the following proposition. It should be mentioned here that, besides illustrat-
ing the preceding sections, this specialized context can sometimes provide
valuable results that, as in the proof of Theorem 4.3 above, transfer to our
general blanket context of T ∈ B(Lp(µ)).

Proposition 5.3. Suppose that 1<p<∞, and w= {wk}∞k=−∞∈Ap(Z).
Then the left shift L is a trigonometrically well-bounded operator on `p(w),
and the spectral decomposition E(·) of L can be described as follows. For
0 ≤ t < 2π, denote by φ[0,t] the characteristic function defined on T of the
arc {eis : 0 ≤ s ≤ t}. Then φ[0,t] is a multiplier for `p(w) whose corresponding
multiplier transform Sφφ[0,t]

coincides with E(t). (In particular, E(0) = 0.) If
f : T → C is a bounded function such that f is continuous a.e. on T with
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respect to Haar measure, and the spectral integral

(5.2)
�

[0,2π]

f(eit) dE(t)

exists, then f is a multiplier for `p(w) whose corresponding multiplier trans-
form S

(p,w)
f coincides with the spectral integral in (5.2).

Proof. Use Scholium (5.13) of [6] to adapt the method of proof for The-
orem 4.3 in [9] to the present circumstances.

We now fix q3 = q3(L) ∈ (1,∞) in accordance with Theorem 4.6 (note
also that since L is positivity-preserving, q4(L) in Lemma 4.11 coincides
with q3(L)). By using Theorem 4.4 in conjunction with Proposition 5.3, we
easily arrive at the following variant of Theorem 9 of [10]: if r ∈ [1, q3(L)),
and ψ ∈Mr(T), and z ∈ T, then ψz is a multiplier for `p(w) whose multiplier
transform S

(p,w)
ψz

∈ B(`p(w)) coincides with
	
[0,2π] ψ(ze

it) dE(t) = ΨL(z), and
satisfies

(5.3) ‖S(p,w)
ψz
‖ ≤ Kp,r,γ(L)‖ψ‖Mr(T).

We continue henceforth to let r ∈ [1, q3(L)), and to let ψ belong to
Mr(T). In specializing the considerations of §4 to the discrete weighted set-
ting, we shall (except in Theorem 5.6 below) be able to avoid the imposition
of any extra continuity condition on ψ (in contrast to the continuity hypoth-
esis on ψ imposed in Theorems 4.5–4.7). This is a dividend of the direct
spatial role played by the rich multiplier theory available in the weighted
space setting. For each z ∈ T, we define the linear isometry Vz of `p(w) onto
`p(w) by writing, for each x ≡ {xk}∞k=−∞ ∈ `p(w),

(5.4) Vz(x) = {z−kxk}∞k=−∞.

It is elementary to verify by direct calculations that

S
(p,w)
ψz−1

= Vz−1S
(p,w)
ψ Vz,

and consequently we have

(5.5) ‖S(p,w)
ψz−1
‖B(`p(w)) = ‖S

(p,w)
ψ ‖B(`p(w)).

For each fixed m ∈ Z, let us denote by y(m) = {y(m)
k }

∞
k=−∞ ∈ `p(w)

the vector whose coordinates are defined in terms of Kronecker’s delta by
y
(m)
k = δm,k. Notice in particular that for each z ∈ T, `p(w) 3 S(p,w)

ψz−1
(y(m)) =

{zk−mψ∨(k − m)}∞k=−∞. Next let us define the function Ym : T 3 z 7→
`p(w) by writing Ym(z) = S

(p,w)
ψz−1

(y(m)). Then Ym is a continuous mapping
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of T into `p(w), since for ε > 0, there is N ∈ N such that∑
|k|>N

|ψ∨(k −m)|pwk < ε,

and consequently, for arbitrary z0 ∈ T, z ∈ T, we have

‖Ym(z)−Ym(z0)‖p`p(w) ≤
N∑

k=−N
|(zk−m − zk−m0 )ψ∨(k −m)|pwk + 2pε.

This establishes the pointwise continuity of Ym, and since the vectors y(m),
m ∈ Z, span a linear manifold that is dense in the norm topology of `p(w), we
can combine this continuity with (5.5) to deduce that the mapping z 7→ S

(p,w)
ψz

is continuous on T with respect to the strong operator topology of B(`p(w)).
It is readily seen by direct calculation that for each ν ∈ Z, the map-

ping Ŷm(ν), which is defined by `p(w)-valued Bochner integration as
(2π)−1

	2π
0 Ym(e

iθ)e−iνθ dθ, can be expressed by

Ŷm(ν) = ψ̂(−ν)y(m+ν) = ψ̂(−ν)L−ν(y(m)).

Straightforward calculations proceeding from this show that for each x ∈
`p(w), the function T 3 z 7→ S

(p,w)
ψz

x has vector-valued Fourier coefficient
sequence {ψ̂(k)Lk(x)}∞k=−∞. Recalling (4.1) gives us

(5.6) sup

{∥∥∥∥ n∑
k=−n

(
1− |k|

n+ 1

)
ψ̂(k)zkLk

∥∥∥∥
B(`p(w))

: n ≥ 0, z ∈ T
}

≤ Kp,r,γ(L)‖ψ‖Mr(T),

and so we have arrived at the following theorem.

Theorem 5.4. Let L be the left bilateral shift on `p(w), where 1<p<∞,
and w := {wk}∞k=−∞ is a weight sequence belonging to Ap(Z), let E(·) be the
spectral decomposition of L, and let q3 = q3(L) ∈ (1,∞) be the minimum
of q2(p, γ(L)) ∈ (1,∞) as described in Theorem 3.4 and q1(L) ∈ (1,∞)
whose conjugate index satisfies (3.11). Then, in the preceding notation, the
following hold whenever r ∈ [1, q3(L)) and ψ ∈Mr(T):

(i) The B(`p(w))-valued function ΨL defined on T by writing

ΨL(z) :=
�

[0,2π]

ψ(zeit) dE(t) = S
(p,w)
ψz

satisfies (5.3) and (5.5).
(ii) The operator-valued Fourier transform (with respect to the strong

operator topology of B(`p(w))) of the function ΨL(·) in (i) is given
by {ψ̂(k)Lk}∞k=−∞.
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(iii) The mapping ΨL in (i) is continuous on T with respect to the strong
operator topology of B(`p(w)), and hence by the vector-valued ver-
sion of Fejér’s Theorem, for each x ∈ `p(w) the (C, 1)-means of
the Fourier series of ΨL(·)x converge uniformly on T to ΨL(·)x with
respect to the norm topology of `p(w).

(iv) The global estimate for (C, 1)-averages expressed by (5.6) holds.
Remark 5.5. The estimate in (5.6) also follows immediately (without

reliance on (4.1)) from Theorem 5.4(ii),(iii) combined with (5.3).
We close with the following Tauberian-type theorem, which directly spe-

cializes Theorem 4.12 to the present context.
Theorem 5.6. Assume the hypotheses of Theorem 5.4, with r ∈ [1, q3(L)),

and ψ ∈ Mr(T). Suppose further that the function ψ is continuous on T,
and that, in the notation of Theorem 4.12, {ψ̂(k) : k ∈ Z \ {0}} ⊆ Sα,β
for some real numbers α, β such that α ≤ β < α + π. Then for each x :=
{xk}∞k=−∞ ∈ `p(w), the Fourier series

∞∑
k=−∞

zkψ̂(k)Lkx

of ΨL(·)x converges at every z ∈ T to ΨL(z)x in the norm topology of `p(w).
Moreover,

sup
{∥∥∥ n∑

k=−n
zkψ̂(k)Lk

∥∥∥
B(`p(w))

: n ∈ N, z ∈ T
}

≤ Kp,r,γ(L)

(
sec

β − α
2

)
‖ψ‖Mr(T).
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