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A class of stationary stochastic processes

by

Victor D. Didenko and Natalia A. Rozhenko (Brunei)

Abstract. Regular stationary stochastic vector processes whose spectral densities
are the boundary values of matrix functions with bounded Nevanlinna characteristic are
considered. A criterion for the representability of such processes as output data of linear
time invariant dynamical systems is established.

1. Introduction. The theory of stochastic realizations deals with the
modeling of random processes. For a given random vector process y(t) =
{yj(t)}pj=1, t ∈ Z, one has to define its representations in simpler terms. In
particular, the problem of stochastic realization is to construct models of
stationary random processes of the form

(1.1)

{
x(t+ 1) = Ax(t) +Kw(t),

y(t) = Cx(t) + Lw(t).

Here w(t) is a white noise, i.e. a stationary random process such that

E{w(t)} = 0, E{w(t+ τ)w(t)∗} = Iδ(τ),

where E is mathematical expectation and δ denotes the Kronecker function.
Such a representation is called a linear realization of the stationary random
process y(t). The properties of all objects in such a realization are defined by
the spectral density ρ of the process under consideration (for the definition
of the spectral density see e.g. [Roz, p. 30]).

It is worth noting that stochastic realization plays an important role in
various applications. In particular, linear realization models are a departure
point for the prediction of random processes, controllability and Kalman
filters. This leads immediately to stationary Kalman filters. More precisely,
stationary random processes with rational spectral densities admit minimal
realizations with finite-dimensional space of inner states, which are such
filters.
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Linear stochastic realizations originated in works of A. Lindquist, G. Picci,
M. Pavon and their colleagues (see [LPa], [LPi1]–[LPi3]). They used a geo-
metrical approach—viz. the method of Markovian splitting subspaces based
on Lax–Phillips scattering theory [LPh] and also on various results from pre-
diction theory and from the filtering of random processes [KFA], [Kal], [Kai],
[Roz], [WM1]–[WM3]. In particular, real-valued random processes with ra-
tional spectral densities naturally arise in applications, so they attract the
most attention. On the other hand, realizations of p-dimensional regular
wide-sense stationary process y(t), t ∈ Z, of rank m as an output of a pas-
sive linear two-side stable system have been studied in [AR3], [R]. In such
a model, the inner states x(t) vanish at −∞. Moreover, the input data of
the above mentioned system are the values of an m-dimensional white noise
process w(t). Note that the corresponding results are based on the Darling-
ton method [D], [A1] for passive impedance systems with losses of scattering
channels [AR1], [AR2]. Thus the set of linear passive realizations was pa-
rameterized and special minimal, minimal and optimal, as well as minimal
and ∗-optimal realizations coinciding with stationary Kalman filters [KFA]
have been found. Random processes y(t) whose spectral density ρ(eiµ) is the
boundary value of a matrix function ρ(z) of rank m with bounded Nevan-
linna characteristic have been considered in [R], [AR3].

The present paper is devoted to the representability of stationary ran-
dom processes as output data of stochastic systems (1.1). We show that
the theory of stochastic realizations deals, in fact, with random processes
with spectral density of bounded Nevanlinna characteristic. Note that all
the stationary stochastic processes considered in [R] and [AR3] are covered
by Theorem 3.2 below.

Let us introduce the notation used throughout. First of all, all Hilbert
spaces considered are separable and ‘subspace’ always means a closed sub-
space. Further, let D := {z ∈ C : |z| < 1} be the unit disc bounded by the
unit circle T, and let De := {z ∈ C : 1 < |z| ≤ ∞} be the exterior of T in
the extended complex plane C := C ∪ {∞}.

If Dα ⊂ D, α ∈ A, is a family of subsets of a vector space D, then by∨
α∈ADα we denote the closed linear span of vectors from Dα when α runs

through A. In addition, if X is a subspace of the Hilbert space H, then PX
denotes the orthogonal projection on X , and if A is a linear operator acting
on H, then A|X refers to the restriction of A to X . Also we denote by AT

the transpose of a matrix A.
Further, if X is a set, then X p×q is the set of all p × q matrices with

entries from X . As usual, instead of X p×1 we write X p.

2. Preliminaries. In this section we recall some notions and results of
the theory of stochastic realizations of stationary random processes [LPa],
[LPi1]–[LPi3], [R], [AR3].
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Let H be a Hilbert space with a unitary operator U : H → H. Assume
that H− and H+ are subspaces of H such that H− ∨H+ is invariant with
respect to U and U∗, and U∗H− ⊂ H−, UH+ ⊂ H+.

Definition 2.1. A subspace X ⊂ H is called a splitting subspace of H
if for any α ∈ H− and β ∈ H+,

(2.1) (α− PXα, β − PXβ) = 0.

Condition (2.1) is equivalent to the following two relations:

• PX∨H+α = PXα for all α ∈ H−,
• PX∨H−β = PXβ for all β ∈ H+.

A splitting subspace X is called minimal if it does not contain any other
splitting subspace as a proper subset. Note that H−, H+ and H are splitting
subspaces but they are not minimal.

A subspace X ⊂ H is splitting if and only if X = H−∩H+ for some pair
(H−,H+) of subspaces such that H− ⊂ H−, H+ ⊂ H+ and

(α− PXα, β − PXβ) = 0, ∀α ∈ H−, ∀β ∈ H+.

In stochastic realizations such a pair (H−,H+) of subspaces is called a scat-
tering pair of X, due to certain similarities to incoming and outgoing wave-
subspaces in Lax–Philips scattering theory [LPh].

Splitting subspaces play an important role in stochastic realizations of
stationary random processes. In particular, we will consider Markovian split-
ting subspaces. Recall that a splitting subspace X is called Markovian if
there exists a scattering pair (H−,H+) of X such that

U∗H− ⊂ H− and UH+ ⊂ H+.

Further, let y(t) = {yk(t)}pk=1 be a wide-sense stationary regular random
process with spectral density ρ(µ) of rank m generating the Hilbert space

H(y) =
∨

t∈Z, 1≤k≤p
{yk(t)}.

Note that H(y) is a subspace of the space H of all complex random variables
ξ, defined on a probability space Ω, having finite mathematical expectation
E |ξ|2 and, consequently, finite mean and dispersion. The scalar product in
H is defined by

〈ξ, η〉 = E{ξη̄}, ξ, η ∈ H.

In H, random variables that coincide with probability 1 are identified.

It is easily seen that

H(y) = H−(y) ∨H+(y),
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where H−(y) is the past space constructed from y(t) similarly to the space
H(y) but for the random process {. . . , y(−2), y(−1)}, and H+(y) is the
future space generated by {y(0), y(1), . . .}.

Definition 2.2 ([LPa], [LPi1]). The triplet (H, U,X) is said to be a
Markovian representation of the random process y(t) if X is a Markovian
splitting subspace of the Hilbert space H of random variables and if U :
H → H is a unitary shift operator such that

(1) H(y) ⊂ H and H(y) is an invariant subspace for U and U∗;
(2) U |H(y) is the natural shift on H(y), i.e.

Uyk(t) = yk(t+ 1), k = 1, . . . , p;

(3) H can be represented as

H = H(y) ∨
∞∨

t=−∞
U tX,

and it has a finite number of cyclic generating elements.

Let H ⊃ H(y) be a Hilbert space of random variables with a shift U on
H(y) satisfying (2) of Definition 2.2, and let X be a subspace of H such that

H = H(y) ∨
∞∨

t=−∞
U tX.

It is known [LPa], [LPi1]–[LPi3] that the triple (H, U,X) is a Markovian
representation of y(t) if and only if there is a pair (H−,H+) of subspaces
of H satisfying the following conditions:

• X = H− ∩H+;
• H = H⊥− ⊕X ⊕H⊥+;
• H−(y) ⊂ H− and H+(y) ⊂ H+;
• U∗H− ⊂ H− and UH+ ⊂ H+.

We then write X ∼ (H,H+). Let us emphasize that the pair (H−,H+) is
uniquely determined by X in the sense that

H− = H−(y) ∨
0∨

t=−∞
U tX, H+ = H+(y) ∨

∞∨
t=0

U tX.

A Markovian representation (H, U,X) is called minimal if X is a minimal
Markovian splitting subspace. This is true if and only if

H− = H−(y) ∨H⊥+, H+ = H+(y) ∨H⊥−.
In view of (2.1), in stochastic realization theory, splitting Markovian sub-
spaces are interpreted as dynamical memory or sufficient statistic which
contains information about the past and is needed to predict the future.
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The Markovian splitting subspace X ∼ (H−,H+) defines the operators

U(X) := PXU |X , U(X)∗ := PXU
∗|X .

Moreover, the operators

Ut(X) := PXU
t|X , t ≥ 0, Ut(X)∗ := PX(U∗)t|X , t ≥ 0,

have the properties

Us(X)Ut(X) = Us+t(X), Us(X)∗Ut(X)∗ = Us+t(X)∗,

Ut(X) = U(X)t, Ut(X)∗ = [U(X)∗]t,

and for any η ∈ X and any t ≥ 0 one has

PH−U
−tη = Ut(X)∗η, PH+U

tη = Ut(X)η.

The Markovian splitting space X = H− ∩ H+ is said to be proper if the
subspaces H− and H+ satisfy the conditions

(2.2)

∞∨
t=−∞

U tH⊥− = H,
∞∨

t=−∞
U tH⊥+ = H.

Since U∗H− ⊂ H− and UH+ ⊂ H+, conditions (2.2) are equivalent to

(2.3)
∞⋂
t=0

(U∗)tH− = {0},
∞⋂
t=0

U tH+ = {0}.

If X = H−∩H+ is a proper Markovian splitting subspace, then for all η ∈ X
and all t ≥ 0,

(2.4)
‖Ut(X)η‖ = ‖PH−U

tη‖ = ‖PU−tH−η‖,
‖Ut(X)∗η‖ = ‖PH+U

−tη‖ = ‖PUtH+
η‖.

Equations (2.3) and (2.4) imply that both U(X)t and [U(X)∗]t converge
strongly to zero as t→∞.

Finally, a Markovian representation (H, U,X) of the random process y(t)
is called proper if X is a proper Markovian splitting space.

Let y(t) = {yk(t)}pk=1 be a wide-sense regular stationary random process
with spectral density ρ(µ) of rank m ≤ p generating a Hilbert space H(y).
Realizations of y as the output of the stochastic systems

(2.5)

{
xf (t+ 1) = Axf (t) +Kwf (t),

y(t) = Cxf (t) + Lwf (t),
t ∈ Z,

and

(2.6)

{
xb(t− 1) = Ãxb(t) + K̃wb(t),

y(t) = C̃xb(t) + L̃wb(t),
t ∈ Z,

have been considered in [LPa], [LPi1]–[LPi3], [R], [AR3]. The systems (2.5)
and (2.6) evolve forward and backward in time, respectively, where wf
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and wb are white noise processes of order m with the property

(2.7) H(wf ) = H(wb).

Set
H := H(wf ) = H(wb),

and note that H(y) ⊆ H. Moreover, xf and xb are inner state processes such
that xb(t− 1) = xf (t) and

(2.8) lim
t→−∞

xf (t) = lim
t→∞

xb(t) = 0.

It is also worth noting that the bounded linear operators A,K,C,L, Ã, K̃, C̃,
and L̃ act in the Hilbert space H and satisfy the relations

(2.9)
Ã = A∗, I = AA∗ +KK∗ = A∗A+ K̃K̃∗,

C̃ = CA∗ + LK∗, C = C̃A+ L̃K̃∗,

(2.10) E{y(0)y(0)∗} = CC∗ + LL∗ = C̃C̃∗ + L̃L̃∗.

It was shown in [LPi1] that each proper Markovian representation
(H, U,X) with X = H− ∩H+ of a random process {y(t)} has a pair of dual
stochastic realizations (2.5) and (2.6) satisfying (2.7)–(2.10) and such that

H+ = H+(wf ), H− = H−(wb).

3. Solvability of the stochastic realization problem. In this sec-
tion we establish a criterion for the solvability of the stochastic realization
problem for a stationary random process y(t), t ∈ Z, with spectral density ρ.

Let Lp×q2 = Lp×q2 (T) be the set of all Lebesgue measurable p× q matrix
functions f = f(ζ) such that

‖f‖22 =
1

2π

�

T

trace{f(ζ)∗f(ζ)} |dζ| <∞.

Consider also the space Hp×q
2 := Hp×q

2 (D) of all p × q matrix functions f
which are holomorphic in D and such that

(3.1) ‖f‖22 = sup
0≤r<1

�

T

trace{f(rζ)∗f(rζ)} |dζ| <∞.

Other relevant classes of holomorphic functions include the Carathéodory
class Cp×p = Cp×p(D) which consists of p×p matrix functions c(z) such that
Re c(z) ≥ 0, z ∈ D, and the Schur class Sp×q = Sp×q(D) of p × q matrix
functions s(z) such that s(z)∗s(z) ≤ Iq, z ∈ D.

A matrix function s ∈ Sp×q is inner (resp. *-inner) if s(ζ)∗s(ζ) = Iq
(resp. s(ζ)s(ζ)∗ = Ip) for almost all ζ ∈ T. The class of inner matrix func-

tions is denoted by Sp×qin , and that of *-inner matrix functions by Sp×qin∗ . Note
that these classes are nonempty if, respectively, p ≥ q and p ≤ q. In the case
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p = q we have Sp×pin = Sp×pin∗ [AR1], and the corresponding matrix functions
are called bi-inner.

Let us introduce the class Np×q of all meromorphic matrix functions f(z)
in D with bounded Nevanlinna characteristic. This class consists of matrix
functions which can be represented as

f = h−1g,

where g is a holomorphic bounded p × q matrix function in D and h is a
holomorphic bounded scalar function in D.

Recall that Np×q contains the classes Hp×q
2 , Sp×q and also the class Cp×p

if p = q. Moreover, each f ∈ Np×q has nontangential boundary values f(ζ)
almost everywhere on the unit circle T. Therefore, the limit

f(ζ) = lim
r↑1

f(rζ)

exists for almost all ζ ∈ T, and f is uniquely determined by the boundary
values f(ζ). In fact, Hp×q

2 = {f(ζ) ∈ Lp×q2 : f(ζ) =
∑∞

k=0 f̂kζ
k} can be

identified with the Hardy space of matrix valued functions f(z) =
∑∞

k=0 f̂kz
k

defined on D and satisfying (3.1). The orthogonal complement of Hp×q
2 in

the space Lp×q2 is denoted by Kp×q
2 . Thus Lp×q2 = Hp×q

2 ⊕Kp×q
2 , where

Kp×q
2 =

{
f(ζ) ∈ Lp×q2 : f(ζ) =

−1∑
k=−∞

f̂kζ
k
}
.

We also consider the subclass Πp×q of all f ∈ Np×q which have meromor-
phic pseudo-continuation in De. Thus, if f ∈ Πp×q, then there is a function
f− meromorphic in De such that f−(1/z̄)∗ ∈ Np×q and

f(ζ) := lim
r↑1

f(rζ) = lim
r↓1

f−(rζ)

for almost all ζ ∈ T.
For any class X p×q of matrix functions, we write X p×qΠ for X p×q∩Πp×q.
Now consider a stationary stochastic process y(t) = {yk(t)}pk=1 of rank m

with spectral density ρ(eiµ). Let

R(t) = {Rkj(t)}pk,j=1 := {Eyk(s+ t)yj(s)}pk,j=1

be the correlation function of y(t). In this case [Roz],

R(t) =

π�

−π
e−itµρ(eiµ) dµ,

and the matrix function

(3.2) cρ(z) :=
1

2
R(0) +

∞∑
k=1

R(k)zk =
1

2

π�

−π

eiµ + z

eiµ − z
ρ(eiµ) dµ

belongs to the Carathéodory class Cp×p.
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Lemma 3.1. If the spectral density ρ(ζ) of a stationary stochastic process
y(t) = {yk(t)}pk=1 is the nontangential boundary value of a matrix function
from the class Np×p, then cρ ∈ Cp×pΠ.

Proof. Let the density ρ(ζ) of the process y(t) be the nontangential
boundary value of some matrix function ρ with bounded Nevanlinna char-
acteristic in D. Then ρ ∈ Np×pΠ because ρ(ζ) ≥ 0 a.e. on T, and the
meromorphic pseudo-continuation of ρ can be determined by the symmetry
principle,

ρ(z) = ρ(1/z)∗, z ∈ De.
This and (3.2) imply that the matrix function cρ also has a meromorphic
pseudo-continuation in De, so cρ ∈ Cp×pΠ,

2 Re cρ(ζ) = ρ(ζ), ζ = eiµ,

and the proof is complete.

Recall that a stationary stochastic process w(t) = {wk(t)}mk=1 with spec-
tral density

ρw(eiµ) =
1

2π
Im

is a white noise. Its correlation matrix function is

Rw(t) =

{
Im if t = 0,

0 if t 6= 0.

The Hilbert space H(w) generated by w(t) has the property

H(w) =

∞⊕
t=−∞

Ht(w), where Ht(w) =
∨
{wk(t) : k = 1, . . . ,m}.

The process y(t) is called regular if⋂
t<0

U tH−(y) = {0}.

This condition is equivalent to the following two conditions:

(i) The spectral function of y(t) is absolutely continuous and the corre-
sponding spectral density ρ(ζ) has constant rank m a.e. on T.

(ii) There exists a holomorphic matrix function ψ ∈ Hp×m
2 in D such

that

(3.3) ρ(ζ) = ψ(ζ)ψ(ζ)∗ a.e. on T.
Such a ψ is called the spectral factor of ρ.

The number m := dim(H−(y)	U−1H−(y)) is said to be the rank of the
process y(t). Note that if y(t) satisfies the above condition (i), then it has
rank m, and

rank ρ(ζ) = rankψ(ζ) a.e. on T.
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Assume that for a weak-sense stationary stochastic process y(t) of order
p there is a white noise w(t) of order m, stationarily connected with y(t),
and such that H−(y) ⊂ H−(w), H(y) = H(w) and on this space the unitary
shift operators of y and w coincide. Then y(t) is a regular process of rank m,
and there is a spectral factor ψ of rank m of the density ρ such that

(3.4) Fy(dµ) = ψ(eiµ)Fw(dµ).

Here Fy(dµ) is the spectral random measure of the process y(t), and Fw(dµ)
is the spectral random measure of the white noise w(t). It is known that,
using an arbitrary factor ψ of rank m of the density ρ, one can construct a
white noise w(t) of order m with the above properties. This construction is
used in the proof of Theorem 3.2 below (see also [Roz], [LPi1]).

Denote by C00 the set of operators A : H → H such that ‖A‖ ≤ 1 and

lim
n→∞

Anh = 0, lim
n→∞

(A∗)nh = 0 for any h ∈ H.

Theorem 3.2. A stationary stochastic process y(t) = {yk(t)}pk=1 with
spectral density ρ(eiµ) can be represented as the output data of stochas-
tic systems (2.5)–(2.6) with an operator A ∈ C00 and with the conditions
(2.7)–(2.10) satisfied if and only if the spectral density ρ is the nontangential
boundary value of a function from the class Np×p.

Proof. Suppose the density ρ(eiµ) of the process y(t) of rank m is the
nontangential boundary value of some ρ ∈ Np×p. By Lemma 3.1 the corre-
sponding matrix function cρ(z) defined by (3.2) belongs to Cp×pΠ. It follows
from [AR1, Theorem 1] that there is a representation of cρ(z) as a 2×2 block
of a Jp,m-inner matrix function θ(z) of the form

(3.5) θ(z) =

 α(z) β(z) 0

γ(z) cρ(z) Ip

0 Ip 0

 .
The matrix function θ is Jp,m-inner in the sense that it is holomorphic and
Jp,m-contractive in D, i.e.

θ(z)∗Jp,mθ(z) ≤ Jp,m, z ∈ D,
where

Jp,m =

 Im 0 0

0 0 −Ip
0 −Ip 0

 .
Moreover, θ has Jp,m-unitary nontangential boundary values a.e. on the unit
circle, that is,

θ(ζ)∗Jp,mθ(ζ) = Jp,m.

Recall that θ is called the Jp,m-inner dilation of cρ.
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If θ(z) is the Jp,m-inner dilation of cρ, then α ∈ Sm×min , β ∈ Hm×p
2 Π,

γ ∈ Hp×m
2 Π and for all z ∈ D,

β(z)∗β(z) ≤ 2 Re cρ(z), γ(z)γ(z)∗ ≤ 2 Re cρ(z).

In addition, almost everywhere on T the spectral density ρ and the subma-
trices in (3.5) satisfy

(3.6)

ρ(ζ) = β(ζ)∗β(ζ) = 2 Re cρ(ζ),

ρ(ζ) = γ(ζ)γ(ζ)∗ = 2 Re cρ(ζ),

γ(ζ)α(ζ)∗ = β(ζ)∗.

Consider the block γ of the dilation θ. It follows from relations (3.6) that
almost everywhere on T the matrix function γ is a spectral factor for ρ such
that

rank γ(ζ) = m.

Consequently, the matrix γ(ζ) is left-invertible a.e. on T. If γ−1l (ζ) denotes
a left inverse for γ(ζ), then

γ−1l (ζ)γ(ζ) = Im for a.e. ζ ∈ T.
Let Fy(dµ) be the spectral measure of the random process y, so

E{Fy(dµ)Fy(dµ)∗} =
1

2π
ρdµ.

For a Borel subset ∆ ⊂ [−π, π] let

(3.7) Fw(∆) =
�

∆

γ−1l (eiµ)Fy(dµ)

be the associated m-dimensional random vector. This vector is well-defined
because the rows of γ−1l are square summable with respect to the matrix
measure (1/2π)ρ(eiµ)dµ of the process y(t). Thus

E{Fw(∆1)Fw(∆2)
∗} =

1

2π

�

∆1∩∆2

γ−1l (eiµ)ρ(eiµ)(γ−1l (eiµ))∗ dµ

=
1

2π

�

∆1∩∆2

Im dµ =
1

2π
Im|∆1 ∩∆2|,

where |∆| is the Lebesgue measure of ∆ ⊂ [−π, π]. Hence, Fw is the spectral
measure of the m-dimensional white noise process w, and the formula (3.7)
can be rewritten as

Fw(dµ) = γ−1l (eiµ)Fy(dµ).

Note that for a full rank process y, the matrix γ is an m×m spectral factor
having the unique left inverse γ−1l = γ−1. If this is the case, the last relation
can be written as

Fy(dµ) = γ(eiµ)Fw(dµ),
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and the spectral representation of y is

(3.8) y(t) =

π�

−π
eitµγ(eiµ)Fw(dµ).

On the other hand, for m < p this result is also true. Thus let us show that

Fy(dµ) = γ(eiµ)γ−1l (eiµ)Fy(dµ) = γ(eiµ)Fw(dµ)

with probability one or, in other words, Im and γγ−1l are equal almost ev-

erywhere with respect to the measure Fy. Indeed, since γ−1l (eiµ)γ(eiµ) = Im,
we have

(Im − γγ−1l )ρ(Im − γγ−1l )∗ = (Im − γγ−1l )γγ∗(Im − γγ−1l )∗ = 0

a.e. on T.
Further, recall that the white noise process w can also be written as

w(t) =

π�

−π
eitµγ−1l (eiµ)Fy(dµ), t ∈ Z.

This shows that y and w are stationarily connected and wk(t) ∈ H(y) for
all k = 1, . . . ,m and t ∈ Z, so H(w) ⊂ H(y). However, (3.8) implies that
yk(t) ∈ H(w) for any k = 1, . . . , p and for any t ∈ Z, hence H(y) ⊂ H(w).
Therefore, H(y) = H(w).

Let us define a unitary operator Tw : H(y) → Lm2 (cf. [Roz]). We start
with a special representation for elements of H(y). Every η ∈ H(y) = H(w)
can be represented as

η =
∞∑

k=−∞
hTkw(k) =

π�

−π

∞∑
k=−∞

hTk e
ikµ Fw(dµ),

where hk := {hkj}mj=1 ∈ lm2 . Set

Twη := h, h = h(eiµ) =

∞∑
k=−∞

hke
ikµ.

Note that h belongs to the space Lm2 of m-dimensional vector functions
square-summable on T against the measure (1/2π) dµ. It is clear that

Tw(H−(w)) = Km
2 , Tw(H+(w)) = Hm

2 ,

and

TwU = ΥTw,

where Υ is the operator of multiplication by eiµ. Due to (3.8), the ith row
of the matrix function γ is Twyi(0), and

Twy(0) = Tw[y1(0), . . . , yp(0)]T = γ(eiµ).

Therefore T−1w γ = y(0).
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Recalling that γ ∈ Hp×m
2 and using (3.8), one obtains

yi(0) =

π�

−π
[γi1(e

iµ), . . . , γim(eiµ)] [Fw1(dµ), . . . , Fwm(dµ)]T

=
m∑
j=1

π�

−π
γij(e

iµ)Fwj (dµ) =
m∑
j=1

π�

−π

∞∑
k=0

γ̂ij(k)eikµ Fwj (dµ)

=
m∑
j=1

∞∑
k=0

γ̂ij(k)wj(k),

so that yi(0) ∈ H+(w), i = 1, . . . , p, and H+(y) ⊂ H+(w). If we set H+ :=
H+(w), then H+(y) ⊂ H+. As a consequence, the subspace H⊥+ = H−(w)
generates the whole space H(y), i.e.

∨∞
t=−∞ U

tH⊥+ = H(w) = H(y).

The inclusions α ∈ Sm×min , β ∈ Hm×p
2 Π, γ ∈ Hp×m

2 Π and (3.6) now

imply that γ(ζ)α(ζ)∗ = β(ζ)∗ is the boundary value of a function ϕ ∈ Kp×m
2 .

Consequently,

ϕ(ζ)ϕ(ζ)∗ = γ(ζ)α(ζ)∗α(ζ)γ(ζ)∗ = ρ(ζ)

almost everywhere on T. Thus, ϕ is also a spectral factor for the density ρ
of y and has rank m.

Let Fv be a measure such that

Fv(dµ) = ϕ−1l (eiµ)Fy(dµ).

Similarly to the case of w(t) the random process v(t) = {vk(t)}mk=1 given by

v(t) =

π�

−π
eitµ Fv(dµ)

is a white noise such that H(v) = H(y).

Using v and the procedure in the construction of Tw, one can build
another unitary operator Tv : H(y) → Lm2 such that UT−1v = T−1v Υ . Note
that T−1v ϕ = y(0), and since ϕ ∈ Kp×m

2 , one has yi(0) ∈ H−(v), i = 1, . . . , p.
Moreover, for any t ≤ 0,

yi(t) = U tyi(0) ∈ H−(v),

so that H−(y) ⊂ H−(v). Writing H− for H−(v), one observes that

H−(y) =

−1∨
t=−∞

U t{yi(0) : i = 1, . . . , p} ⊂ H−(v) = H−,

and

T−1v (Hm
2 ) = H+(v), T−1v (Km

2 ) = H−(v).

Thus H⊥− = H+(v) generates the space H(y) = H(v).
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Consider now the subspace X = H− ∩ H+. The previous construction
shows that H−(y) ⊂ H−, H+(y) ⊂ H+ and H(y) = H− ∨ H+. In addition,
X is also Markovian because

U∗H− = U∗H−(v) ⊂ H−(v) = H−,
UH+ = UH+(w) ⊂ H+(w) = H+.

Let us now show that H⊥− ⊂ H+, or equivalently, H+(v) ⊂ H+(w). Writing
G = Tw(H+(v)), one gets G ⊂ Lm2 and for all t ≥ 0,

U tH+(v) ⊂ H+(v),

so that Υ tG ⊂ G, i.e. G is an invariant subspace for multiplication by eiµ.
Since H+(v) generates H(y), the subset G generates the space Lm2 . Let us
also recall that b = ϕ−1l γ and Tv(H

+(v)) = Hm
2 . Therefore,

G = TwT
−1
v (Hm

2 ) = Hm
2 b,

and G ⊂ Hm
2 implies H+(v) ⊂ H+(w), and subsequently H⊥− ⊂ H+. The

relation H⊥+ ⊂ H− can be established analogously. Thus X is a proper
Markovian splitting subspace, i.e. H(y) = H⊥− ⊕X ⊕H⊥+.

Conversely, let X ∼ (H−,H+) be a Markovian splitting subspace. Then
there are m-dimensional white noise processes w(t) and v(t) such that
H(y) = H(w) = H(v) and H− = H−(w), H+ = H+(v). Consider the
above defined unitary operator Tw. If γ is a p×m matrix function with ith
row Twyi(0), then

y(t) =

π�

−π
eitµγ(eiµ)Fw(dµ).

Consequently, γ is a spectral factor of the density ρ of y(t). Analogously,
v produces the unitary operator Tv and a spectral factor ϕ. Since X is a
proper Markovian splitting subspace, we have H−(y) ⊂ H− = H−(v) and
H+(y) ⊂ H+ = H+(w). Therefore,

TwH+ = Tw(H+(w)) = Hm
2 , Tw(H−(w)) = Km

2 ,(3.9)

TvH− = Tw(H−(v)) = Km
2 , Tv(H

+(v)) = Hm
2 .(3.10)

The first relation in (3.9) (resp. (3.10)) and H+(y) ⊂ H+(w) (resp. H−(y) ⊂
H−(v)) imply γ ∈ Hp×m

2 (resp. ϕ ∈ Kp×m
2 ).

Moreover, if H⊥− ⊂ H+, then H+(v) ⊂ H+(w). The set G = Tw(H+(v))
generates the space Lm2 and U(H+(v)) ⊂ H+(v), which leads to ΥG ⊂ G.
Using now the second relation from (3.10), one obtains

G = TwT
−1
v (Hm

2 ) = Hm
2 ϕ
−1
l γ ⊂ Tw(H+(w)) = Hm

2 .

It remains to note that by the Beurling–Lax Theorem [N] the matrix function
b := ϕ−1l γ is inner. Thus the spectral factors ϕ and γ of the density ρ(eiµ)
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of the process under consideration are pseudo-extendable and so are the
corresponding functions having them as boundary values.
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