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Maximal regularity of second-order evolution equations
with infinite delay in Banach spaces

by

Xianlong Fu and Ming Li (Shanghai)

Abstract. By using Fourier multiplier theorems we characterize the existence and
uniqueness of periodic solutions for a class of second-order differential equations with
infinite delay. We also establish maximal regularity results for the equations in various
spaces. An example is provided to illustrate the applications of the results obtained.

1. Introduction. In this article, we are concerned with the maximal
regularity and existence of periodic solutions for the following abstract
second-order differential equation with infinite delay in a Banach space X:

(1.1) u′′(t) +Bu′(t) +Au(t) = Gu′t + Fut + f(t), t ∈ R,
where A and B are two closed linear operators defined on X with do-
mains D(A) and D(B), respectively; u(t) is the state function taking values
in X, and the historical function ut : (−∞, 0] → X, given as usual by
ut(θ) = u(t+ θ) for θ ≤ 0, belongs to some abstract phase space B defined
axiomatically below; F and G are bounded linear operators from B to X.

The theory of maximal regularity for linear evolution equations in ab-
stract spaces is a very useful tool in the study of solutions to nonlinear partial
differential equations. See, for instance, Poblete [P] and Denk, Hieber and
Prüss [DHR] for more details. Initiated by Weis [W2] (see also [W1]), the
operator-valued Fourier multiplier techniques have been successfully used
in the investigation of maximal regularity for abstract differential equa-
tions. Some recent results on vector-valued Fourier multipliers in abstract
spaces (Marcinkiewicz-type theorems), established by Arendt, Batty, Bu
and Kim [AB1, AB2, BK], enable us to obtain characterizations of maxi-
mal regularity of solutions for abstract equations with periodic boundary
conditions in Lp, Besov and Triebel–Lizorkin spaces. In fact, several results
characterized the existence and uniqueness of solutions for several classes
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of equations in Lp spaces, Lebesgue spaces, Besov spaces, Triebel–Lizorkin
spaces and Hölder spaces, have been obtained in the last years: see Keyntuo
and Lizama [KL1, KL2, KL3], Lizama and Poblete [LP2] and Sforza [S] for
integro-differential equations, and Chill and Srivastava [CS] for second-order
differential equations without delay.

Motivated by the fact that abstract retarded functional differential equa-
tions (abbreviated ARFDE) with delay arise in many areas of applied mathe-
matics, this type of equations has received much attention in recent years. In
particular, the problem of existence of periodic, almost periodic and asymp-
totically almost periodic solutions has been considered by several authors.
We refer to the books [HNMS, LNV] for information on this subject. The
maximal regularity problem for delay differential equations has also been
studied by many authors via the vector-valued Fourier multiplier approach.
Lizama [L] has studied the first order finite delay equation

(1.2) u′(t) = Au(t) + Fut + f(t), t ∈ R;

he characterized the existence and uniqueness of periodic solutions of this
inhomogeneous abstract equation and established maximal regularity re-
sults for strong solutions in Lp spaces. Some necessary and sufficient con-
ditions for (1.2) to have Cα-maximal regularity on the real line have also
been explored in Lizama and Poblete [LP1]. Moreover, Bu and Fang [BF2]
have considered the problem in Besov spaces and Triebel–Lizorkin spaces.
Poblete [P] characterized the well-posedness in Hölder spaces for equa-
tion (1.1) with finite delay under the condition that X is a B-convex space.
In addition, Henŕıquez and Lizama [HL] have investigated the existence of
periodic solutions for a class of abstract retarded equations with infinite
delay.

The aim of this paper is to extend the results in [HL] and [P] to the
second-order differential equation (1.1) with infinite delay. This equation is
abstracted from many practical models. For example, some problems in vis-
coelasticity of materials and heat conduction with fading memory were de-
scribed as partial functional differential equations with infinite delay which
can be rewritten as (1.1) (see [BP, C] for more references on applications in
physical problems). We are going to establish maximal regularity for (1.1)
and obtain the existence of periodic solutions. We shall apply the operator-
valued Fourier multiplier results established in [AB1] to study the existence
of periodic solutions for (1.1) in Lp spaces. We will also discuss the max-
imal regularity of (1.1) with B = αI, α ∈ C in Besov spaces Bs

p,q(T, X)
and Triebel–Lizorkin spaces F sp,q(T, X). The main tools we will use are the
operator-valued Fourier multiplier theorems on Bs

p,q(T, X) and F sp,q(T, X)
obtained in [AB2] and [BK]. It is known that for 0 < α < 1, the periodic
α-Hölder continuous function space Cα(T, X) coincides with Bs

∞,∞(T, X).
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Thus actually our result gives necessary and sufficient conditions for the
problem (1.1) to have Cα-maximal regularity.

Clearly, our results extend those in [BF2], [L] and [P] to the case of infi-
nite delay equations. We point out here that, other than the work in [HL],
our discussion is not based on the existing corresponding results for equa-
tions with finite delay—we study the problem directly via operator-valued
Fourier multiplier arguments by introducing a natural axiom (C2) for the
phase space B (see Section 2), which weakens the conditions on the op-
erators F and G. It is also worth mentioning that the integro-differential
equations considered in [BF1, KL1, KL2, LP2] are special cases of (1.1),
hence our results extend the corresponding theorems in those references as
well.

The paper is organized as follows. Section 2 collects some results about
operator-valued Fourier multipliers, R-boundedness and the phase space B.
Section 3 is devoted to Lp-maximal regularity for (1.1). In Section 4 we
consider Bs

p,q-maximal regularity and F sp,q-maximal regularity for (1.1) when
B = αI, α ∈ C. Finally, in Section 5, we present an example to illustrate
the applications of the results obtained.

2. Preliminaries. We denote by T the group R/2πZ. There is an ob-
vious identification between functions on T and 2π-periodic functions on R;
the interval [0, 2π] is a model for T.

Given 1 ≤ p <∞, define Lp(T, X) as the space of all Bochner measurable
vector-valued, p-integrable functions on T. For a function f ∈ L1(T, X), the
kth Fourier coefficient of f is denoted by

f̂(k) =
1

2π

2π�

0

e−iktf(t) dt

for all k ∈ Z and t ∈ T. In what follows, for f ∈ L1(T, X), it will always
be understood that f is periodically extended to the left onto the interval
(−∞, 0]. In this way, for the functional ft(θ) := f(t + θ), t ∈ T, θ ≤ 0, the

kth Fourier coefficient in t is then given by f̂t(k) = eikθf̂(k).
Let f ∈ Lp(T, X). Then by Fejér’s theorem, one has

(2.1) f = lim
n→∞

σn(f),

where

σn(f) :=
1

n+ 1

n∑
m=0

m∑
k=−m

ekf̂(k)

with ek(t) := eikt.
We now introduce the UMD spaces. Since we will just use some results

from the literature, it is enough for us to present a simple definition. A Ba-
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nach space X is said to be UMD if the Hilbert transform is bounded on
Lp(R, X) for some (and then all) p ∈ (1,∞).

Next we recall the basic concepts necessary to obtain our results. Let
X and Y be Banach spaces. We denote by L (X,Y ) the Banach space of
bounded linear operators fromX into Y , and write L (X) in the caseX = Y .

For j ∈ N, denote by rj the jth Rademacher function on [0, 1], i.e.
rj(t) = sgn(sin(2jπt)). For x ∈ X denote by rj⊗x the vector-valued function
t 7→ rj(t)x.

Definition 2.1. Let X and Y be Banach spaces, and let p ∈ [1,∞).
A family T ⊂ L (X,Y ) of operators is called R-bounded if there is a constant
C > 0 such that∥∥∥ N∑

j=1

rj ⊗ Tjxj
∥∥∥
Lp(0,1,Y )

≤ C
∥∥∥ N∑
j=1

rj ⊗ xj
∥∥∥
Lp(0,1,X)

for all N ∈ N, Tj ∈ T , xj ∈ X. The smallest such C is called the R-bound
of T and denoted by Rp(T ).

We remark that large classes of classical operators are R-bounded (see
[GW] and references therein). Hence, this assumption is not too restrictive
for the applications that we consider in this article.

Remark 2.2. Several properties of R-bounded families can be found in
the recent monograph of Denk et al. [DHR]. For the reader’s convenience,
we summarize some results here.

(a) If T ⊂ L (X,Y ) is R-bounded, then it is uniformly bounded with

sup{‖T‖ : T ∈ T } ≤ Rp(T ).

(b) The definition of R-boundedness is independent of p ∈ [1,∞).
(c) When X and Y are Hilbert spaces, T ⊂ L (X,Y ) is R-bounded if

and only if T is uniformly bounded.
(d) Let X, Y be Banach spaces and T ,S ⊂ L (X,Y ) be R-bounded.

Then

T + S = {T + S : T ∈ T , S ∈ S}
is R-bounded as well, and Rp(T + S) ≤ Rp(T ) +Rp(S).

(e) Let X, Y , Z be Banach spaces, and T ⊂ L (X,Y ) and S ⊂ L (Y,Z)
be R-bounded. Then

ST = {ST : T ∈ T , S ∈ S}
is R-bounded, and Rp(ST ) ≤ Rp(S)Rp(T ).

(f) In particular, each subset M ⊂L (X) of the form M = {λI : λ∈Ω}
is R-bounded whenever Ω ⊂ C is bounded. This follows from Ka-
hane’s contraction principle (see [AB1, Lemma 1.7]).
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Now we briefly recall the definition of periodic Besov and Triebel–Lizor-
kin spaces in the vector-valued case, introduced in [AB2] and [BK]. Let S(R)
be the Schwartz space of all rapidly decreasing smooth functions on R, and
D(T) be the space of all infinitely differentiable functions on T equipped with
the locally convex topology given by the seminorm ‖f‖α = supx∈T |f (α)(x)|
for α ∈ N. Let D′(T, X) := L (D(T), X) be the space of all bounded linear
operators from D(T) to X. In order to define Besov spaces, we consider the
dyadic-like subsets of R:

I0 = {t ∈ R : |t| ≤ 2}, Ik = {t ∈ R : 2k−1 < |t| ≤ 2k+1}

for k ∈ N. Let φ(R) be the set of all systems φ = (φk)k∈N ⊂ S(R) satisfying
supp(φk) ⊂ Īk for each k ∈ N,∑

k∈N
φk(x) = 1 for x ∈ R,

and for each α ∈ N,
sup

x∈R, k∈N
2kα|φ(α)k (x)| <∞.

Let φ = (φk)k∈N ∈ φ(R) be fixed. For 1 ≤ p, q ≤ ∞ and s ∈ R, the X-valued
periodic Besov space is defined by

Bs
p,q(T, X) =

{
f ∈ D′(T, X) :

‖f‖Bsp,q :=
(∑
j≥0

2sjq
∥∥∥∑
k∈Z

ek ⊗ φj(k)f̂(k)
∥∥∥q
p

)1/q
<∞

}
,

and for 1 ≤ p < ∞, 1 ≤ q ≤ ∞, s ∈ R, the X-valued periodic Triebel–
Lizorkin space is defined by

F sp,q(T, X) =
{
f ∈ D′(T, X) :

‖f‖F sp,q :=
∥∥∥(∑

j≥0
2sjq

∣∣∣∑
k∈Z

ek ⊗ φj(k)f̂(k)
∣∣∣q)1/q∥∥∥

p
<∞

}
with the usual modification if q =∞. The spaces Bs

p,q(T, X) and F sp,q(T, X)
are independent of the choice of φ, and different choices of φ lead to equiv-
alent norms ‖ · ‖Bsp,q , ‖ · ‖F sp,q on Bs

p,q(T, X) and F sp,q(T, X) respectively. All
these spaces are Banach spaces. See [AB2, BK] for more information.

The theory of Fourier multipliers plays an important role in the whole
paper. Here we collect the definitions and some basic results of this theory.

Definition 2.3. Let X and Y be Banach spaces and let Γ (T, X) be one
of the following X-valued function spaces: Lp(T, X) (1 ≤ p <∞), Bs

p,q(T, X)

(1 ≤ p, q ≤ ∞, s ∈ R), F sp,q(T, X) (1 ≤ p < ∞, 1 ≤ q ≤ ∞, s ∈ R). We say
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{Mk}k∈Z ⊂ L (X,Y ) is a Γ -multiplier if for each f ∈ Γ (T, X) there exists

u ∈ Γ (T, X) such that û(k) = Mkf̂(k) for all k ∈ Z.

From the uniqueness theorem for Fourier series, it follows that u is
uniquely determined by f .

Remark 2.4. It is clear from the definition that if {Mk}k∈Z ⊂ L (X,Y )
and {Nk}k∈Z⊂L (X,Y ) are Fourier multipliers, then {MkNk}k∈Z⊂L (X,Y )
is a Fourier multiplier as well.

The following theorems are due to Arendt and Bu [AB1, Theorem 1.3],
Arendt and Bu [AB2, Theorem 4.5] and Bu and Kim [BK, Theorem 3.2]
respectively.

Theorem 2.5. Let X, Y be UMD spaces and let {Mk}k∈Z ⊂ L (X,Y ).
If the sets {Mk}k∈Z and {k(Mk+1−Mk)}k∈Z are R-bounded, then {Mk}k∈Z
is an Lp-multiplier for 1 < p <∞.

Theorem 2.6. Let X, Y be Banach spaces, let 1 ≤ p, q ≤ ∞ and s ∈ R,
and let {Mk}k∈Z ⊂ L (X,Y ). Assume the so-called Marcinkiewicz condition
of order two holds:

sup
k∈Z

(‖Mk‖+ ‖k(Mk+1 −Mk)‖) <∞,(2.2)

sup
k∈Z
‖k2(Mk+2 − 2Mk+1 +Mk)‖ <∞.(2.3)

Then {Mk}k∈Z is a Bs
p,q-multiplier. Moreover, if X and Y are B-convex,

then the first order condition (2.2) is sufficient for {Mk}k∈Z to be a Bs
p,q-

multiplier.

Theorem 2.7. Let X, Y be Banach spaces, let 1 ≤ p <∞, 1 ≤ q ≤ ∞
and s ∈ R, and let {Mk}k∈Z ⊂ L (X,Y ). Assume that the Marcinkiewicz
condition of order three holds:

sup
k∈Z

(‖Mk‖+ ‖k(Mk+1 −Mk)‖+ ‖k2(Mk+2 − 2Mk+1 +Mk)‖) <∞,(2.4)

sup
k∈Z
‖k3(Mk+3 − 3Mk+2 + 3Mk+1 −Mk)‖ <∞.(2.5)

Then {Mk}k∈Z is an F sp,q-multiplier. Moreover, if 1 < p < ∞ and 1 <
q ≤ ∞, then the first condition (2.4) is sufficient for {Mk}k∈Z to be an
F sp,q-multiplier.

Recall that a Banach space X has Fourier type p, with 1 ≤ p ≤ 2, if
the Fourier transform defines a bounded linear operator from Lp(R, X) to
Lq(R, X), where q is the conjugate index of p. As examples, the space Lp(Ω)
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with 1 ≤ p ≤ 2 has Fourier type p; a Banach space X has Fourier type 2 if
and only if X is isomorphic to a Hilbert space; X has Fourier type p if and
only if X∗ has Fourier type p. Every Banach space has Fourier type 1; X is
B-convex if it has Fourier type p for some p > 1. Every uniformly convex
space is B-convex.

In this article, we employ an axiomatic definition of the phase space B,
that is, B will be a linear space of functions from (−∞, 0] into X endowed
with a seminorm ‖ · ‖B and satisfying the following axioms:

(A) If x : (−∞, σ+a)→ X, a > 0, is continuous on [σ, σ+a) and xσ ∈ B,
then for every t ∈ [σ, σ + a) the following hold:

(i) xt is in B;
(ii) ‖x(t)‖ ≤ H‖xt‖B;

(iii) ‖xt‖B ≤ K(t−σ) sup{‖x(s)‖ : σ ≤ s ≤ t}+M(t−σ)‖xσ‖B. Here
H ≥ 0 is a constant, K,M : [0,∞) → [1,∞), K(·) is continuous
and M(·) is locally bounded, and H, K(·), M(·) are independent
of x(t).

(A1) For the function x(·) in (A), xt is a B-valued continuous function on
[σ, σ + a].

(B) The space B is complete.

We will also need an additional property of B. For this, let C00(X)
denote the space of continuous functions from (−∞, 0] to X with compact
support. We assume that the following axiom holds for the phase space B:

(C2) If a uniformly bounded sequence {ϕn} in C00(X) converges to a func-
tion ϕ uniformly on every compact set on (−∞, 0], then ϕ ∈ B and
limn→∞ ‖ϕn − ϕ‖B = 0.

It is known from [HMN] that if axiom (C2) holds, then Cb((−∞, 0], X),
the space of all bounded continuous functions from (−∞, 0] to X, is contin-
uously imbedded in B. Set

‖ϕ‖∞ = sup{‖ϕ(θ)‖ : θ ≤ 0}.

Then there exists a constant Q > 0 such that

(2.6) ‖ϕ‖B ≤ Q‖ϕ‖∞, ϕ ∈ Cb((−∞, 0], X).

Here we present two examples of phase spaces satisfying the above ax-
ioms (A), (A1), (B), and (C2).

Example 2.8 (The phase space Cg(X)). Let g be a positive continuous
function on (−∞, 0]. Let B = Cg(X) consist of all continuous functions
ϕ : (−∞, 0]→ X such that ‖ϕ(θ)‖/g(θ) is bounded on (−∞, 0]. We assume
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that g satisfies conditions (g-1) and (g-2) of [HMN]:

(g-1) The function G(t) = supθ≤−t
g(t+θ)
g(θ) is locally bounded for t ≥ 0.

(g-2) g(θ)→∞ as θ → −∞.

With the seminorm defined by

‖ϕ‖g = sup
θ≤0

‖ϕ(θ)‖
g(θ)

,

B is a phase space that satisfies axioms (A), (B) and (A1) [HMN, Theo-
rem 1.3.2].

Example 2.9 (The phase space Cr×Lp(ρ,X)). Let r ≥ 0 and 1≤ p<∞.
Let B = Cr × Lp(ρ,X) consist of all classes of functions ϕ : (−∞, 0] → X
such that ϕ is continuous on [−r, 0], Lebesgue measurable, and ρ‖ϕ(·)‖p is
Lebesgue integrable on (−∞,−r), where ρ : (−∞,−r)→ R is a nonnegative
Lebesgue integrable function which satisfies conditions (g-5), (g-6) of [HMN].
Briefly, this means that ρ is locally integrable and there exists a nonnegative,
locally bounded function γ on (−∞, 0) such that ρ(ξ + θ) ≤ γ(ξ)ρ(θ) for
all ξ ≤ 0 and θ ∈ (−∞,−r) \Nξ, where Nξ ⊂ (−∞, r) is a set of Lebesgue
measure zero. The seminorm in B is defined by

‖ϕ‖B = sup{ϕ(θ) : −r ≤ θ ≤ 0}+
( −r�
−∞

g(θ)‖ϕ(θ)‖p dθ
)1/p

.

The space B satisfies axioms (A), (B) and (A1). Moreover, when r = 0 and

p = 2, we can take H = 1, M(t) = γ(−t)1/2 and K(t) = 1+(
	−r
−∞ ρ(θ) dθ)1/2

for t ≥ 0. See [HMN, Theorem 1.3.8] for details.

In particular, if the function g satisfies conditions (g-1) and (g-2), then
the space Cg(X) defined in Example 2.8 satisfies axiom (C2) [HMN, The-

orem 1.3.2]. In a similar way, if
	−r
−∞ ρ(θ) dθ < ∞, then Cr × Lp(ρ,X) also

satisfies axiom (C2).

3. Maximal regularity in Lp space. In this section, we establish
some maximal regularity results for equation (1.1). For this, we assume
that A and B are closed linear operators with D(A) ∩ D(B) 6= ∅. Denote
the domain of A + B by [D(A) ∩ D(B)], endowed with the graph norm
‖x‖[D(A)∩D(B)] = ‖x‖ + ‖Ax‖ + ‖Bx‖, so that it becomes a Banach space.
In this section we always suppose that the pair (A,B) is coercive, that is,
for all t > 0, the operator A + tB, with domain [D(A) ∩ D(B)], is closed,
and there is a constant M > 0 such that

‖Ax‖+ t‖Bx‖ ≤M‖Ax+ tBx‖
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for all x ∈ [D(A)∩D(B)]. The hypothesis of coercivity originates from [LP2]
and has also been used in [Pr] and [So], among others.

To discuss the existence of periodic solutions for equation (1.1) we adopt
the following notation:

H1,p(T, X)

= {u ∈ Lp(T, X) : ∃v ∈ Lp(T, X), v̂(k) = ikû(k) for all k ∈ Z}
= {u ∈ Lp(T, X) : u is differentiable a.e., u′ ∈ Lp(T, X),

and u(0) = u(2π)},
H2,p(T, X)

= {u ∈ Lp(T, X) : ∃v ∈ Lp(T, X), v̂(k) = −k2û(k) for all k ∈ Z}
= {u ∈ Lp(T, X) : u is twice differentiable a.e., u′, u′′ ∈ Lp(T, X),

and u(0) = u(2π), u′(0) = u′(2π)}.
If u ∈ H1,p(T, X), it follows from [AB1, Lemma 2.1] that u has a unique
continuous representative, and we always identify u with this continuous
function. Thus

u(t) = u(0) +

t�

0

v(s) ds (t ∈ T)

and u(0) = u(2π) for all u ∈ H1,p(T, X).
Now we present the concept of strong Lp-solution for (1.1). As mentioned

in Section 2, any function u ∈ Lp(T, X) is extended 2π-periodically to the
interval (−∞, 0] so that ut(·) makes sense. Moreover, if u ∈ H2,p(T, X), we
immediately get u ∈ C1(T, X), so ut(·), u′t(·) ∈ Cb((−∞, 0], X) ⊂ B, and
hence the definition below is meaningful.

Definition 3.1. Let X be a Banach space, and A, B be closed linear
operators on X.

(i) A function u ∈ H2,p(T, X) is defined to be a strong Lp-solution
of (1.1) if u ∈ D(A) ∩D(B) and (1.1) holds for a.e. t ∈ [0, 2π), and
u′′, Au+Bu′, Fut, Gu

′
t ∈ Lp(T, X).

(ii) Equation (1.1) is said to have Lp-maximal regularity if for every
f ∈ Lp(T, X), there exists a unique strong Lp-solution of (1.1).

Denote eλ(θ) := eiλθ for all λ ∈ R, θ ≤ 0, and define the operators
{Fλ}λ∈R and {Gλ}λ∈R by

Fλx := F (eλx) and Gλx := G(eλx), for all λ ∈ R, x ∈ X.
Since eiλθx ∈ Cb((−∞, 0], X) ⊂ B, by (2.6) one has

‖Fλx‖ = ‖F (eλx)‖ ≤ ‖F‖ ‖eiλθx‖B ≤ Q‖F‖ ‖x‖,
from which we deduce that {Fλ}λ∈R⊂L (X), and similarly {Gλ}λ∈R⊂L (X).
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We denote

σZ(4) = {k ∈ Z : −k2I + ikB +A− ikGk − Fk
is not invertible from D(A) ∩D(B) to X}

and

Nk = (−k2I + ikB +A− ikGk − Fk)−1, Mk = −k2Nk, k ∈ Z.
We need the following preparation.

Lemma 3.2. Let A and B be closed linear operators defined on a UMD
space X, let 1 < p < ∞, and suppose B satisfies (A)–(C2). Moreover,
suppose that σZ(4) = ∅. Then the following assertions are equivalent:

(i) {Mk}k∈Z is an Lp-multiplier.
(ii) {Mk}k∈Z is R-bounded and {ikBNk}k∈Z is uniformly bounded.

Proof. From [AB1, Proposition 1.11] it follows that (i) implies {Mk}k∈Z
is R-bounded, so Nk =

(
− 1
k2

)
Mk and ikNk = 1

ikMk are R-bounded as well,

since
{
− 1
k2
I
}
k∈Z and

{
1
ikI
}
k∈Z are R-bounded by Remark 2.2. Moreover,{

− 1
k2
I
}
k∈Z and

{
1
ikI
}
k∈Z are Lp-multipliers by [AB1, Lemma 1.3]. From

the definition of Nk, it is obvious that

(A+ ikB)Nk = k2Nk + ikGkNk + FkNk + I.

Thus {(A + ikB)Nk}k∈Z is R-bounded, and hence uniformly bounded. Be-
cause (A, ikB) is a coercive pair, there is a constant K > 0 such that
‖ANkx‖+ ‖ikBNkx‖ ≤ K‖(A+ ikB)Nkx‖ for all x ∈ X. This proves (ii).

Conversely, in view of Theorem 2.5 it is sufficient to prove that the set
{k(Mk+1−Mk)}k∈Z is R-bounded. We first prove {Fk}k∈Z and {Gk}k∈Z are
R-bounded. For any given xj ∈ X, from Definition 2.1 one has∥∥∥ N∑

j=1

rj ⊗ Fjxj
∥∥∥p
Lp(0,1,X)

=

1�

0

∥∥∥ N∑
j=1

rj(t)F (ejxj)
∥∥∥p
X
dt

=

1�

0

∥∥∥F( N∑
j=1

rj(t)ejxj

)∥∥∥p
X
dt ≤ ‖F‖p

1�

0

∥∥∥ N∑
j=1

rj(t)ejxj

∥∥∥p
B
dt

≤ Qp‖F‖p
1�

0

∥∥∥ N∑
j=1

rj(t)xj

∥∥∥p
X
dt = Qp‖F‖p

∥∥∥ N∑
j=1

rj ⊗ xj
∥∥∥p
Lp(0,1,X)

,

which shows
Rp({Fk}k∈Z) ≤ Q‖F‖,

i.e. {Fk}k∈Z is R-bounded. Similarly, {Gk}k∈Z is R-bounded too.
Furthermore, since Mk = −k2Nk, k ∈ Z, it is easy to calculate that

k(Mk+1 −Mk) = −k3(Nk+1 −Nk)− 2k2Nk+1 − kNk+1.
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We already know that Mk = k2Nk and kNk = −(k2Nk)/ik are also
R-bounded, so it suffices to verify that {k3(Nk+1 −Nk)}k∈Z is R-bounded.
Indeed,

k3(Nk+1 −Nk) = k3Nk+1(N
−1
k −N

−1
k+1)Nk

= k3Nk+1[(1 + 2k)I + i(k + 1)Gk+1 − ikGk + Fk+1 − Fk − iB]Nk

= kNk+1(k
2Nk)+k2Nk+1[2I + i(Gk+1−Gk)](k2Nk) + ikNk+1Gk+1(k

2Nk)

+ kNk+1(Fk+1 − Fk)(k2Nk)− k2Nk+1(ikBNk).

Since products and sums of R-bounded sequences are still R-bounded (cf.
Remark 2.2), we get assertion (i) by Theorem 2.5.

Remark 3.3. We note that the coercivity condition on the pair (A,B)
was used only in the implication (i)⇒(ii).

The main result of this section is the following theorem.

Theorem 3.4. Let A and B be closed linear operators defined on a UMD
space X and 1 < p <∞. Suppose B satisfies (A)–(C2). Then the following
assertions are equivalent:

(i) Equation (1.1) has Lp-maximal regularity.
(ii) σZ(4) = ∅, and {Mk}k∈Z is R-bounded and {ikBNk}k∈Z is uni-

formly bounded.

Proof. (i)⇒(ii). Let k ∈ Z and y ∈ X. Define f(t) = ek(t)y. Since f ∈
Lp(T, X), by hypothesis there exists u ∈ H2,p(T, X) with u ∈ D(A)∩D(B)
such that

(3.1) u′′(t) +Bu′(t) +Au(t) = Gu′t + Fut + f(t), t ∈ T.

By the linearity of F and G we have

(Fut)
∧(k) = F (eikθû(k)) = Fkû(k)

and

(Gu′t)
∧(k) = G(eikθû′(k)) = G(eikθikû(k)) = ikGkû(k).

Then taking the Fourier transform on both sides of (3.1) and noting û(k) ∈
D(A) ∩D(B), we obtain

−k2û(k) + ikBû(k) +Aû(k) = ikGkû(k) + Fkû(k) + f̂(k)(3.2)

= ikGkû(k) + Fkû(k) + y.

So −k2I + ikB +A− ikGk − Fk is surjective for all k ∈ Z.

Let x ∈ D(A) ∩D(B). If (−k2I + ikB + A − ikGk − Fk)x = 0, that is,
(−k2I+ ikB+A)x = (ikGk+Fk)x, then it is easy to check that u(t) = eiktx
defines a periodic solution of (1.1) with f ≡ 0. In fact, since ut(θ) = eikθu(t),
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u′t(θ) = eikθu′(t) = ikeikθu(t), we see that F (ut) = F (eku(t)) = Fk(u(t)),
and G(u′t) = ikG(eku(t)) = ikGk(u(t)). Hence

u′′(t) +Bu′(t) +Au(t) = (−k2I + ikB +A)eiktx

= (ikGk + Fk)e
iktx = Gu′t + Fut,

which implies u ≡ 0 by the assumption of uniqueness, and hence x = 0.
These arguments show that σZ(4) = ∅.

To prove the second part of (ii), by Lemma 3.2, it is sufficient to show
that the set {Mk}k∈Z is an Lp-multiplier. Let f ∈ Lp(T, X) and u be the
corresponding unique strong solution. Then (3.2) easily yields

−k2û(k) = −k2(−k2I + ikB +A− ikGk − Fk)−1f̂(k).

On the other hand, since u ∈ H2,p(T, X), there exists v ∈ Lp(T, X) such
that v̂(k) = −k2û(k). This proves the claim.

(ii)⇒(i). Let f ∈ Lp(T, X). From Lemma 3.2, the family {Mk}k∈Z is an
Lp-multiplier, so there exists v ∈ Lp(T, X) such that

(3.3) v̂(k) = Mkf̂(k).

By Remark 2.4, Nk = (−1/k2)Mk is also an Lp-multiplier, thus there exists
u ∈ Lp(T, X) such that

(3.4) û(k) = Nkf̂(k).

Combining (3.3) and (3.4) gives

(3.5) v̂(k) = −k2û(k) = −k2Nkf̂(k).

This implies u ∈ H2,p(T, X) and clearly û(k) ∈ D(A)∩D(B). It follows from
[AB1, Lemma 2.1] that u(·) is twice differentiable and u′′(·), u′(·) ∈ Lp(T, X).

We claim that the families {FkNk}k∈Z and {ikGkNk}k∈Z are both
Lp-multipliers. In fact, it is clear that {FkNk}k∈Z and {ikGkNk}k∈Z are
R-bounded. On the other hand, since {Fk}k∈Z and {Gk}k∈Z are R-bounded
(cf. the proof of Lemma 3.2), the identities

(3.6) k(Fk+1Nk+1 − FkNk) = Fk+1(kNk+1)− Fk(kNk)

and

k[i(k+1)Gk+1Nk+1−ikGkNk] = iGk+1(k
2Nk+1)−iGk(k2Nk)+ikGk+1Nk+1

show that {k(Fk+1Nk+1−FkNk)}k∈Z and {k[i(k+1)Gk+1Nk+1−ikGkNk]}k∈Z
are R-bounded as well. Hence from Theorem 2.5 we infer immediately that
{FkNk}k∈Z, {ikGkNk}k∈Z are both Lp-multipliers. Also note that by (3.4),

ikGkû(k) = ikGkNkf̂(k), Fkû(k) = FkNkf̂(k), k ∈ Z,
from which we get Gu′t, Fut ∈ Lp(T, X).

Now we show that Aû(k) + ikBû(k) ∈ Lp(T, X). As above, we have
û(k) ∈ D(A)∩D(B), k ∈ Z. Observe that {k2Nk + ikGkNk +FkNk + I}k∈Z
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is an Lp-multiplier and

(3.7) Aû(k) + ikBû(k) = (k2Nk + ikGkNk + FkNk + I)f̂(k).

Then using the fact A+ikB is closed we conclude that Au+Bu′ ∈ Lp(T, X)
(cf. [AB1, Lemma 3.1]).

Since for any θ ∈ (−∞, 0], u·(θ) ∈ Lp(T, X), by Fejér’s theorem (cf. (2.1))
we have

ut(θ) = u(t+ θ) = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eikteikθû(k),

u′t(θ) = u′(t+ θ) = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eikteikθû′(k),

which implies that

ut = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktek(θ)û(k),

u′t = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktek(θ)ikû(k).

Then, since F and G are linear and bounded,

Fut = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktF (ekû(k))(3.8)

= lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktFkû(k)

and

Gu′t = lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktG(ekû′(k))(3.9)

= lim
n→∞

1

n+ 1

n∑
m=0

m∑
k=−m

eiktikGkû(k).

From (3.4) it is easy to get

−k2û(k) + ikBû(k) +Aû(k) = ikGkû(k) + Fkû(k) + f̂(k) for all k ∈ Z.
Therefore, from (3.8) and (3.9), and uniqueness of Fourier coefficients, it
follows that (1.1) is valid for a.e. t ∈ T.

Finally, to show uniqueness, let u ∈ H2,p(T, X) with u(t) ∈ D(A)∩D(B)
be such that

u′′(t) +Bu′(t) +Au(t) = Gu′t + Fut, t ∈ T.
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Then û(k) ∈ D(A) ∩ D(B) and (−k2I + ikB + A − ikGk − Fk)û(k) = 0.
Since σZ(4) = ∅, this implies û(k) = 0 for all k ∈ Z and thus u = 0.

Corollary 3.5. In the setting of Theorem 3.4, if condition (ii) is ful-
filled, we have u′′, Au+Bu′, Gu′·, Fu· ∈ Lp(T, X). Moreover, there exists a
constant C > 0 independent of f ∈ Lp(T, X) such that

(3.10) ‖u′′‖Lp(T,X) + ‖Au+Bu′‖Lp(T,X) + ‖Gu′·‖Lp(T,X) + ‖Fu·‖Lp(T,X)

≤ C‖f‖Lp(T,X).

4. Maximal regularity on Besov and Triebel–Lizorkin spaces.
In this section we consider the Bs

p,q- and F sp,q-maximal regularity for the
equation

(4.1) u′′(t) + αu′(t) +Au(t) = Fut +Gu′t + f(t), t ∈ T,
where A is a closed linear operator in X, α ∈ C, f ∈ Bs

p,q(T, X) (or
f ∈ F sp,q(T, X)) is given, and the history ut(·) : (−∞, 0] → X, given by
ut(θ) = u(t+ θ) for θ ≤ 0, also belongs to some abstract phase space B de-
fined axiomatically in Section 2. Assume F,G : B → X are bounded linear
operators.

In a Besov space, the definition of strong solution is given below.

Definition 4.1. Let X be a Banach space, A be a closed linear operator
on X, and let 1 ≤ p, q ≤ ∞ and s > 0.

(i) Given f ∈ Bs
p,q(T, X), a function u ∈ Bs+2

p,q (T, X) is called a strong
Bs
p,q-solution of (4.1) if u ∈ D(A) and (4.1) holds for a.e. t ∈ T,

Au ∈ Bs
p,q(T, X) and the functions Fut and Gu′t also belong to

Bs
p,q(T, X).

(ii) Equation (4.1) is said to have Bs
p,q-maximal regularity if for every

f ∈ Bs
p,q(T, X), there exists a unique strong Bs

p,q-solution of (4.1).

Let k ∈ Z. As in Section 3, the operators Fk and Gk are given by Fkx :=
F (ekx) and Gkx := G(ekx) for all x ∈ X. Then Fk, Gk ∈ L (X). We define
the spectrum of (4.1) by

σZ(4) = {k ∈ Z : −k2I + ikαI − ikGk − Fk −A
is not invertible from D(A) to X}.

Since A is closed, if k ∈ Z\σZ(4), then (−k2I+ ikαI− ikGk−Fk−A)−1 is
a bounded linear operator on X. This is an easy consequence of the closed
graph theorem. We will use the following notation: for k ∈ Z,

Dk = ikGk, Nk := (−k2I + ikαI − ikGk − Fk −A)−1, Mk := −k2Nk.

We first establish the following lemma as a preparation to proving that
{Mk}k∈Z is a Bs

p,q-multiplier.
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Lemma 4.2. Assume that σZ(4) = ∅, and {Mk}k∈Z and {Dk}k∈Z are
uniformly bounded. Then

sup
k∈Z
‖k3(Nk+1 −Nk)‖ <∞,(4.2)

sup
k∈Z
‖k4(Nk+2 − 2Nk+1 +Nk)‖ <∞.(4.3)

Proof. For k ∈ Z,

Nk+1 −Nk = Nk+1(N
−1
k −N

−1
k+1)Nk

= Nk+1[(1 + 2k − iα)I +Dk+1 −Dk + Fk+1 − Fk]Nk.

Thus it is easy to check that supk∈Z ‖k3(Nk+1 −Nk)‖ <∞ by assumption.
Further, note that for k ∈ Z,

Nk+2 − 2Nk+1 +Nk = (Nk+2 −Nk+1)− (Nk+1 −Nk)

= Nk+2[(3 + 2k − iα)I +Dk+2 −Dk+1 + Fk+2 − Fk+1]Nk+1

−Nk+1[(1 + 2k − iα)I +Dk+1 −Dk + Fk+1 − Fk]Nk

= (Nk+2 −Nk)[(3 + 2k − iα)I +Dk+2 −Dk+1 + Fk+2 − Fk+1]Nk+1

+Nk+1[2I +Dk+2 − 2Dk+1 +Dk + Fk+2 − 2Fk+1 + Fk]Nk.

Hence supk∈Z ‖k4(Nk+2 − 2Nk+1 +Nk)‖ <∞.

It should be seen that without the boundedness of {Dk}k∈Z one can
also obtain (4.2). Making use of Lemma 4.2 we can prove the following
theorem.

Theorem 4.3. Let A : X ⊃ D(A) → X be a closed linear operator
defined on a Banach space X. Suppose that σZ(4) = ∅ and {Dk}k∈Z is
uniformly bounded. Then the following assertions are equivalent:

(i) {Mk}k∈Z is a Bs
p,q-multiplier for all (or equivalently for some)

1 ≤ p, q ≤ ∞ and s ∈ R.
(ii) {Mk}k∈Z is uniformly bounded.

Proof. (i)⇒(ii) is trivially true (see [AB2]). Conversely, assume that the
sequence {Mk}k∈Z is uniformly bounded; we are going to show that {Mk}k∈Z
satisfies the Marcinkiewicz conditions (2.2) and (2.3). By the definition of
{Mk}k∈Z we get, for k ∈ Z,

k(Mk+1 −Mk) = −k3(Nk+1 −Nk)− 2k2Nk+1 − kNk+1.

Thus k(Mk+1 −Mk) is uniformly bounded by assumption and Lemma 4.2.
This shows that {Mk}k∈Z satisfies (2.2). To show that {Mk}k∈Z also satis-
fies (2.3), we see that, for k ∈ Z,
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k2(Mk+2 − 2Mk+1 +Mk)

= k2[−(k + 2)2Nk+2 + 2(k + 1)2Nk+1 − k2Nk]

= −k4(Nk+2 − 2Nk+1 +Nk)− 4k3(Nk+2 −Nk+1)− 4k2Nk+2 + 2k2Nk+1,

which, by Lemma 4.2, implies (2.3). Then the result follows readily from
Theorem 2.6.

We now address the Bs
p,q-maximal regularity for equation (4.1).

Theorem 4.4. Let A be a closed linear operator defined in a Banach
space X, and let 1 ≤ p, q ≤ ∞ and s > 0. Assume that {Dk}k∈Z is uniformly
bounded. Then the following assertions are equivalent:

(i) Equation (4.1) has Bs
p,q-maximal regularity.

(ii) σZ(4) = ∅ and {Mk}k∈Z is uniformly bounded.

Proof. Note that for s > 0, we have Bs
p,q(T, X) ⊂ Lp(T, X), hence the

implication (i)⇒(ii) follows from the same arguments used in the proof of
Theorem 3.4; we omit the details.

To show (ii)⇒(i), assume that σZ(4) = ∅ and {Mk}k∈Z is uniformly
bounded. We claim that {FkNk}k∈Z and {DkNk}k∈Z are Bs

p,q-multipliers.

Indeed, it is obvious from the assumption and (3.6) that {FkNk}k∈Z and
{k(Fk+1Nk+1−FkNk)}k∈Z are both uniformly bounded. It remains to show
that supk∈Z ‖k2(Fk+2Nk+2 − 2Fk+1Nk+1 + FkNk)‖ < ∞; this, however, is
implied by the identity

Fk+2Nk+2 − 2Fk+1Nk+1 + FkNk

= [Fk+2(Nk+2 −Nk+1)− Fk(Nk+1 −Nk)] + (Fk+2 − 2Fk+1 + Fk)Nk+1.

Thus we deduce that {FkNk}k∈Z satisfies (2.2) and (2.3), and from Theo-
rem 2.6 it is a Bs

p,q-multiplier.
In addition, as {Dk}k∈Z is uniformly bounded, similarly {DkNk}k∈Z is

a Bs
p,q-multiplier too. The rest of the proof follows the same lines as that of

Theorem 3.4.

When the underlying Banach space X is B-convex and 1 ≤ p, q ≤ ∞ and
s ∈ R, the first order condition (2.2) is sufficient for the sequence {Mk}k∈Z
to be a Bs

p,q-multiplier by Theorem 2.6. From this fact and the proof of

Lemma 4.2, we easily deduce the following result on Bs
p,q-maximal regularity

of the problem (4.1) when X is B-convex.

Corollary 4.5. Let A be a closed linear operator defined in a B-convex
space X, and let 1 ≤ p, q ≤ ∞ and s > 0. Then the following assertions are
equivalent:

(i) Equation (4.1) has Bs
p,q-maximal regularity.

(ii) σZ(4) = ∅ and {Mk}k∈Z is uniformly bounded.



Maximal regularity of equations with infinite delay 215

The periodic Hölder continuous function space is a particular case of
the periodic Besov space Bs

p,q(T, X), Actually, from [AB2, Theorem 3.1], we
have Bs

∞,∞(T, X) = Cα(T, X) whenever 0 < α < 1, where Cα(T, X) is the
space of all X-valued functions f defined on T satisfying

f(0) = f(2π) and sup
x 6=y

‖f(x)− f(y)‖
|x− y|α

<∞.

Moreover,

‖f‖Cα := max
t∈T
‖f(t)‖+ sup

x 6=y

‖f(x)− f(y)‖
|x− y|α

on Cα(T, X) is an equivalent norm of Bs
∞,∞(T, X). If 0 < s < 1, we say that

problem (4.1) has Cα-maximal regularity.

Finally, the F sp,q-maximal regularity for equation (4.1) can be discussed
in an analogous way, the main tool being Theorem 2.7. Since the discussion
is very similar to the above arguments, here we only state the F sp,q-maximal
regularity results briefly for completeness.

Definition 4.6. Let X be a Banach space, A be a closed linear operator
on X, and let 1 ≤ p <∞, 1 ≤ q ≤ ∞ and s > 0.

(i) Given f ∈ F sp,q(T, X), a function u ∈ F s+2
p,q (T, X) is called a strong

F sp,q-solution of (4.1) if u(t) ∈ D(A) and (4.1) holds for a.e.
t ∈ T, Au ∈ F sp,q(T, X) and the functions Fut, Gu

′
t also belong to

F sp,q(T, X).
(ii) Equation (4.1) is said to have F sp,q-maximal regularity if for every

f ∈ F sp,q(T, X), there exists a unique strong F sp,q-solution of (4.1).

Theorem 4.7. Let A be a closed linear operator defined in a Banach
space X, and let 1 ≤ p <∞, 1 ≤ q ≤ ∞ and s > 0. Assume that {kDk}k∈Z
is uniformly bounded. Then the following assertions are equivalent:

(i) For every f ∈ F sp,q(T, X), there exists a unique strong F sp,q-solution
of (4.1).

(ii) σZ(4) = ∅ and {Mk}k∈Z is uniformly bounded.

Remark 4.8. When 1 < p < ∞, 1 ≤ q ≤ ∞ and s ∈ R, the Marcinkie-
wicz condition of order 2 is already sufficient for a sequence {Mk}k∈Z⊂L (X)
to be an F sp,q-multiplier by Theorem 2.7. This fact together with the proof of
Lemma 4.2 and Theorem 4.3 implies that under the weaker assumption that
{Dk}k∈Z is uniformly bounded, problem (4.1) has F sp,q-maximal regularity
when 1 < p < ∞, 1 ≤ q ≤ ∞ and s > 0 if and only if σZ(4) = ∅ and
{Mk}k∈Z is uniformly bounded.
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5. An application. As an application of Theorem 3.4, we study the
following integro-differential equation with infinite delay:

(5.1)


utt(x, t) + γut(x, t)

= uxx(x, t)+

t�

−∞
a(s− t)u(x, s) ds+f(x, t), t ∈ T, 0 ≤ x ≤ π,

u(0, t) = u(π, t) = 0, t ∈ T,

where a(·) ∈ C(−∞, 0], γ > 0 is a constant, f(·, ·) ∈ Lp(T, L2[0, π]). This
equation arises in some thermal conduction models.

Let X = L2[0, π], and define the operator (A,D(A)) on X by

Aξ = ξ′′, D(A) = {ξ ∈ X | ξ′, ξ′′ ∈ X, ξ(0) = ξ(π) = 0}.

Then it is well known that A is a closed operator and

σ(A) = σp(A) = {−n2 | n ∈ N+}.

Here we take the phase space B = Cg described in Section 2 (satisfy-
ing axioms (A), (A1), (B), and (C2)). Next, to rewrite (5.1) into the form
of (1.1), we need to define the operator F on Cg as

F (ϕ) =

0�

−∞
a(θ)ϕ(θ) dθ for any ϕ ∈ Cg,

where a(·) : (−∞, 0] → C is a continuous function with
	0
−∞ |a(θ)|g(θ) dθ

<∞. Since

‖F (ϕ)‖X =
∥∥∥ 0�

−∞
a(θ)ϕ(θ) dθ

∥∥∥
X

≤
∥∥∥∥ 0�

−∞
|a(θ)|g(θ)

‖ϕ(θ)‖
g(θ)

dθ

∥∥∥∥
X

≤
0�

−∞
|a(θ)|g(θ) dθ ‖ϕ(θ)‖g,

we see F ∈ L (B, X), and (5.1) can be rewritten in the form (1.1) with
B = γI and G = 0.

In what follows, we verify condition (ii) in Theorem 3.4 so that (5.1)
has Lp-maximal regularity (existence of T-periodic solutions on R). As X
is a Hilbert space, it suffices to show that the family {Mk}k∈Z is uniformly
bounded.

First it is known that, for any α, β ∈ R, β 6= 0, one has α + iβ ∈ ρ(A)
and 0 ∈ ρ(A). Moreover, supλ∈ρ(A) ‖A(λI − A)−1‖ < C (< ∞) for some
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C > 0. Then from the identity

−k2I + ikγI −A− Fk = [(−k2 + ikγ)I −A][I − ((−k2 + ikγ)I −A)−1Fk],

it follows that −k2I + ikγI −A− Fk is invertible whenever

‖((−k2 + ikγ)I −A)−1Fk‖ < 1.

Observe that

‖((−k2 + ikγ)I −A)−1Fk‖ = ‖A−1A((−k2 + ikγ)I −A)−1Fk‖

≤ C‖Fk‖ ‖A−1‖ ≤ LC‖A−1‖,

where L = Q‖F‖ (see Section 3). Therefore, under the condition

L ≤ 1

C‖A−1‖
,

we infer that σZ(4) = ∅. Moreover, since ‖λ(λI − A)−1‖ < 1 for λ ∈ ρ(A),
we have

‖−k2(−k2I + ikγI −A− Fk)−1‖

≤ ‖k2((−k2 + ikγ)I −A)−1‖ ‖[I − ((−k2 + ikγ)I −A)−1Fk]
−1‖

=

∣∣∣∣ k2

−k2 + ikγ

∣∣∣∣ ‖(−k2 + ikγ)((−k2 + ikγ)I −A)−1‖

· ‖[I − ((−k2 + ikγ)I −A)−1Fk]
−1‖

≤ 1

1− LC‖A−1‖
,

which means condition (ii) in Theorem 3.4 is fulfilled and consequently equa-
tion (5.1) has Lp-maximal regularity.
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