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Abstract

The thesis is concerned with ranks of tensors. Topics of central interest are
tensor rank, tensor border rank, cactus rank, border cactus rank and related
varieties, i.e. secant variety and cactus variety.

In the case of tensor rank and tensor border rank, we analyze the problem of
additivity with respect to the direct sum of two independent tensors (of order 3)
p′ ∈ A′⊗B′⊗C ′, p′′ ∈ A′′⊗B′′⊗C ′′. Namely, we study if the (border) rank of their
direct sum is equal to the sum of their individual (border) ranks. For the tensors of
order 2 (matrices), tensor rank equals the rank of the corresponding matrix and the
additivity holds. In the case of tensors of a bigger order, a positive answer to the
problem was previously known as Strassen's conjecture (1973). It was disproved
by Shitov (2019). However, his proof was not constructive, and still, an explicit
counterexample is not known.

In this thesis, we prove that the additivity of tensor rank holds for some small
three-way tensors. For instance, if the tensor p′′ is concise and its rank is less
or equal dimension of A′′ plus 2, then the additivity holds. It is the case also if
p′′ ∈ A′′ ⊗ (B′′ ⊗ k1 + k2 ×C ′′). When we restrict our base �eld to real or complex
numbers, the su�cient condition for rank additivity is that dimensions of both B′′

and C ′′ are equal 3. For p′ ∈ C4⊗C4⊗C3, p′′ ∈ C4⊗C4⊗C3 or p′ ∈ C4⊗C4⊗C3,
p′′ ∈ C4 ⊗ C3 ⊗ C4 the additivity also holds. If the base �eld is C and the rank of
p′′ is smaller than 7, it holds as well. As a consequence, the pair of 2 × 2 matrix
multiplication tensors has a rank additivity property. It gives a negative answer
to the question of the existence of a faster algorithm for the multiplication of two
pairs of 2× 2 matrices. The optimal method is to multiply the �rst pair and then
the second one independently.

In addition, we also treat some cases of the additivity of the border rank of
tensors. In particular, we show that it holds if the direct sum tensor is contained
in C4 ⊗ C4 ⊗ C4.

Tensors of a given border rank form a secant variety. Cactus variety is
its generalization. It is de�ned with linear spans of arbitrary �nite schemes of
bounded length, while secant variety de�nition uses isolated reduced points only.
In particular, any secant variety is always contained in the respective cactus variety,
and, except in a few initial cases (when the length is small), the inclusion is strict.
It is known that lots of natural criteria on membership in secant varieties are
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actually only tests for membership in cactus varieties. In this thesis, we propose a
pioneering technique for distinguishing actual secant variety from the cactus variety.
Our method works in the case of the cactus variety de�ned for Veronese variety
νd(Pn). We present an algorithm for deciding whether a point in the cactus variety
κ14(νd(Pn)) belongs to the secant variety σ14(νd(Pn)) for 6 ≤ d, 6 ≤ n. We obtain
similar results for the Grassmann cactus variety κ8,3(νd(Pn)).

For a tensor p ∈ Ck ⊗ Cl ⊗ Cm (border) rank of p equals (border) rank of the
image of the linear map (Ck)∗ → Cl ⊗ Cm induced by p. We extensively use this
tool, known as the slice technique, when studying the additivity of (border) rank.
We present counterexamples for the slice techniques in the case of cactus rank and
border cactus rank. In some sense, the counterexamples which we provide are the
smallest possible.

keywords: tensor rank, additivity of tensor rank, Strassen's conjecture, slices
of tensor, secant variety, border rank, cactus variety, cactus rank, Hilbert scheme,
apolarity

AMS MSC 2020 classi�cation: 15A69, 14N07, 14M17, 15A03, 14C05,
68W30
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Streszczenie

Rozprawa dotyczy rang tensorów. Gªównymi tematami pracy s¡ ranga
tensorowa, brzegowa ranga tensorowa, ranga kaktusowa oraz zwi¡zane z nimi
rozmaito±ci, tj. rozmaito±¢ siecznych i rozmaito±¢ kaktusowa.

W przypadku pierwszych dwóch rodzajów rang analizujemy problem
addytywno±ci ze wzgl¦du na sum¦ prost¡ dla dwóch niezale»nych tensorów (rz¦du 3)
p′ ∈ A′ ⊗ B′ ⊗ C ′, p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′. Badamy, czy ranga (brzegowa) ich
sumy prostej jest równa sumie poszczególnych rang (brzegowych). Dla tensorów
rz¦du 2 (macierzy) ranga tensora jest równa rz¦dowi odpowiadaj¡cej macierzy oraz
zachodzi addytywno±ci rangi. W przypadku tensorów wi¦kszego rz¦du pozytywna
odpowied¹ na zagadnienie addytywno±¢ rangi tensorowej byªa znana jako hipoteza
Strassena (1973). Zostaªa ona obalona przez Shitova (2019). Jednak jego dowód nie
jest konstruktywny i wci¡» jeszcze »aden konkretny kontrprzykªad nie jest znany.

W pracy doktorskiej dowodzimy, »e dla pewnych maªych tensorów rz¦du 3
addytywno±¢ rangi tensorowej zachodzi. Dzieje si¦ tak na przykªad, gdy tensor
p′′ jest tre±ciwy oraz jego ranga jest mniejsza lub równa wymiarowi przestrzeni
A′′ powi¦kszonemu o 2. Zachodzi ona równie» gdy p′′ ∈ A′′ ⊗ (B′′ ⊗ k1 + k2 ×C ′′).
Je»eli ograniczymy ciaªo bazowe do liczb rzeczywistych lub zespolonych, warunkiem
wystarczaj¡cym na addytywno±¢ jest, »eby wymiary obu przestrzeni B′′ oraz C ′′

byªy równe 3. W przypadku gdy p′ ∈ C4 ⊗ C4 ⊗ C3 i p′′ ∈ C4 ⊗ C4 ⊗ C3 lub
p′ ∈ C4⊗C4⊗C3 i p′′ ∈ C4⊗C3⊗C4 równie» zachodzi addytywno±¢. Jest tak te»,
gdy ciaªem bazowym s¡ liczby zespolone oraz ranga p′′ jest mniejsza ni» 7. St¡d,
para tensorów mno»enia macierzy 2× 2 ma wªasno±¢ addytywno±ci rangi. Daje to
negatywn¡ odpowied¹ na pytanie o istnienie szybszego algorytmu mno»enia dwóch
par macierzy 2 × 2. Optymalnym sposobem jest niezale»nie od siebie pomno»y¢
pierwsz¡ par¦, a nast¦pnie drug¡.

Badamy równie» przypadki addytywno±ci rangi brzegowej wspomnianych
tensorów. W szczególno±ci pokazujemy, »e zachodzi ona, gdy suma prosta tensorów
jest zawarta w C4 ⊗ C4 ⊗ C4.

Tensory ustalonej rangi brzegowej tworz¡ rozmaito±¢ siecznych. Jej
uogólnieniem jest rozmaito±¢ kaktusowa. De�niuje si¦ j¡ przy pomocy przestrzeni
liniowych rozpi¦tych przez dowolne sko«czone schematy ograniczonej dªugo±ci,
podczas gdy rozmaito±¢ siecznych jest zde�niowana przy pomocy tylko izolowanych
zredukowanych punktów. W szczególno±ci ka»da rozmaito±¢ siecznych jest zawsze
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zawarta w odpowiadaj¡cej jej rozmaito±ci kaktusowej. Poza kilkoma pocz¡tkowymi
przykªadami (gdy dªugo±¢ jest maªa) zawieranie jest ±cisªe. Du»o naturalnych
kryteriów na bycie punktem rozmaito±ci siecznych sprawdza jedynie przynale»no±¢
do rozmaito±ci kaktusowej. W rozprawie prezentujemy technik¦, która jako pierwsza
pozwala na odró»nianie rozmaito±ci siecznych od rozmaito±ci kaktusowej. Nasza
metoda dziaªa w przypadku rozmaito±ci kaktusowej zde�niowanej dla rozmaito±ci
Veronese νd(Pn). Podajemy algorytm stwierdzaj¡cy, czy punkt rozmaito±ci
kaktusowej κ14(νd(Pn)) nale»y do rozmaito±ci siecznych σ14(νd(Pn)) dla 6 ≤ d
i 6 ≤ n. Przedstawiamy tak»e podobny rezultat dla rozmaito±ci kaktusowej
Grassmanna κ8,3(νd(Pn)).

Narz¦dziem, którego wielokrotnie u»ywamy w cz¦±ci dotycz¡cej addytywno±ci
rangi (brzegowej) jest tzw. technika plastrów. Mówi ona, »e ranga (brzegowa)
tensora p ∈ Ck ⊗ Cl ⊗ Cm jest równa randze (brzegowej) obrazu przeksztaªcenia
liniowego (Ck)∗ → Cl ⊗ Cm zadanego przez p. Podajemy przykªady ±wiadcz¡ce
o tym, »e technika plastrów w przypadku rangi kaktusowej i brzegowej rangi
kaktusowej nie dziaªa. W pewnym sensie nasze kontrprzykªady s¡ najmniejszymi
mo»liwymi do uzyskania.

Sªowa kluczowe: ranga tensorowa, addytywno±¢ rangi tensorowej, hipoteza
Strassena, plastry tensorów, rozmaito±¢ siecznych, ranga brzegowa, rozmaito±¢
kaktusowa, ranga kaktusowa, schemat Hilberta, abiegunowo±¢

klasy�kacja AMS MSC 2020: 15A69, 14N07, 14M17, 15A03, 14C05, 68W30
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2 Chapter 1. Introduction

1.1 Preface

Tensors appear in many di�erent branches of sciences. The classical question
related to tensors is how complicated they are, i.e. what is their rank, border rank,
cactus rank. When do di�erent notions of ranks coincide? Is the rank of a sum of
two given tensors equal the sum of their ranks?

In the present thesis we analyze the relation of these questions with
Commutative Algebra and Algebraic Geometry and give answers for the mentioned
questions in some particular cases.

1.2 Additive decomposition

1.2.1 Integers as a sum of powers of integers

Some natural numbers are squares (e.g. 4), some are not, but can be presented
as a sum of squares (5 = 12 + 22). There are also such that cannot be presented
even using 3 (or less) squares of natural numbers. For example

7 = 12 + 12 + 12 + 22,

2023 = 12 + 22 + 132 + 432

and one can check that there is no presentation using fewer squares. We can ask:

Question. Is it possible to present every non-negative integer as a sum of 4 squares
of non-negative integers?

This question intrigued humanity already in ancient times. Claude Gaspard
Bachet de Méziriac observes that Diophantus of Alexandria (AD 200-284) appears
to assume that any number is a sum of up to four squares [Hea10, Arithmetica
Book IV Problem 29]. However, the proof was not known, so the claim became
known as Bachet's conjecture, after his translation of Diophantus from 1621.

We had to wait until 1770 for the proof that the answer for the question is
a�rmative. Since then, the conjecture is known as a famous Lagrange's Four Square
Theorem.

Theorem 1.2.1.1 (Lagrange's Four Square Theorem). Any non-negative integer
can be expressed as the sum of four integer perfect squares.

In the same year in which Joseph-Luis Lagrange solved the Bachet's conjecture,
the number theorist Edward Waring stated, with no proof [War91] that:

� every integer is a cube or the sum of at most 9 cubes;
� every integer is also the square of a square, or the sum of up to 19 such,
� and so forth.
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Waring looked for a generalization of the question. He was trying to show two
things. First, that any positive integer may be represented as the sum of other
integers raised to a speci�c power. Second, that given a power there is always a
maximum number of summands needed for such minimal presentation.

We had to wait next 139 years for a proof of the following statement.

Theorem 1.2.1.2 (Hilbert, 1909). For any positive integer d, there exist the
smallest number g(d) such that every non-negative integer n can be written as:

n = ad1 + ad2 + ...+ adg(d), for ai ∈ Z≥0.

Using the notion of g(d) from the statement, we can translate Lagrange's Four
Square Theorem to g(2) ≤ 4, and Waring's statement to g(3) ≤ 9 and g(4) ≤ 19.

1.2.2 Waring decomposition of homogeneous polynomials

The last subsection was devoted to the question about presenting positive
integers as a sum of powers. We can ask if the similar problem can be stated and
solved in the case of rings. Let us focus on the polynomial ring and try to describe
a given homogeneous polynomial as a linear combination of powers of linear forms.

Throughout the article, we use the following notation. For any graded ring P
(for example polynomial ring k[x1, x2, ..., xn]), by Pi we denote the homogeneous
part of degree i, and

P≤i =
⊕
j≤i

Pj.

De�nition 1.2.2.1. The Waring rank of a homogeneous polynomial F ∈
k[x1, x2, ..., xn]d of degree d in n variables, is the smallest number r such that
F is a linear combination of r d-th powers of linear forms. The presentation as a
such sum is called a minimal decomposition).

Rνd(P(kn))(F ) := min{r |there exist linear forms L1, L2..., Lr ∈ k[x1, x2, ..., xn]1

and scalars a1, a2, ..., ar ∈ k such that

F = a1L
d
1 + a2L

d
2 + ...+ arL

d
r}

We will brie�y say rank for Waring rank and write R instead of Rνd(P(kn)), if there
is no risk of confusion with other notions of ranks. For the de�nitions of the map
νd and rank with respect to any projective variety see De�nitions 1.3.0.2, 1.3.0.3.

The decomposition as in De�nition 1.2.2.1 is particularly important in the
process of blind identi�cation of underdetermined mixtures, i.e. linear mixtures of
independent random variables (the so-called sources) when the number of sources
exceeds the dimension of the observation space. For more details see [CGLM08]
and the references therein.
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Notice, that in De�nition 1.2.2.1 one can set all ai equal to 1, if the base
�eld is algebraically closed. Another fact is, that the rank R(F ) of a homogeneous
polynomial F of degree d and the rank R(λF ) of a multiplication of F by a nonzero
scalar λ, are equal.

If we are interested in the rank of a polynomial F of degree d, it is natural
to look at the [F ] ∈ P(k[x1, x2, ..., xn]d) in place of F ∈ k[x1, x2, ..., xn]d. Here, we
use P(V ) to denote the projectivization of the vector space V , i.e the quotient of
V \ 0 by the equivalence relation: v ∼ w if and only if there exists a number λ 6= 0
such that v = λw. We will also use two other notations for a projective space. The
projectivization of a N -dimensional vector space will be denoted by P(kN), or PN−1
if the base �eld k is clear from the context.

Let us look at the set of the polynomials of a given rank.

De�nition 1.2.2.2. The set of polynomials in n variables of degree d and rank r
will be denoted by:

σ̊r(νd(P(k[x1, x2, ..., xn]1))) = {[F ] ∈ P(k[x1, x2, ..., xn]d) | R(F ) = r}

It is important to observe that the set σ̊r is not always closed, as the following
example demonstrates.

Example 1.2.2.3. The Waring rank of xy2 ∈ C[x, y]3 is greater than 2, but [xy2]
is contained in the closure of σ̊2(νd(P(C[x, y]1)))

R(xy2) obviously is not 1. To see it is not 2, assume there exists {a, b, c, d} such
that

xy2 = (ax+ by)3 + (cx+ dy)3.

Then

xy2 = (a3 + c3)x3 + 3(a2b+ c2d)x2y + 3(ab2 + cd2)xy2 + (b3 + d3)y3.

Thus, {a, b, c, d} satisfy the following system of equations
a3 + c3 = 0

a2b+ c2d = 0

3(ab2 + cd2) = 1

b3 + d3 = 0

(1.2.2.4)

However, one can check that 1.2.2.4 has no solution. We obtained a contradiction.
To prove that [xy2] is contained in the closure of σ̊2(νd(P(C[x, y]1))) let us look

at the limit limt→0(
y

3√3t)
3 + ( tx−y3√3t )3. Indeed ( y

3√3t)
3 + ( tx−y3√3t )3 = 1

3
t2x3 − tx2y + xy2,

so it converges to xy2 when t goes to 0.
We say that the polynomial xy2 ∈ C[x, y]3 has a border rank two. In general,

for an algebraically closed �eld k, the polynomial p ∈ k[x1, x2, . . . , xn]d has border
rank at most r, if and only if it is a limit of polynomials of rank at most r. The
border rank of p is denoted by Rνd(P(kn−1))(p) or R(p) if there is no risk of confusion.
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1.2.3 Additive decomposition of tensors

For every quadratic homogeneous f ∈ k[x1, x2, .., xn]2 over a base �eld of
characteristic di�erent than two, one can �nd a symmetric matrix M such that
(x1, x2, ..., xn)M(x1, x2, ..., xn)T = f(x1, x2, ..., xn). This correspondence is unique
[AIK89, Ch. 2 Sect. 3.9]. Standard methods of the linear algebra states how to
obtain a basis B = {x̃1, x̃2, . . . , x̃n} of k[x1, x2, .., xn]1 such that writing M in B
we obtain the diagonal matrix M̃ [AIK89, Ch. 2 Sect. 3.7a]. Thus, we recover the
minimal decomposition of f by calculating (x̃1, x̃2, . . . , x̃n)M̃(x̃1, x̃2, . . . , x̃n)T .

Example 1.2.3.1. Given f = xy ∈ C[x, y], we can present it as (x, y)M(x, y)T

where M =

[
0 1

2
1
2

0

]
. The matrix M in a basis B = {x+ y, x− y} is

[
1
4

0
0 −1

4

]
so f

is of Waring rank 2 and 1
4
((x+ y)2 − (x− y)2) is the minimal presentation.

Notice that rank of a homogeneous polynomial f ∈ C[x1, x2, ..., xn] of degree 2
is the same as the rank of corresponding matrix (in arbitrary basis). We may go one
step deeper and look at the generalization of rank to multi-dimensional matrices,
called tensors. Before that, lets look at the one of the de�nitions of the rank of
matrix.

De�nition 1.2.3.2. Matrix M ∈ kk×l is of rank r if and only if there exist
v1, v2, ..., vr ∈ kk and u1, u2, ..., ur ∈ kl such that M = v1u

T
1 + v2u

T
2 + ...+ vnu

T
n .

This de�nition generalizes to tensors. For simplicity, here we de�ne it only in
case of three-way tensors.

De�nition 1.2.3.3. Tensor p ∈ kk ⊗ kl ⊗ km is of rank r if and only if
there exist a1, a2, ..., ar ∈ kk, b1, b2, ..., br ∈ kl and c1, c2, ..., cr ∈ kl such that
p = a1 ⊗ b1 ⊗ c1 + a2 ⊗ b2 ⊗ c2 + ... + ar ⊗ br ⊗ cr and such a presentation is
minimal with respect to the number of summands. Tensors of rank 1 are called
simple tensors.

The tensor decomposition, also known as Canonical Polyadic Decomposition
and CANDECOMP/PARAFAC (CP) tensor decomposition, can be considered to
be higher order generalizations of the matrix singular value decomposition (SVD).
In the analogy to the analyzing complicated data coming from physical world,
the rank should correspond to the number of simple ingredients a�ecting our
complicated state.

In the last twenty years, interest in the subject has expanded to other
�elds. Examples include signal processing [DLDM97], numerical linear algebra
[DLDMV00], computer vision [VT02], numerical analysis [HKT05], data mining
[SPY06], graph analysis [KBK05], neuroscience [Arn06], and more. More about
tensor decomposition one can read in the survey [KB09]. For more motivations
to study tensor rank see for instance [Com02], [Lan12], [CGO14] and references
therein.
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Tensors and tensor rank appear also in physics. In quantum information theory,
a tensor p =

∑k
ii=1

∑l
il=1

∑m
i3=1 pii,i2,i3ei1 ⊗ ei2 ⊗ ei3 ∈ Ck ⊗ Cl ⊗ Cm (where ei

are elements of orthonormal basis of Cmax{k,l,m}) corresponds to a pure state of a
quantum system composed out of 3 subsystems of k, l and m levels respectively.
In Dirac notation used by physicists p =

∑k
ii=1

∑l
il=1

∑m
i3=1 pii,i2,i3 |i1i2i3〉. The

quantity p2ii,i2,i3 represents the probability of the state to be measured in the
corresponding base state and the sum

∑k
ii=1

∑l
il=1

∑m
i3=1 p

2
ii,i2,i3

has to equal 1. In
quantum mechanics, the rank of a tensor is a measure of degree of entanglement.
Simple tensor is called separable state, while other tensors are entangled states.
Separable states correspond to a product probability tensor p(X, Y, Z = i1, i2, i3) =
p(X = i1)p(Y = i2)p(Z = i3). Degree of entanglement is interpreted as a degree of
quantum correlation between subsystems. For detailed introduction to problems of
pure states entanglement and connection with variants of tensor rank, see [BFZ20].

A simple criterion of the complexity of a given tensor, in particular a matrix,
is its rank. The computation of the matrix rank is usually obtained by applying
the Gaussian elimination process. A classical result says that it is computable in
a polynomial time [Far88, p.12]. In contrast to matrix rank, there is no e�ective
algorithm calculating the rank of a given tensor. Hastad [Has90] proved that the
tensor rank is NP-hard to compute.

1.2.4 Matrix multiplication

Let us recall the standard way to calculate the product of two 2× 2 matrices:

[
a1,1 a1,2
a2,1 a2,2

]
·
[
b1,1 b1,2
b2,1 b2,2

]
=

[
a1,1b1,1 + a1,2b2,1 a1,1b1,2 + a1,2b2,2
a2,1b1,2 + a2,2b2,1 a2,1b1,2 + a2,2b2,2

]

We have used 8 multiplications and 4 additions. Since additions are
computationally cheaper than multiplications, it is natural to ask if there is another
algorithm, which uses possibly more additions but fewer multiplications. In 1969,
Strassen presented an algorithm for the multiplication of two 2× 2 matrices, using
18 additions, but only 7 multiplications.

Theorem 1.2.4.1 (Strassen's algorithm for multiplication of two 2 × 2 matrices,
[Str69]). Let A = (ai,j) and B = (bi,j) be two 2× 2 matrices and C = AB = (ci,j)
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be their product. Then calculating 7 products (of numbers):

I :=(a1,1 + a2,2)(b1,1 + b2,2);

II :=(a2,1 + a2,2)b1,1;

III :=a1,1(b1,2 − b2,2);
IV :=a2,2(−b1,1 + b2,1);

V :=(a1,1 + a1,2)b2,2;

V I :=(−a1,1 + a2,1)(b1,1 + b1,2);

V II :=(a1,2 − a2,2)(b2,1 + b2,2);

we can present (ci,j) using just their sums:[
c1,1 c1,2
c2,1 c2,2

]
=

[
I + IV − V + V II II + IV

III + V I + III − II + V I

]
Since the multiplication of two n × n matrices can be made in blocks, there

is a generalization of Strassen's algorithm to multiplication of bigger matrices. As
a consequence, matrix multiplication can be performed by using on the order of
nlog2(7) ≈ n2.81 arithmetic operations, in contrary to the standard algorithm which
uses the order of n3. The natural question is: what is the smallest possible exponent?

In [BCS97] authors proved that looking for the answer, we do not need to
worry about the number of additions. To be more precise � the exponent of the
order of the required arithmetic operations equals the exponent of the order of the
required multiplications. More recent results decreased the exponent close to 2.
From 1990 until 2010 the smallest known exponent was 2.375477 [CW87], given by
the Coppersmith�Winograd algorithm. The state of the art is 2.3728639 [LG14].
The famous conjecture in algebraic complexity theory states that the number is
exactly 2 [Lan08, Subsect. 3.9]. Roughly speaking, it says that as matrices get
large, it becomes as easy to multiply them as to add them. For a more detailed
description see [Lan17].

The matrix multiplication is a bilinear map µi,j,k : Mi×j × Mj×k → Mi×k,
whereMl×m is the linear space of l ×m matrices with coe�cients in a �eld k. In
particular, Ml×m ' kl·m, where ' denotes an isomorphism of vector spaces. We
can interpret µi,j,k as a three-way tensor

µi,j,k ∈ (Mi×j)∗ ⊗ (Mj×k)∗ ⊗Mi×k.

Example 1.2.4.2. The 2× 2 matrix multiplication tensor is µ2,2,2 = (a1,1 ⊗ b1,1 +
a1,2 ⊗ b2,1)⊗ c1,1 + (a1,1 ⊗ b1,2 + a1,2 ⊗ b2,2)⊗ c1,2 + (a2,1 ⊗ b1,2 + a2,2 ⊗ b2,1)⊗ c2,1 +
(a2,1 ⊗ b1,2 + a2,2 ⊗ b2,2)⊗ c2,2.

Using Theorem 1.2.4.1 we can write µ2,2,2 = (a1,1 + a2,2)⊗ (b1,1 + b2,2)⊗ (c1,1 +
c2,2) + (a2,1 + a2,2) ⊗ b1,1 ⊗ (c1,2 − c2,2) + a1,1 ⊗ (b1,2 − b2,2) ⊗ (c2,1 + c2,2) + a2,2 ⊗
(−b1,1 + b2,1) ⊗ (c1,1 + c1,2) + (a1,1 + a1,2) ⊗ b2,2 ⊗ (−c1,1 + c1,2) + (−a1,1 + a2,1) ⊗
(b1,1 + b1,2)⊗ c2,2 + (a1,2 − a2,2)⊗ (b2,1 + b2,2)⊗ c1,1
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The question �what is the minimal number of multiplications required to
calculate the product of two matrices M,N , for any M ∈ Mi×j and N ∈ Mj×k?�
is the same question as �what is the tensor rank of µi,j,k?�.

1.2.5 Strassen additivity problem

One of our main interest is the additivity of the tensor rank. Given arbitrary
four matrices M ′ ∈ Mi′×j′ , N ′ ∈ Mj′×k′ , M ′′ ∈ Mi′′×j′′ , N ′′ ∈ Mj′′×k′′ , suppose
we want to calculate both products M ′N ′ and M ′′N ′′ simultaneously. What is the
minimal number of multiplications needed to obtain the result? Is it equal to the
sum of the ranks R(µi′,j′,k′)+R(µi′′,j′′,k′′)? More generally, the same question can be
asked for arbitrary tensors. For two tensors in independent vector spaces, is the rank
of their sum equal to the sum of their ranks? A positive answer to this question was
widely known as Strassen's Conjecture [Str73, p. 194, �4, Vermutung 3], [Lan12,
Sect. 5.7], until it was disproved by Shitov [Shi19].

De�nition 1.2.5.1. Assume A = A′⊕A′′, B = B′⊕B′′, and C = C ′⊕C ′′, where all
A, . . . , C ′′ are �nite dimensional vector spaces over a �eld k. Pick p′ ∈ A′⊗B′⊗C ′
and p′′ ∈ A′′ ⊗B′′ ⊗C ′′ and let p = p′ + p′′, which we will write as p = p′ ⊕ p′′. We
say that the pair p′, p′′ has a rank additivity property if the following equality holds

R(p) = R(p′) +R(p′′). (1.2.5.2)

Problem 1.2.5.3 (Strassen's additivity problem). Given p′, p′′ as in the de�nition
1.2.5.1 decide if they poses rank additivity property.

Theorem 1.2.5.4 (Strassen's additivity does not always hold, [Shi19]). There exist
p′ ∈ A′ ⊗ B′ ⊗ C ′ and p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′, where A′ = A′′ = ... = C ′ = C ′′ = Cn

and n ≥ 450 such that

R(p′ ⊕ p′′) < R(p′) +R(p′′)? (1.2.5.5)

Shitov did not gave a constructive proof, so there is still work needed to �nd
an explicit example of a pair without rank additivity property.

In the article [BPR20] we address several cases of Problem 1.2.5.3 and its gen-
eralisations. It is known that if one of the factor vector spaces is small, then the
additivity of the tensor rank holds.

Theorem 1.2.5.6 ([JT86]). Using notation from De�nition 1.2.5.1, if one of the
vector space A′, A′′, B′, B′′, C ′, C ′′ over an arbitrary �eld k has dimension bounded
by 2, then

R(p′ ⊕ p′′) = R(p′) +R(p′′).

See [JT86] for the original proof and Section 2.2.2 for a discussion of more recent
approaches.
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One of our results includes the next case, that is if say dimB′′ = dimC ′′ = 3,
then (1.2.5.2) holds. The following theorem summarizes our main results, i.e.
Corollary 3.1.3.9, Theorems 3.1.4.1�3.1.4.3 and Corollary 3.1.4.13.

Theorem 1.2.5.7. Let k be any base �eld and let A′, A′′, B′, B′′, C ′, C ′′ be vector
spaces over k of dimensions a′, a′′, ..., c′′ respectively. Assume p′ ∈ A′⊗B′⊗C ′ and
p′′ ∈ A′′ ⊗B′′ ⊗ C ′′ and let

p = p′ ⊕ p′′ ∈ (A′ ⊕ A′′)⊗ (B′ ⊕B′′)⊗ (C ′ ⊕ C ′′).

If at least one of the following conditions holds, then the additivity of the rank holds
for p, that is R(p) = R(p′) +R(p′′):
(i) R(p′′) ≤ a′′+2 and p′′ is not contained in Ã′′⊗B′′⊗C ′′ for any linear subspace

Ã′′ $ A′′ (this part of the statement is valid for any base �eld k).
(ii) k = R (real numbers) or k is an algebraically closed �eld of characteristic
6= 2 and R(p′′) ≤ 6,

(iii) k = C or k = R (complex or real numbers) and p′′ ∈ A′′ ⊗ k3 ⊗ k3

(iv) p′′ ∈ A′′ ⊗ (B′′ ⊗ k1 + k2 ⊗ C ′′) (this part of the statement is valid for any
base �eld k).

(v) k = C and the pair ((a′,b′, c′), (a′′,b′′, c′′)) equals either ((4, 4, 3), (4, 4, 3)) or
((4, 4, 3), (4, 3, 4)),

(vi) k = C and both tensors have ranks less or equal 7. In particular, R(µ2,2,2 ⊕
µ2,2,2) = R(µ2,2,2) +R(µ2,2,2).

Analogous statements hold if we exchange the roles of A, B, C and/or of ′ and ′′.

Remark 1.2.5.8. Although most of our arguments are characteristic free, we
partially rely on some earlier results which often are proven only over the base
�elds of the complex or the real numbers, or other special �elds. Speci�cally, we
use upper bounds on the maximal rank of small tensors, such as [BH13] or [SMS10].
See Section 3.1.4 for a more detailed discussion. In particular, the consequence of
the proof of Theorem 3.1.4.3 is that if (over any base �eld k) there are p′ and p′′

such that R(p′′) ≤ 6 and R(p′ ⊕ p′′) < R(p′) + R(p′′), then p′′ ∈ k3 ⊗ k3 ⊗ k3 and
R(p′′) = 6. In [BH13] it is shown that if k = Z2 (the �eld with two elements),
then tensors p′′ ∈ k3 ⊗ k3 ⊗ k3 with R(p′′) = 6 exist. Thus, the minimal case in
which the counterexample to additivity can occur is p′ ⊕ p′′ ∈ Z3+3

2 ⊗ Z3+3
2 ⊗ Z3+3

2 ,
R(p1) = R(p2) = 6. Over the base �eld C it is p′ ⊕ p′′ ∈ C4+4 ⊗ C4+4 ⊗ C4+4 such
that R(p′) = 8, R(p′′) = 7 (see Remark 3.1.4.15).

1.2.6 Strassen additivity problem for the border rank

Next we turn our attention to the border rank. Roughly speaking, over the
complex numbers, a tensor p has border rank at most r, if and only if it is a
limit of tensors of rank at most r. The border rank of p is denoted by R(p). One
can pose the analogue of Problem 1.2.5.3 for the border rank. For which tensors
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p′ ∈ A′ ⊗ B′ ⊗ C ′ and p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′ is the border rank additive, that is
R(p′ ⊕ p′′) = R(p′) +R(p′′)?

In general, the answer is negative; in fact there exist examples for which
R(p′⊕p′′) < R(p′)+R(p′′). Schönhage [Sch81] proposed a family of counterexamples
amongst which the smallest is

R(µ2,1,3) = 6, R(µ1,2,1) = 2, R(µ2,1,3 ⊕ µ1,2,1) = 7,

see also [Lan12, Sect. 11.2.2].
An interesting question is what is the smallest counterexample to the additivity

of the border rank? The smallest example of Schönhage lives in C2+2⊗C3+2⊗C6+1,
that is it requires using a seven dimensional vector space. In [BPR20] we show that
if all three spaces A, B, C have dimensions at most 4, then it is impossible to �nd
a counterexample to the additivity of the border rank.

Theorem 1.2.6.1 ([BPR20, Thm 1.3]). Suppose A′, A′′, B′, B′′, C ′, C ′′ are vector
spaces over C and A = A′ ⊕ A′′, B = B′ ⊕ B′′, and C = C ′ ⊕ C ′′. If
dimA, dimB, dimC ≤ 4, then for any p′ ∈ A′ ⊗ B′ ⊗ C ′ and p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′
the additivity of the border rank holds:

R(p′ ⊕ p′′) = R(p′) +R(p′′).

We prove the theorem in Section 3.2 as Corollary 3.2.0.2, Propositions 3.2.1.1
and 3.2.2.1, which in fact cover a wider variety of cases.

1.3 Geometry of secants

There is a de�nition which generalizes De�nitions 1.2.2.1 and 1.2.3.3. To state
it we need to observe that the set of simple tensors is naturally isomorphic to the
Cartesian product of projective spaces. The image of the embedding in the tensor
space is called the Segre variety.

De�nition 1.3.0.1. For A1, A2, . . . Ad vector spaces over k, the Segre variety is
de�ned as the image of the map, called Segre embedding :

Seg : PA1 × PA2 × · · · × PAd → P(A1 ⊗ A2 ⊗ · · · ⊗ Ad)
([a1], [a2], . . . , [ad]) 7→ [a1 ⊗ a2 ⊗ · · · ⊗ ad].

If there is no risk of confusion we will denote the image by

Seg = SegA1,A2,...Ad
:= PA1 × PA2 × · · · × PAd ⊂ P(A1 ⊗ A2 ⊗ · · · ⊗ Ad).
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De�nition 1.3.0.2. For A = kn+1 and a positive integer d, consider the map

νd : PA→ P(SymdA)

[a] 7→ [ad].

Here, Symd kn+1 denotes the space of polynomials of order d in n+1 variables. The
Veronese variety is de�ned as the image of this map, called Veronese embedding.

De�nition 1.3.0.3. For a projective varietyX ⊂ PW ' P(kN+1) and [p] ∈ PW we
de�neX-rank of p to be the minimal number r such that there exist {s1, s2, ..., sr} ⊆
X such that [p] lies in the projective span 〈s1, s2, ..., sr〉. To ease the notation we
will say that X-rank of a point p ∈ Z is the X-rank of a projective class of point
[p] ∈ PW . This number will be denoted by RX(p). Compare to De�nition 1.2.2.1.

For the notion of the rank of a linear subspace, see De�nition 2.1.0.1.

Example 1.3.0.4. Taking Veronese and Segre variety (see De�nitions 1.3.0.1,
1.3.0.2) as X in De�nition 1.3.0.3 we recover Waring rank (see De�nition 1.2.2.1)
and tensor rank (see De�nition 1.2.3.3), correspondingly.

A central task in many problems is to test tensor membership in a given set
(e.g., if a tensor has rank r). Some of these sets are de�ned as the zero sets of
collections of polynomials, i.e. as algebraic varieties. However in general, the set of
tensors of rank at most r is neither open nor closed. One of the very few exceptions
is the case of matrices, that is tensors in A⊗ B. The sets which are not algebraic
varieties, we can expand to varieties by taking Zariski closure. For example, the set
of tensors of border rank at most r is the Zariski closure of the set of tensors of
rank at most r.

De�nition 1.3.0.5. For a algebraically closed base �eld k and a projective variety
X ⊂ PW ' P(kN+1) the r'th secant variety of X is the closure of the union of all
linear subspaces spanned by r points of X:

σr(X) :=
⋃
{〈s1, s2, . . . , sr〉 : si ∈ X} ⊂ PW

where the overline {·} denotes the closure in the Zariski topology.

Example 1.3.0.6. When X = SegA,B,C, then σr(X) ⊂ PA ⊗ PB ⊗ PC is the set
of tensors of border rank at most r.

Example 1.3.0.7. When X = νd(k[x1, x2, ..., xn]1), then σr(X) ⊂ k[x1, x2, ..., xn]d
is the set of classes of homogeneous polynomials of border rank at most r.

In the de�nition of r'th secant variety over C, the resulting set coincides with
the Euclidean closure. This is a classically studied algebraic variety [Pal06], [Zak93],
[Ådl87] and leads to a de�nition of border rank of a point.
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De�nition 1.3.0.8. For a projective varietyX ⊂ PW ' P(kN+1) and for [p] ∈ PW
de�ne RX(p), the X border rank of [p], to be the minimal number r such that [p]
belongs to σr(X). We say that p ∈ Z has border rank r if [p] ∈ PW has border
rank r. We follow the standard convention that RX(p) = 0 if and only if p = 0.
We will drop X from the subscript, if the variety we work with is clear from the
context.

For the notion of the border rank of a linear subspace, see De�nitions 2.1.2.1
and 2.4.1.1.

There are many related variants of the notion of X-rank. To mention only one of
them, the X-cactus rank of a point p ∈ Z is the minimal number r such that there
exists a �nite subscheme R ⊂ X of length r such that [p] is in scheme theoretic
linear span of R. It follows from the de�nition that the X-cactus rank is less or
equal than X-rank. For more details, including de�nition of the border cactus rank
and the analogue of secant variety for the cactus rank (i.e. cactus variety), see
Subsection 2.4.2.

1.3.1 Secant variety of Veronese variety

Secant varieties of a non-degenerate variety X ⊆ PW ' P(kN+1) eventually
�ll the projective space PW . To see this, it is enough to make the following two
observations. One can check that, if σm(X) = σm+1(X), then σm(X) = σm+a(X)
for every a ∈ N [CGO14, Exer. 2.5]. In this case also σm(X) has to be a linear
subspace of PW . It follows that if X is non-degenerate, namely is contained in a
space isomorphic to P(kN), then we have a �ltration:

X ( σ2(X) ( σ3(X) ( σ4(X) ( ... ( σm(X) = PW.

Given a class of point [p] and a non-degenerate variety, we would like to
check to which secant variety [p] belongs. As every variety, σr(X) is given by
some polynomial equations, so if we know them, we can check if [p] ∈ σr(X).
Unfortunately, these equations are hard to compute and are unknown in general.

The paper [LO13] presents many methods of obtaining equations vanishing on
the secant variety in the setting of vector bundles. However, the equations given in
this way are equations of a bigger variety, the cactus variety κr(νd(P(Cn+1))), see
[Gaª17] for the proof, and the discussion in [Lan17, Sect. 10.2]. In fact, we are not
aware of any explicit equation of the secant variety σr(νd(P(Cn+1))) which does not
vanish on the respective cactus variety. Moreover, the cactus varieties �ll up the
projective spaces quicker than the secant varieties, see [BJMR17].

An interesting question is for which values of r, d, n, the secant variety
σr(νd(P(Cn+1))) coincides with the corresponding cactus variety. This problem is
related to the geometry of Hilbert schemes. If HilbGorr (P(Cn+1)), i.e. the open locus
of Hilbr(P(Cn+1)) of Gorenstein subschemes of the Hilbert scheme of r points in
P(Cn+1), is irreducible, then σr(νd(P(Cn+1))) = κr(νd(P(Cn+1))) for any d (see
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[BB14, Prop. 2.2]). The paper [CJN15, Thm A, B] shows that for r < 14, the
scheme HilbGorr (P(Cn+1)) is irreducible and that HilbGor14 (P(Cn+1)) is reducible if
and only if n ≥ 6. That is why we focus on studying κ14(νd(P(Cn+1))) for n ≥ 6 in
Section 4.2.

The notion of the Waring rank of a single homogeneous polynomial can be
generalized to the rank of a subspace spanned by several homogeneous polynomials
of the same degree. This leads to a generalization of secant varieties to the notion
of a Grassmann secant variety σr,k(νd(P(Cn+1))) ⊆ Gr(k,P(Sdkn+1) for positive
integers r, k, d, n (see Section 2.4 for the de�nitions). We have σr,1(νd(P(Cn+1))) =
σr(νd(P(Cn+1))) as de�ned above. For a Grassmann secant variety, there is an
analogous notion of a Grassmann cactus variety κr,k(νd(P(Cn+1))) (see Section 2.4).

As in the case k = 1, it is interesting to investigate for which values of r, k, d, n
the Grassmann secant variety σr,k(νd(P(Cn+1))) coincides with the Grassmann
cactus variety κr,k(νd(P(Cn+1))). However, in this case it is not enough to focus
only on the locus of Gorenstein schemes. The reduction to the case of Gorenstein
schemes was possible because of [BB14, Prop. 2.2] which is not true in the case of
a vector space. In particular, Theorem 1.3.1.3 describe two irreducible components
of κ8,3(νd(P(Cn+1))), while if we consider only Gorenstein schemes then (as it
was mentioned before) from [CJN15, Thm A, B] follows that HilbGor8 (P(Cn+1))
is irreducible.

The paper [CEVV09] shows that for r ≤ 7 and any n, the scheme
Hilbr(P(Cn+1)) is irreducible. Moreover, Hilb8(P(Cn+1)) is reducible if and only
if n ≥ 4. As a consequence, σr,k(νd(P(Cn+1))) = κr,k(νd(P(Cn+1))) for r ≤ 7, and
any n, k. Furthermore, σ8,k(νd(P(Cn+1))) = κ8,k(νd(P(Cn+1))) for n ≤ 3, and any
k. That is why we focus on studying κ8,3(νd(P(Cn+1))) for n ≥ 4 in Section 4.3. See
Remark 4.3.0.1 for the reason why we consider κ8,3(νd(P(Cn+1))) among all other
κ8,k(νd(P(Cn+1))) varieties with k ≥ 2.

We solve the problem of identi�cation of points of the Grassmann secant variety
inside the Grassmann cactus variety in the minimal cases where these varieties
di�er. It turns out, that in the case of σ14(νd(P(Cn+1))) for d ≥ 5 and n = 6 the
closure of the set-theoretic di�erence between the cactus variety and the secant
variety, consists exactly of polynomials divisible by a large power of a linear form.

Theorem 1.3.1.1 ([GMR20, Thm 1.1.]). Let d ≥ 5 be an integer and
T = C[x0, x1, . . . , x6]. Then the cactus variety κ14(νd(PT1)) has two irreducible
components: the secant variety σ14(νd(PT1)) and the other one, denoted by
η14(νd(PT1)), where

η14(νd(PT1)) = {[Ld−3F ]|[L] ∈ PT1, [F ] ∈ PT3}.

To become more familiar with the notation used in the statement of a Theorem
1.3.1.1 let us look at a simple example of its application. We obtain that the
polynomial

x30(x
3
1 + x32 + x33 + x34 + x35 + x36) ∈ C[x0, x1, ..., x5] (1.3.1.2)
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has a border cactus rank 14.
If n is greater than 6 and d ≥ 5, then the description of η14(νd(P(Cn+1)) is

more complicated, for the detailed statement see Theorem 4.0.0.2. The proofs are
in Section 4.2.

For d ≥ 6, this allows us to design an algorithm for deciding whether a point
in the cactus variety κ14(νd(P(Cn+1))) is in the secant variety σ14(νdP(Cn+1))
(Theorem 4.0.0.4). In Section 4.3 we prove results analogous to those of Section
4.2 for the case of the Grassmann secant variety σ8,3(νd(P(Cn+1))) for n ≥
4. In particular we prove the following theorem and its generalization, i.e.
Theorem 4.0.0.3. We use notation Gr(k, V ) for the Grassmannian of k-dimensional
subspaces of a linear space V .

Theorem 1.3.1.3 ([GMR20, Thm 1.2.]). Let d ≥ 5 be an integer and
T = C[x0, x1, . . . , x4]. Then the Grassmann cactus variety κ8,3(νd(PT1)) has two
irreducible components: the Grassmann secant variety σ8,3(νd(PT1)) and the other
one, denoted by η8,3(νd(PT1)), where

η8,3(νd(PT1)) = {[Ld−2U ]|[L] ∈ PT1, [U ] ∈ Gr(3, T2)}.

The above results of our article [GMR20] are the �rst ones that provides a
procedure to distinguish points of a secant variety and the corresponding cactus
variety for an embedding of a smooth variety. An algorithm is contained in
Theorem 4.0.0.4, while its Grassmann version is included in Theorem 4.3.1.5. In
particular, as a consequence we can demonstrate that the polynomial from (1.3.1.2)
is contained not only in κ14(ν6(C[x0, x1, ..., x6])) but also in σ14(ν6(C[x0, x1, ..., x6]))
(see Corollary 4.0.0.5).

On our way to establishing Theorems 1.3.1.1, 1.3.1.3, 4.0.0.2, and 4.0.0.3, we
prove Theorems 1.3.1.4 and 1.3.1.5, which determine the cactus rank and border
cactus rank of polynomials and subspaces divisible by a large power of a �xed linear
form in a much more general situation. We denote such polynomials and subspaces
by fhom,d2 and W hom,d2 correspondingly. One can think about them as a particular
way of homogenizing of polynomial f ∈ S≤d1 and subspaceW ⊆ S≤d1 . The degree of
fhom,d2 is increased by d2 with respect to degree of f . Every polynomial g ∈ W hom,d2

equals f̃hom,d2 for a certain f̃ ∈ W . See De�nition 2.5.0.1 for a precise de�nition.

Theorem 1.3.1.4 (Polynomial case, [GMR20, Thm 1.8.]). Let f ∈ S≤d1 , f =
Fd1 + · · · + F0, and r = S∗/Ann(f). Assume that Fd1 is not a power of a linear
form. Then we have the following:
(i) The cactus rank cr(fhom,d2) of fhom,d2 is not greater than r.
(ii) If d2 ≥ d1 − 1, then the border cactus rank cr(fhom,d2) of fhom,d2 equals r. In

particular, cr(fhom,d2) = cr(fhom,d2) = r.

Theorem 1.3.1.5 (Subspace case, [GMR20, Thm 1.9.]). Let W ⊆ S≤d1, and
r = dimk S

∗/Ann(W ). We have the following:
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(i) The cactus rank cr(W hom,d2) of W hom,d2 is not greater than r.
(ii) If d2 ≥ d1, then the border cactus rank cr(W hom,d2) of W hom,d2 equals r. In

particular, cr(W hom,d2) = cr(W hom,d2) = r.

Additionally, we show more or less the uniqueness of the border cactus
decomposition (see Theorems 4.1.0.2, 4.1.0.3 for more precise statements).

As an example of application of Theorem 1.3.1.4, one can obtain that the cactus
rank of the polynomial x21x2x

2
0 + x2x

4
0 ∈ C[x0, x1, x2] is 6. For the calculations see

Corollary 4.1.0.5 and its proof.
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Main tools, methods and �rst results

16



2.1. Ranks and slices 17

This chapter is devoted to introduce the language and tools needed in Chapters
3 and 4. However it also contains �rst minor research results from [BPR20],
[GMR20] and unpublished ones. The reader can �nd here the explanation of the
slice technique for the (border) rank and a counterexample for it in the case of the
cactus rank. The chapter is divided on four parts: tensor rank (Sections 2.1, 2.2),
border rank (Section 2.3), cactus rank together with Hilbert schemes (Sections 2.4
and 2.5) and characterization of the sets of cubics and subspaces with a certain
Hilbert functions (Sections 2.6 and 2.7).

2.1 Ranks and slices

This section reviews the notions of rank, border rank, slices and conciseness.
Readers that are familiar to these concepts may easily skip this section. The main
things to remember from here are Notation 2.1.1.1 and Proposition 2.1.4.2.

Throughout this thesis let A1, A2, . . . , Ad, A, B, C, V and W be �nite
dimensional vector spaces over a �eld k. By the bold lowercase letters
a1, a2, ..., ad, a,b, c,v,w we denote their dimensions. If P is a subset of V , we denote
by 〈P 〉 its linear span. We will use the same notation, i.e. 〈P 〉 for a projective span if
P is a subset of classes of points from a projective space PN . If P = {p1, p2, . . . , pr} is
a �nite subset, we will write 〈p1, p2, . . . , pr〉 rather than 〈{p1, p2, . . . , pr}〉 to simplify
notation.

De�nition 2.1.0.1. For a projective variety X ⊆ PN and Pk ' P(W ) a projective
linear subspace of PN , de�ne RX(W ) and RX(PW ), the X-rank of W and the X-
rank of P(W ), to be the minimal number r such that there exist r classes of points
{[s1], [s2], . . . , [sr]} ⊂ X with P(W ) contained in 〈s1, s2, . . . , sr〉. For [p] ∈ PN , we
write RX(p) := RX(〈p〉) obtaining the same de�nition as in De�nition 1.3.0.3. We
will dropX from the subscript, if the variety we work with is clear from the context.

Example 2.1.0.2. In the particular case where X = νd(T1), the De�nition 2.1.0.1
can be stated as follows. For a k-dimensional linear subspace W ⊂ Td,

Rνd(W ) := min{r ∈ Z>0 | PW ⊆ 〈L[d]
1 , . . . , L

[d]
r 〉 for some Li ∈ T1}.

In the setting of De�nition 2.1.0.1, if X = SegA1,A2,...,Ad
and W ⊆ A1 ⊗ A2 ⊗

· · · ⊗ Ad and d = 1, then R(W ) = R(PW ) = dimW . If d = 2 and W = 〈p〉 is
1-dimensional, then R(W ) is the rank of p viewed as a linear map A∗1 → A2. If
d = 3 and W = 〈p〉 is 1-dimensional, then R(W ) is equal to R(p) in the sense of
Subsection 1.2.3.

More generally, for an arbitrary d, one can relate the rank R(p) of d-way tensors
with the rank R(W ) of certain linear subspaces in the space of (d−1)-way tensors.
This relation is based on the slice technique, which we are going to review in
Section 2.1.4.
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2.1.1 Variety of simple tensors

We will intersect linear subspaces of the tensor space with the Segre variety.
Using the language of algebraic geometry, such intersection may have a non-trivial
scheme structure. In Chapters 2, 3 we just ignore the scheme structure and all
our intersections are set theoretic. To avoid ambiguity of notation, we write (·)red
to underline this issue, while the reader not originating from algebraic geometry
should ignore the symbol (·)red.

Notation 2.1.1.1. Given a linear subspace of a tensor space, V ⊆ A1⊗A2⊗· · ·⊗Ad,
we denote:

VSeg := (PV ∩ SegA1,A2,...,Ad
)
red
.

Thus, VSeg is (up to projectivization) the set of rank one tensors in V .

In this setting, we have the following trivial rephrasing of the de�nition of rank:

Proposition 2.1.1.2 ([BPR20, Prop. 2.3.]). Suppose W ⊆ A1 ⊗ A2 ⊗ · · · ⊗ Ad is
a linear subspace. Then R(W ) is equal to the minimal number r such that there
exists a linear subspace V ⊆ A1 ⊗ A2 ⊗ · · · ⊗ Ad of dimension r with W ⊆ V and
PV is linearly spanned by VSeg. In particular,
(i) R(W ) = dimW if and only if

PW = 〈WSeg〉.

(ii) Let U be the linear subspace such that PU := 〈WSeg〉. Then dimU tensors
from W can be used in the minimal decomposition of W , that is there exist
s1, . . . , sdimU ∈ WSeg such that W ⊂ 〈s1, . . . , sR(W )〉 and si are simple tensors.

2.1.2 Secant varieties and border rank

For this subsection (and also in Section 3.2) we assume k = C. See
Remark 2.1.2.2 for generalizations.

Analogously to De�nition 1.3.0.8 we may give the border rank de�nition for
linear subspaces. Fix A1, . . . , Ad and an integer k. Denote by Gr(k,A1⊗· · ·⊗Ad) the
Grassmannian of k-dimensional linear subspaces of the vector space A1⊗ · · · ⊗Ad.
Let σr,k(Seg) ⊂ Gr(k,A1⊗ · · · ⊗Ad) be the Grassmann secant variety of the Segre
variety [BL13], [CC01], [CC08]:

σr,k(SegA1,A2,...,Ad
) := {W ∈ Gr(k,A1 ⊗ · · · ⊗ Ad) | R(W ) ≤ r}.

De�nition 2.1.2.1. For W ⊆ A1 ⊗A2 ⊗ · · · ⊗Ad, a linear subspace of dimension
k, de�ne RSegA1,...,Ad

(W ), the border rank of W , to be the minimal number r such
that W ∈ σr,k(SegA1,...,Ad

). We will drop the subscript, if the variety we work with
is known.
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In particular, if k = 1, then De�nition 2.1.2.1 coincides with De�nition 1.3.0.8:
RSegA1,...,Ad

(p) = RSegA1,...,Ad
(〈p〉). An important consequence of the de�nitions of

border rank of a point or of a linear space is that it is a semicontinuous function

R : Gr(k,A1 ⊗ · · · ⊗ Ad)→ N

for every k. Moreover, R(p) = 1 if and only if 〈p〉 ∈ Seg.

Remark 2.1.2.2. When treating the border rank and secant varieties in Section 3.2,
we assume the base �eld is k = C. It is convenient to use this �eld, because in this
case the Zariski closure is the same as the Euclidean closure. However, the result
of [BJ17, Sect. 6, Prop. 6.11] imply (roughly) that anything that we can say about
a secant variety over C, we can also say about the same secant variety over any
base �eld k of characteristic 0. In particular, the same results for border rank over
an algebraically closed �eld k of characteristic 0 will be true.

To state it more precisely, we need some notation. For every natural number
i let Ai,Q be a vector space over Q, and Ai,k = Ai,Q ×SpecQ Spec k be a
corresponding vector space over the �eld extension Q ⊂ k. Furthermore, we denote
by XQ = SegA1,Q,...,An,Q

⊆ PQ(A1,Q ⊗ · · · ⊗ An,Q) the embedded Segre variety and
Xk = XQ ×SpecQ Spec k ⊆ Pk(A1,k ⊗ · · · ⊗ An,k).

We have the following commutative diagram [BJ17, Sect. 6, Prop. 6.11] where
the arrows pointing down are inclusions

σr(Xk) σr(XQ)×SpecQ Spec k

P(kN+1) P(QN+1)×SpecQ Spec k.

Thus, we can translate results about secant varieties of XC to a results for σr(XQ)
and then to σr(Xk) where k is any base �eld of characteristic 0.

If k is not algebraically closed, then the de�nition of border rank above might
not generalise immediately, as there might be a di�erence between the closure in the
Zariski topology or in some other topology, the latter being the Euclidean topology
in the case k = R. Over real numbers, if we �x the degree d, then the set of
polynomials of ranks equal r, i.e. σ̊r(νd(P(R[x0, x1..., xn]1))) (see De�nition 1.2.2.2)
is semialgebraic and its interior (with the Euclidean topology) can be non-empty
for more than one value of r. For example σ̊r(ν3(P(R[x0, x1]1))) has non-empty
interior for r equal to 2 and 3 [Ble15, Thm 2.4].

In the following sections, up to Section 2.3 we restrict to the case of rank with
respect to the Segre variety. In Subsection 2.4.1 one may �nd generalizations of
de�nitions of this subsection, i.e. X-(border) rank and X-cactus (border) rank for
arbitrary variety X.
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2.1.3 Independence of the rank of the ambient space

As de�ned above, the notions of rank and border rank of a vector subspace
W ⊆ A1 ⊗ A2 ⊗ · · · ⊗ Ad, or of a tensor p ∈ A1 ⊗ A2 ⊗ · · · ⊗ Ad, might seem
to depend on the ambient spaces Ai. However, it is well known, that the rank is
actually independent of the choice of the vector spaces. We �rst recall this result
for tensors, then we apply the slice technique to show it in general.

Lemma 2.1.3.1 ([Lan12, Prop. 3.1.3.1] and [BL13, Cor. 2.2]). Suppose k = C and
p ∈ A′1⊗A′2⊗· · ·⊗A′d for some linear subspaces A′i ⊂ Ai. Then R(p) (respectively,
R(p)) measured as the rank (respectively, the border rank) in A′1⊗· · ·⊗A′d is equal
to the rank (respectively, the border rank) measured in A1 ⊗ · · · ⊗ Ad.

We also state a stronger fact about the rank from the same references: in the
notation of Lemma 2.1.3.1, any minimal expressionW ⊆ 〈s1, . . . , sR(W )〉, for simple
tensors si, must be contained in A′1⊗· · ·⊗A′d. Here, we show that the di�erence in
the length of the decompositions must be at least the di�erence of the respective
dimensions. We stress that the lemma below does not depend on the base �eld, in
particular, it does not require algebraic closedness.

Lemma 2.1.3.2 ([BPR20, Lem. 2.8]). Suppose that p ∈ A′1 ⊗A2 ⊗A3 ⊗ · · · ⊗Ad,
for a linear subspace A′1 ⊂ A1, and that we have an expression p ∈ 〈s1, . . . , sr〉,
where si = a1i ⊗ a2i ⊗ · · · ⊗ adi are simple tensors. Then:

R(p) + dim〈a11, . . . , a1r〉 − dimA′ ≤ r.

In particular, Lemma 2.1.3.2 implies the rank part of Lemma 2.1.3.1 for any
base �eld k, which on its own can also be seen by following the proof of [Lan12,
Prop. 3.1.3.1] or [BL13, Cor. 2.2].

Proof. For simplicity of notation, we assume that A′1 ⊂ 〈a11, . . . , a1r〉 (by replacing
A′1 with a smaller subspace if needed) and that A1 = 〈a11, . . . , a1r〉 (by replacing A
with a smaller subspace). Set k = dimA1 − dimA′1 and let us reorder the simple
tensors si in such a way that the �rst k of the a1i 's are linearly independent and
〈A′ t {a11, . . . , a1k}〉 = A1.

Let A′′1 = 〈a11, . . . , a1k〉 so that A1 = A′1 ⊕ A′′1 and consider the quotient
map π : A1 → A1/A

′′
1. Then the composition A′1 → A1

π→ A1/A
′′
1 ' A′1 is an

isomorphism, denoted by φ. By a minor abuse of notation, let π and φ also denote
the induced maps π : A1⊗A2⊗A3⊗ · · ·⊗Ad → (A1/A

′′
1)⊗A2⊗A3⊗ · · ·⊗Ad and

φ : A′1 ⊗ A2 ⊗ A3 ⊗ · · · ⊗ Ad ' A′1 ⊗ A2 ⊗ A3 ⊗ · · · ⊗ Ad. We have

φ(p) = π(p) ∈ π
(〈
a11 ⊗ a21 ⊗ · · · ⊗ ad1, . . . , a1r ⊗ a2r ⊗ · · · ⊗ adr

〉)
=
〈
π(a11)⊗ a21 ⊗ · · · ⊗ ad1, . . . , π(a1r)⊗ a2r ⊗ · · · ⊗ adr

〉
=
〈
π(a1k+1)⊗ a2k+1 ⊗ · · · ⊗ adk+1, . . . , π(a1r)⊗ a2r ⊗ · · · ⊗ adr

〉
.

Using the inverse of the isomorphism φ, we get a presentation of p as a linear
combination of (r − k) simple tensors, that is R(p) ≤ r − k as claimed. �
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2.1.4 Slice technique and conciseness

We de�ne the notion of conciseness of tensors and we review a standard slice
technique that replaces the calculation of rank of three way tensors with the
calculation of rank of linear spaces of matrices.

A tensor p ∈ A1⊗A2⊗· · ·⊗Ad determines a linear map p : A∗1 → A2⊗· · ·⊗Ad.
If we choose a basis {a1, a2, . . . , aa} of A1 we can write

p =
a∑
i=1

ai ⊗ wi,

where w1, . . . , wa ∈ W := p(A1
∗) ⊂ A2 ⊗ · · · ⊗ Ad.

The elements w1, . . . , wa ∈ W are called slices of p. The point is that W
essentially uniquely (up to an action of GL(A1)) determines p (cf. [BL13, Cor. 3.6]).
Thus, the subspace W captures the geometric information about p, in particular
its rank and border rank.

Lemma 2.1.4.1 ([BL13, Thm 2.5]). Suppose p ∈ A1⊗A2⊗· · ·⊗Ad andW = p(A∗1)
as above. Then R(p) = R(W ) and (if k = C) R(p) = R(W ).

Clearly, we may also replace A1 with any of the Ai to de�ne slices as images
p(A∗i ) and obtain the analogue of the lemma. Now, we can prove the analogue of
Lemmas 2.1.3.1 and 2.1.3.2 for higher dimensional subspaces of the tensor space.

Proposition 2.1.4.2 ([BPR20, Prop. 2.10.]). Suppose W ⊂ A′2⊗· · ·⊗A′d for some
linear subspaces A′2 ⊂ A2,..., A

′
d ⊂ Ad.

(i) The numbers R(W ) and R(W ) measured as the rank and border rank of W in
A′2⊗· · ·⊗A′d are equal to its rank and border rank calculated in A2⊗· · ·⊗Ad
(in the statement about border rank, we assume that k = C).

(ii) Moreover, if we have an expression W ⊂ 〈s1, . . . , sr〉, where si = a2i ⊗ a3i ⊗
· · · ⊗ adi are simple tensors, then:

r ≥ R(W ) + dim〈a21, . . . , a2r〉 − dimA′2

Proof. Reduce to Lemmas 2.1.3.1 and 2.1.3.2 using Lemma 2.1.4.1. �

We conclude this section by recalling the following de�nition.

De�nition 2.1.4.3. Let p ∈ A1 ⊗ A2 ⊗ · · · ⊗ Ad be a tensor or let W ⊂
A1 ⊗ A2 ⊗ · · · ⊗ Ad be a linear subspace. We say that p or W is A1-concise
if for all linear subspaces V ⊂ A1, if p ∈ V ⊗ A2 ⊗ · · · ⊗ Ad (respectively,
W ⊂ V ⊗ A2 ⊗ · · · ⊗ Ad), then V = A1. Analogously, we de�ne Ai-concise tensors
and spaces for i = 2, . . . , d. We say p or W is concise if it is Ai-concise for all
i ∈ {1, . . . , n}.

Remark 2.1.4.4. Notice, that p ∈ A1 ⊗ A2 ⊗ · · · ⊗ Ad is A1-concise if and only if
p : A∗1 → A2⊗· · ·⊗Ad is injective. In particular, from injectivity and Lemma 2.1.4.1
follows that rank of a A1-concise tensor is greater or equal than the dimension of A1.
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2.2 Direct sum tensors and spaces of matrices

For simplicity of notation we restrict the presentation to the case of tensors in
A⊗B⊗C or linear subspaces of B⊗C. We introduce the following notation which
will be adopted throughout Sections 2.2, 2.3 and Chapter 3: Rank and border rank
additivity problems.

Notation 2.2.0.1. Let A′, A′′, B′, B′′, C ′, C ′′ be vector spaces over k of dimensions,
respectively, a′, a′′,b′,b′′, c′, c′′. Assume A = A′ ⊕ A′′, B = B′ ⊕ B′′, C = C ′ ⊕ C ′′
and a = dimA = a′ + a′′, b = dimB = b′ + b′′ and c = dimC = c′ + c′′.

For the purpose of illustration, we will interpret the two-way tensors in B⊗C as
matrices inMb×c. This requires choosing bases ofB and C, but (whenever possible)
we will refrain from naming the bases explicitly. We will refer to an element of the
space of matricesMb×c ' B ⊗ C as a (b′ + b′′, c′ + c′′) partitioned matrix. Every
matrix w ∈Mb×c is a block matrix with four blocks of size b′× c′, b′× c′′, b′′× c′

and b′′ × c′′ respectively.

Notation 2.2.0.2. As in Section 2.1.4, a tensor p ∈ A ⊗ B ⊗ C is a linear map
p : A∗ → B⊗C; we denote byW := p(A∗) the image of A∗ in the space of matrices
B ⊗ C. Similarly, if p = p′ ⊕ p′′ ∈ (A′ ⊕ A′′)⊗ (B′ ⊕ B′′)⊗ (C ′ ⊕ C ′′) is such that
p′ ∈ A′ ⊗ B′ ⊗ C ′ and p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′, we set W ′ := p′(A′∗) ⊂ B′ ⊗ C ′ and
W ′′ := p′′(A′′∗) ⊂ B′′⊗C ′′. In such situation, we will say that p = p′⊕p′′ is a direct
sum tensor.

We have the following direct sum decomposition:

W = W ′ ⊕W ′′ ⊂ (B′ ⊗ C ′)⊕ (B′′ ⊗ C ′′)

and an induced matrix partition of type (b′ + b′′, c′ + c′′) on every matrix w ∈ W
such that

w =

(
w′ 0
0 w′′

)
,

where w′ ∈ W ′ and w′′ ∈ W ′′, and the two 0's denote zero matrices of size b′ × c′′

and b′′ × c′ respectively.

Proposition 2.2.0.3 ([BPR20, Prop. 3.3.]). Suppose that p, W , etc. are as in
Notation 2.2.0.2. Then the additivity of the rank holds for p, that is R(p) =
R(p′) + R(p′′), if and only if the additivity of the rank holds for W , that is
R(W ) = R(W ′) +R(W ′′).

Proof. It is an immediate consequence of Lemma 2.1.4.1. �
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2.2.1 Projections and decompositions

The situation we consider here concerns the direct sums and their minimal
decompositions. We �x W ′ ⊂ B′ ⊗ C ′ and W ′′ ⊂ B′′ ⊗ C ′′ and we choose a
minimal decomposition of W ′⊕W ′′, that is a linear subspace V ⊂ B⊗C such that
dimV = R(W ′⊕W ′′), PV = 〈VSeg〉 and V ⊃ W ′⊕W ′′. Such linear spaces W ′, W ′′

and V will be �xed for the rest of Sections 2.2 and 3.1.
In addition to Notations 2.1.1.1, 2.2.0.1 and 2.2.0.2 we need the following.

Notation 2.2.1.1. Under Notation 2.2.0.1, let πC′ denote the projection

πC′ : C → C ′′,

whose kernel is the space C ′. With slight abuse of notation, we shall denote by πC′
also the following projections

πC′ : B ⊗ C → B ⊗ C ′′, or πC′ : A⊗B ⊗ C → A⊗B ⊗ C ′′,

with kernels, respectively, B ⊗ C ′ and A⊗B ⊗ C ′. The target of the projection is
regarded as a subspace of C, B⊗C, or A⊗B⊗C, so that it is possible to compose
such projections, for instance:

πC′πB′′ : B ⊗ C → B′ ⊗ C ′′, and πC′πB′′ : A⊗B ⊗ C → A⊗B′ ⊗ C ′′.

We also let E ′ ⊂ B′ (resp. E ′′ ⊂ B′′) be the minimal vector subspace such that
πC′(V ) (resp. πC′′(V )) is contained in (E ′ ⊕B′′)⊗ C ′′ (resp. (B′ ⊕ E ′′)⊗ C ′).

By swapping the roles of B and C, we de�ne F ′ ⊂ C ′ and F ′′ ⊂ C ′′ analogously.
By the lowercase letters e′, e′′, f ′, f ′′ we denote the dimensions of the subspaces
E ′, E ′′, F ′, F ′′.

If the di�erencesR(W ′)−dimW ′ andR(W ′′)−dimW ′′ (which we will informally
call the gaps) are large, then the spaces E ′, E ′′, F ′, F ′′ could be large too, in
particular they can coincide with B′, B′′, C ′, C ′′ respectively. In fact, these spaces
measure �how far� a minimal decomposition V of a direct sum W = W ′ ⊕W ′′ is
from being a direct sum of decompositions of W ′ and W ′′.

In particular, we will show in Proposition 3.1.1.5 and Corollary 3.1.3.9, that if
E ′′ = {0} or if both E ′′ and F ′′ are su�ciently small, then R(W ) = R(W ′)+R(W ′′).
Then, as a consequence of Corollary 2.2.1.4, if one of the gaps is at most two (say,
R(W ′′) = dimW ′′ + 2), then the additivity of the rank holds, see Theorem 3.1.4.1.

Lemma 2.2.1.2 ([BPR20, Lem. 3.5]). In Notation 2.2.1.1 as above, with W =
W ′ ⊕W ′′ ⊂ B ⊗ C, the following inequalities hold.

R(W ′) + e′′ ≤ R(W )− dimW ′′, R(W ′′) + e′ ≤ R(W )− dimW ′,

R(W ′) + f ′′ ≤ R(W )− dimW ′′, R(W ′′) + f ′ ≤ R(W )− dimW ′.
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Figure 2.1: A minimal decomposition of W ′ ⊕ W ′′, that is a linear subspace
V ⊂ B ⊗ C such that dimV = R(W ′ ⊕W ′′), PV = 〈VSeg〉 and V ⊃ W ′ ⊕W ′′. We
denote by E ′′ ⊂ B′′ the minimal vector subspace such that πC′′(V ) ⊂ B ⊗ C ′ is
contained in (B′ ⊕ E ′′) ⊗ C ′. In the presented case (b′,b′′, c′, c′′) = (3, 3, 3, 3) (we
use Notation 2.2.0.1).

Proof. We prove only the �rst inequality R(W ′) +e′′ ≤ R(W )−dimW ′′, the other
follow in the same way by swapping B and C or ′ and ′′. By Proposition 2.1.4.2(i)
and (ii) we may assumeW ′ is concise: R(W ′) or R(W ) are not a�ected by choosing
the minimal subspace of B′ by (i), also the minimal decomposition V cannot involve
anyone from outside of the minimal subspace by (ii).

Since V is spanned by rank one matrices and the projection πC′′ preserves the
set of matrices of rank at most one, also the vector space πC′′(V ) is spanned by
rank one matrices, say

πC′′(V ) = 〈b1 ⊗ c1, . . . , br ⊗ cr〉

with r = dimπC′′(V ). Moreover, πC′′(V ) contains W ′. We claim that

B′ ⊕ E ′′ = 〈b1, . . . , br〉 .

Indeed, the inclusion B′ ⊂ 〈b1, . . . , br〉 follows from the conciseness of W ′, as W ′ ⊂
V ∩B′ ⊗C ′. Moreover, the inclusions E ′′ ⊂ 〈b1, . . . , br〉 and B′ ⊕E ′′ ⊃ 〈b1, . . . , br〉
follow from the de�nition of E ′′, cf. Notation 2.2.1.1.

Thus, Proposition 2.1.4.2(ii) implies that

r = dimπC′′(V ) ≥ R(W ′) + dim 〈b1, . . . , br〉︸ ︷︷ ︸
b′+e′′

−b′ = R(W ′) + e′′. (2.2.1.3)

Since V contains W ′′ and πC′′(W ′′) = {0}, we have

r = dimπC′′(V ) ≤ dimV − dimW ′′ = R(W )− dimW ′′.

The claim follows from the above inequality together with (2.2.1.3). �
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Rephrasing the inequalities of Lemma 2.2.1.2, we obtain the following.

Corollary 2.2.1.4 ([BPR20, Cor. 3.6.]). If R(W ) < R(W ′) +R(W ′′), then

e′ < R(W ′)− dimW ′, f ′ < R(W ′)− dimW ′,

e′′ < R(W ′′)− dimW ′′, f ′′ < R(W ′′)− dimW ′′.

This immediately recovers a known case of additivity, when the gap is equal to 0
[Lan12, Prop. 10.3.3.3], that is if R(W ′) = dimW ′, then R(W ) = R(W ′) +R(W ′′)
(because e′ ≥ 0). Moreover, it implies that if one of the gaps is equal to 1 (say
R(W ′) = dimW ′+1), then either the additivity holds or both E ′ and F ′ are trivial
vector spaces. In fact, the latter case is only possible if the former case holds too.

Lemma 2.2.1.5 ([BPR20, Lem. 3.7]). With Notation 2.2.1.1, suppose E ′ = {0}
and F ′ = {0}. Then the additivity of the rank holds R(W ) = R(W ′) + R(W ′′). In
particular, if R(W ′) ≤ dimW ′ + 1, then the additivity holds.

Proof. Since E ′ = {0} and F ′ = {0}, by the de�nition of E ′ and F ′ we must have
the following inclusions:

πB′′(V ) ⊂ B′ ⊗ C ′ and πC′′(V ) ⊂ B′ ⊗ C ′.

Therefore V ⊂ B′⊗C ′⊕B′′⊗C ′′ and V is obtained from the union of decompositions
of W ′ and W ′′.

The last statement follows from Corollary 2.2.1.4 �

Later in Proposition 3.1.1.5 we will show a stronger version of the above lemma,
namely it is su�cient to assume that only one of E ′ or F ′ is zero. In Corollary 3.1.3.9
we prove a further generalization based on the results in the following subsection.

2.2.2 �Hook�-shaped spaces

It is known since [JT86], that the additivity of the tensor rank holds for
tensors with one of the factors of dimension 2 (Theorem 1.2.5.6). Namely, using
Notation 2.2.0.1 and 2.2.0.2, if a′ ≤ 2 then R(p′ + p′′) = R(p′) + R(p′′). The same
claim is recalled in [LM17, Sect. 4] after Theorem 4.1. The brief comment says that
if rank of p′ can be calculated by the substitution method, then the additivity of
the rank holds. Landsberg and Michaªek implicitly suggest that if a′ ≤ 2, then the
rank of p′ can be calculated by the substitution method, [LM17, Items (1)�(6) after
Prop. 3.1]. This is indeed the case (at least over an algebraically closed base �eld
k), although rather demanding to verify, at least in the version of the algorithm
presented in the cited article. In particular, to show that the substitution method
can calculate the rank of p′ ∈ k2 ⊗ B′ ⊗ C ′, one needs to use the normal forms
of such tensors [Lan12, Sect. 10.3] and understand all the cases, and it is hard to
agree that this method is so much simplier than the original approach of [JT86].
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Instead, probably, the intention of the authors of [LM17] was slightly di�erent,
with a more direct application of [LM17, Prop. 3.1] (or Proposition 2.2.2.3 below).
This has been carefully detailed and described in [Rup17, Prop. 3.2.12].Here we
present a stronger statement about small �hook�-shaped spaces (Corollary 3.1.3.9).
We stress that the argument for [Rup17, Prop. 3.2.12] and [BPR20, Prop. 3.17]
requires the assumption of an algebraically closed base �eld k, while the our proof
of Corollary 3.1.3.9, as well as the original approach of [JT86] works over any base
�eld.

De�nition 2.2.2.1. For non-negative integers e, f , we say that a linear subspace
W ⊂ B⊗C is (e, f)-hook shaped, if W ⊂ ke⊗C+B⊗kf for some choices of linear
subspaces ke ⊂ B and kf ⊂ C.

The name �hook shaped� space comes from the fact that under an appropriate
choice of basis, the only nonzero coordinates form a shape of a hook p situated in
the upper left corner of the matrix, see Example 2.2.2.2. The integers (e, f) specify
how wide the edges of the hook are. A similar name also appears in the context of
Young diagrams, see for instance [BR87, Def. 2.3].

Example 2.2.2.2. A (1, 2)-hook shaped subspace of k4⊗ k4 has only the following
possibly nonzero entries in some coordinates:

∗ ∗ ∗ ∗
∗ ∗ 0 0
∗ ∗ 0 0
∗ ∗ 0 0

 .
The following observation is presented in [LM17, Prop. 3.1] and in [AFT11,

Lem. B.1]. Here, we have phrased it in a coordinate free way.

Proposition 2.2.2.3 ([BPR20, Prop. 3.10]). Let p ∈ A ⊗ B ⊗ C, R(p) = r > 0,
and pick α ∈ A∗ such that p(α) ∈ B ⊗ C is nonzero. Consider two hyperplanes in
A: the linear hyperplane α⊥ = (α = 0) and the a�ne hyperplane (α = 1). For any
a ∈ (α = 1), denote

p̃a := p− a⊗ p(α) ∈ α⊥ ⊗B ⊗ C.

Then:
(i) there exists a choice of a ∈ (α = 1) such that R(p̃a) ≤ r − 1,
(ii) if in addition R(p(α)) = 1, then for any choice of a ∈ (α = 1) we have

R(p̃a) ≥ r − 1.

See [LM17, Prop. 3.1] for the proof (note the statement there is over the complex
numbers only, but the proof is base �eld independent) or, alternatively, using
Lemma 2.1.4.1 translate it into the following statement on linear spaces of tensors:
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Proposition 2.2.2.4 ([BPR20, Prop. 3.11]). Suppose W ⊂ B ⊗ C is a linear
subspace, R(W ) = r. Assume w ∈ W is a nonzero element. Then:

(i) there exists a choice of a complementary subspace W̃ ⊂ W such that

W̃ ⊕ 〈w〉 = W and R(W̃ ) ≤ r − 1, and
(ii) if in addition R(w) = 1, then for any choice of the complementary subspace

W̃ ⊕ 〈w〉 = W we have R(W̃ ) ≥ r − 1.

Proposition 2.2.2.4 and the following Lemma 2.2.2.5 were crucial in the original
proof that the additivity of the rank holds for vector spaces, one of which is (1, 2)-
hook shaped (provided that the base �eld is algebraically closed). It is presented
in [BPR20, Subsect. 3.2].

After introducing repletion and digestion with respect to a distinguished matrix
(�3.1.2 and � 3.1.3), we present a stronger version of Proposition 2.2.2.4(i), i.e.
Corollary 3.1.3.5. This approach also simpli�es the original proof of additivity of the
rank holds for vector spaces, one of which is (1, 2)-hook shaped and let us to prove
its generalization to arbitrary �elds, i.e. Corollary 3.1.3.9 (and Theorem 1.2.5.7(iv)
from Chapter 1: Introduction).

The proof of the following lemma is a dimension count, see also [Rup17,
Prop. 3.2.11].

Lemma 2.2.2.5 ([BPR20], Lemma 3.16). Suppose k is algebraically closed (of any
characteristic) and 0 6= p ∈ A⊗B⊗k2 is concise and dimA ≥ dimB. Then, there
exists a rank one matrix in p(A∗) ⊂ B ⊗ k2.

Proof. Since dimA ≥ dimB, the projectivization of the image P(p(A∗)) ⊂
P(B ⊗ k2) intersects the Segre variety P(B) × P(k2). Indeed, the corresponding
dimensions are: dim(A) − 1, dim(B) · 2 − 1, dim(B). Thus, dim(P(p(A∗))) +
dim(Seg(P(B) × P(k2))) − dim(P(B ⊗ k2)) ≥ 0 and by [Har77, Thm I.7.2] the
intersection is nonempty. Note, that here we use that the base �eld k is algebraically
closed. �

Our proof of Lemma 2.2.2.5 does not work for non algebraically closed �elds,
since we rely on [Har77, Thm I.7.2]. In this thesis, we use Lemma 2.2.2.5 and
the generalization of Proposition 2.2.2.4 (Corollary 3.1.3.5), to prove that rank
additivity holds for a certain small dimensional spaces, see Corollary 3.1.4.13 (and
Theorem 1.2.5.7(v)).

2.3 Border rank additivity tools

In Section 3.2 we focus on the border rank additivity. To prove it holds in the
cases described there, we need tools, de�nitions and notations which we introduce
in this subsection.

We commence with the observation that if the border rank additivity holds for
tensors more degenerate than a given pair, then it has to hold for the original pair
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too. For the precise statement we will need a proper de�nition what degenerate
tensor is.

De�nition 2.3.0.1. Assume p, q ∈ A ⊗ B ⊗ C are two tensors. We say that p is
more degenerate than q if p ∈ GL(A)×GL(B)×GL(C) · q.

Example 2.3.0.2. Any concise tensor in C1 ⊗ C2 ⊗ C2 is more degenerate than
any concise tensor in C2 ⊗ C2 ⊗ C2.

Example 2.3.0.3. Consider concise tensors in C3×C2×C2. According to [Lan12,
Table 10.3.1], there are two orbits of the action of GL3×GL2×GL2 of such tensors,
both orbits of border rank 3. One orbit is �generic�, the other is more degenerate.
The latter is represented by:

p = a1 ⊗ b1 ⊗ c1 + a2 ⊗ b1 ⊗ c2 + a3 ⊗ b2 ⊗ c1.

Lemma 2.3.0.4 ([BPR20, Lem. 5.6]). Suppose p′ ∈ A′ ⊗ B′ ⊗ C ′ is an arbitrary
tensor and p′′, q′′ ∈ A′′ ⊗ B′′ ⊗ C ′′ are such that R(p′′) = R(q′′) and p′′ is more
degenerate than q′′. If the additivity of the border rank holds for p′⊕ p′′ then it also
holds for p′ ⊕ q′′.

Proof. Since p′′ is more degenerate than q′′ also p′ ⊕ p′′ is more degenerate than
p′ ⊕ q′′. Thus,

R(p′ ⊕ q′′) ≥ R(p′ ⊕ p′′) = R(p′) +R(p′′) = R(p′) +R(q′′).

�

2.3.1 Strassen's equations of secant varieties

Often as a criterion to determine whether a tensor is or is not of a given border
rank, we exploit de�ning equations of the corresponding secant varieties. We review
here one type of equations, that is most important for the small cases we consider
in the next chapter (see Section 3.2).

First assume b = c and consider the space of square matrices B ⊗ C. Let
fb : (B ⊗ C)×3 → B ⊗ C be the map of matrices de�ned as follows:

fb(x, y, z) = x adj(y)z − z adj(y)x, (2.3.1.1)

where adj(y) denotes the adjoint matrix of y.
As in Section 2.1.4 write

p =
a∑
i=1

ai ⊗ wi,

where w1, . . . , wa ∈ W := p(A∗) ⊂ B ⊗ C are b× c matrices and {a1, . . . , aa} is a
basis of A.
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Proposition 2.3.1.2. Assume that p ∈ A⊗B ⊗ C.
(i) [Str88] Suppose a = b = c = 3. Then R(p) ≤ 3 if and only if f3(x, y, z) = 0

for every x, y, z ∈ W .
(ii) [LM08] Suppose a = b = c and R(p) ≤ a. Then fa(x, y, z) = 0, for every

x, y, z ∈ W .

See also [Fri13, Thm 3.2].
We also recall Ottaviani's derivation of Strassen's equations ([Ott07], see also

[Lan12, Sect. 3.8.1]) for secant varieties of three factor Segre embeddings. Given a
tensor p : B∗ → A⊗ C, consider the contraction operator

p∧A : A⊗B∗ → Λ2A⊗ C,

obtained as composition of the map IdA⊗p : A⊗B∗ → A⊗2 ⊗ C with the natural
projection A⊗2 ⊗ C → Λ2A⊗ C.

Proposition 2.3.1.3 ([Ott07, Thm 4.1]). Assume 3 ≤ a ≤ b, c. If R(p) ≤ r, then
rk(p∧A) ≤ r(a− 1).

If a = 3, we can slice p as follows (cf. Section 2.1.4): p =
∑3

i=1 ai⊗wi ∈ A⊗B⊗C,
with wi ∈ B ⊗ C. Then the matrix representation of p∧A in block matrices is the
following (b + b + b, c + c + c) partitioned matrix

M3(w1, w2, w3) :=

 0 w3 −w2

−w3 0 w1

w2 −w1 0

 . (2.3.1.4)

Proposition 2.3.1.5 ([Lan12, Prop. 7.6.4.4]). If a = b = c = 3, the degree nine
equation

det(p∧A) = 0

de�nes the variety σ4(PA× PB × PC) ⊂ P(A⊗B ⊗ C).

If a = 4 and p =
∑4

i=1 ai ⊗wi ∈ A⊗B ⊗C, with wi ∈ B ⊗C, then the matrix
representation of p∧A in block matrices is the following (4 ·b, 6 ·c) partitioned matrix

M4(w1, w2, w3, w4) :=


0 w3 −w2 w4 0 0
−w3 0 w1 0 −w4 0
w2 −w1 0 0 0 w4

0 0 0 −w1 w2 −w3

 . (2.3.1.6)

2.4 Ranks and Apolarity Lemmas

In algebraic geometry we would like to translate geometric questions into
algebraic problems. In the case of certain notions of rank, the main tool is the
Apolarity Lemma in its many variants. It allows us to convert a question about a
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rank, into a question about an existence of some ideals. Firstly, it can be applied
for establishing upper bounds for rank by constructing certain ideals. Secondly, it
can provide lower bounds, by proving that ideals satisfying given properties, do not
exist. Some of the many examples of applying Apolarity Lemmas in both directions
are [Gaª20, Thm 1.5], [BB15, Sect. 4], [GOV19] as well as Theorems 4.1.0.2,
4.1.0.3. For the applications of Border Apolarity Lemmas see [CHL19],[HMV20],
and [Ma«20].

In this section we focus on the ranks of polynomials (symmetric tensors). We
review de�nitions of various types of ranks of tensors and the corresponding variants
of Apolarity Lemma. In the previous sections of this chapter, we frequently used
slice technique 2.1.4.1 to deal with tensor rank and border rank. One can wonder if
slice technique works also for other notions of ranks of tensors. That is not the case.
Multigraded Cactus Apolarity Lemma 2.4.2.4 let us prove that the analogue of the
slice technique 2.1.4.1 does not apply to the cactus rank (Proposition 2.4.2.5). In
Chapter 4, we provide the counterexample for the slice technique in the setting of
border cactus rank (Proposition 4.3.1.7).

Subsections 2.4.1 and 2.4.2 introduce geometric objects which correspond to
ranks of subspaces, namely Grassmann secant and Grassmann cactus varieties.
The problem of decomposing many forms simultaneously as linear combinations of
powers of the same set of linear forms originates from the work of Terracini [Ter15].
It was later studied by Bronowski [Bro33] and it is strictly connected to the notion
of Grassmann secant variety.

We introduce the divided power rings denoted by kdp[x0, . . . , xn] (following
Iarrobino-Kanev [IK99, Appendix A]), which allows to generalize Theorems 1.3.1.1,
1.3.1.3 and to state lemmas needed to prove it. We state de�nitions for any
algebraically closed �eld k since this generality is needed in Theorems 1.3.1.4 and
1.3.1.5.

Fix a positive integer n and let T ∗ := k[α0, . . . , αn] =
⊕

0≤j T
∗
j be a polynomial

ring with the graded dual ring T :=
⊕

0≤j Tj and let xi ∈ T1 be dual to αi. For a
multi-index u, we denote by αu = αu11 α

u2
2 · · ·αunn the standard monomial basis of

T ∗j , where j = |u| = u1 +u2 + · · ·+un. Another notation is x[u] := x
[u1]
1 x[u2] · · ·x[un]n

for the basis of Tj dual to the basis {αu : |u| = j}. For every i, j and ϕ ∈ T ∗i , f ∈ Tj,
ψ ∈ T ∗j−i, the contraction map y : T ∗i × Tj → Tj−i is de�ned as follows

(ϕyf)(ψ) :=

{
0 if j < i

f(ϕψ) otherwise
.

We extend these maps to a contraction map y : T ∗ × T → T by linearity. On the
bases we have

αuyx[v] :=

{
x[v−u] if uk ≤ vk for k = 0, 1, . . . , n

0 in the other case
.
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The multiplication of monomials is given by the equality x[u]x[v] := (u+v)!
u!v!

x[u+v],
where v! := v0!v1! · · · vn!. Extending by linearity, we obtain a structure of a k-
algebra on T .

Notice, that the usage of divided powers is necessary, since there is no
assumption that k has characteristic zero. If chark = 0, divided powers have a
simple form. Namely, x[v] = xv

v!
.

Another frequently used notation in this thesis is the following S∗ :=
k[α1 . . . , αn] ⊆ T ∗ (we omit the variable α0 from T ∗). Then the graded dual ring
S := kdp[x1, . . . , xn] is naturally a subring of T .

De�nition 2.4.0.1. Let k be a positive integer, T ∗ := k[α0, α1, . . . , αk] be
a polynomial ring, and T := kdp[x0, x1, . . . , xk] be its graded dual. Given a
�nite dimensional linear subspace V ⊆ T and a basis (y0, y1, . . . , yk) of T1 (the
homogeneous part of T of degree 1), we de�ne V |y0=1 to be the dehomogenization
of V with respect to the basis. The polynomial f |y0=1 is characterized analogously.

We denote by Ann(V ) the ideal Ann(V ) := {θ ∈ T ∗ | θyV = 0}. The
corresponding quotient ring T ∗/Ann(V ) will be de�ned as Apolar(V ) and called
the apolar algebra of V . If V = 〈f〉 we write Ann(f) instead of Ann(〈f〉) and
Apolar(f) instead of Apolar(〈f〉).

Now we state the de�nitions of Hilbert function which will be used in the
dissertation repeatedly.

De�nition 2.4.0.2. Given a Z-graded T ∗-moduleM its Hilbert function is de�ned
as

H(M,d) := dimkMd,

for all d ∈ Z. For a �nite local k-algebra (A,m) the (local) Hilbert function of A is
the Hilbert function of the associated graded ring grmA ([Eis95, Sect.5.1]), i.e.

H(A, d) := dimkm
d/md+1,

for all d ∈ Z≥0.
In the case of k = C, we will consider also Z × Z and Z × Z × Z-graded

rings. For Z × Z × Z-graded rings, the polynomial ring Sym(A ⊕ B ⊕ C)∗ :=
C[α1, α2, . . . , αa, β1, β2, . . . , βb, γ1, γ2, . . . , γc] and its graded dual Sym(A⊕B⊕C) :=
Cdp[x1, x2, . . . , xa, y1, y2, . . . , yb, z1, z2, . . . , zc] will be used. The grading is de�ned
in a way that αi has a degree (1, 0, 0), βi has a degree (0, 1, 0) and γi has a
degree (0, 0, 1) for all i. We de�ne the Hilbert function of a Z × Z × Z-graded
Sym(A⊕B ⊕ C)∗-module N as

H(N, (d1, d2, d3)) := dimCN(d1,d2,d3),

for all (d1, d2, d3) ∈ Z× Z× Z.
In the case of Z × Z-graded rings, we use analogous de�nitions of Sym(A ⊕

B), Sym(A⊕B)∗, degrees of αi, βi and Hilbert function H(N, (d1, d2)) of a Z× Z-
graded Sym(A⊕B)∗-module N .
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We introduce the following notation of the functions hs,n, hs,(n1,n2), hs,(n1,n2,n3)

and (s, n + 1)-standard Hilbert function. The �rst three will be used in
order to state Border Apolarity Lemma (Proposition 2.4.1.5) and for tensors
(Proposition 2.4.1.7), while the fourth one is necessary for Weak Border Cactus
Apolarity Lemma (Proposition 2.4.2.3).

De�nition 2.4.0.3. For positive integers s, n, n1, n2, n3, let hs,n : Z→ Z be given
by

hs,n(a) := min{
(
a+ n− 1

n− 1

)
, s}.

Functions hs,(n1,n2,n3) : Z× Z× Z→ Z and hs,(n1,n2,n3) : Z× Z× Z→ Z are de�ned
analogously. In the case of hs,(n1,n2,n3) : Z× Z× Z→ Z we assign

hs,(n1,n2,n3)(a1, a2, a3) := min{
(
a1 + n1 − 1

n1 − 1

)(
a2 + n2 − 1

n2 − 1

)(
a3 + n3 − 1

n3 − 1

)
, s}.

A function h : Z→ Z satisfying the following conditions will be called an (s, n+1)-
standard Hilbert function:
(i) h(d) ≤ h(d+ 1) for all d,
(ii) if d ≥ 0 and h(d) = h(d+ 1), then h(e) = s for all e ≥ d,
(iii) 0 ≤ h(d) ≤ hs,n+1(d) for all d.

2.4.1 Rank and border rank

For any algebraically closed �eld and X ⊆ PN , we can give the de�nition
of the X-border rank for a linear subspace of CN+1. It is a generalization of
De�nitions 1.3.0.3 and 2.1.2.1.

De�nition 2.4.1.1. For a k-dimensional linear subspace V of CN+1, the X-rank
of V is

RX(V ) := min{r ∈ Z>0 such that PV is contained in projective

span 〈s1, s2, . . . , sn〉, where si ∈ X}.

The (r, k)-th Grassmann secant variety of X is

σr,k(X) := {[V ] ∈ Gr(k,CN+1) | RX(V ) ≤ r}.

The X-border rank of V is

RX(V ) := min{r ∈ Z>0 | [V ] ∈ σr,k(X)}.

We drop the subscript X if the variety we work with is clear from the context.
From now on, in Sections 2.4, 2.5 we mainly focus on polynomials and symmetric
rank, i.e. νd(PT1)-rank.
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If k = 1, namely if V = 〈F 〉 for an element F ∈ Td, we obtain the classical
notions of rank and border rank of F and the secant variety σr(νd(PT1)) (cf.
De�nitions 1.2.2.1, 1.3.0.3, 1.3.0.8).

In order to state Border Apolarity Lemma, we have to introduce multigraded
Hilbert schemes. We will also use the following notation.

Notation 2.4.1.2. Let Sym(A ⊕ B ⊕ C)∗ denotes a multigraded ring
C[α1, α2, ..., αa, β1, β2, ..., βb, γ1, γ2, ..., γc] with Z× Z× Z-grading such that αi has
a degree (1, 0, 0), βi has a degree (0, 1, 0) and γi has a degree (0, 0, 1) for all i. We
de�ne Sym(A⊕B)∗ analogously.

In our case we restrict to Hilb
hr,n+1

T ∗ , Hilb
hr,(a,b)

Sym(A⊕B)∗ and Hilb
hr,(a,b,c)
Sym(A⊕B⊕C)∗ , i.e.

the multigraded Hilbert scheme associated to the polynomial rings T ∗ (with the
standard Z-grading), Sym(A ⊕ B)∗ and Sym(A ⊕ B ⊕ C)∗, correspondingly. The
functions hr,n+1,hr,(a,b),hr,(a,b,c) are as in De�nition 2.4.0.3. The aforementioned
multigraded Hilbert schemes parameterize homogeneous ideals with �xed Hilbert
functions hr,n+1, hr,(a,b) and hr,(a,b,c) correspondingly. For more about the topic see
[HS04].

We also need to de�ne Slipr,PT1 ⊆ Hilb
hr,n+1

T ∗ , but �rst let us recall the de�nition
of the saturation of ideal.

De�nition 2.4.1.3. Let I, J be ideals of a ring R. We de�ne the ideal quotient

(I : J) := {f ∈ R | f · J ⊆ I} ⊆ R.

We call the following ideal
⋃∞
d=1(I : Jd) ⊆ R the J-saturation of I or the saturation

of I with respect to J . The ideal is J-saturated if is equal to its J-saturation. If J
is an irrelevant ideal (for example (α1, α2, . . . , αa)(β1, β2, . . . , βb)(γ1, γ2, . . . , γc) ⊆
Sym(A⊕ B ⊕ C)∗ or (α0, α1, . . . , αn) ⊆ T ∗), we omit J and just say saturation of
I and saturated ideal.

De�nition 2.4.1.4. Let Slipr,PT1 be the closure in Hilb
hr,n+1

T ∗ of points
corresponding to saturated ideals of r points. We de�ne Slipr,PA×PB×PC as a closure

in Hilb
hr,(a,b,c)
Sym(A⊕B⊕C)∗ of points corresponding to M -saturated radical ideals, where

M = (α1, α2, . . . , αa)(β1, β2, . . . , βb)(γ1, γ2, . . . , γc) ⊆ Sym(A⊕B ⊕ C)∗.

Now we can state the Border Apolarity Lemma.

Proposition 2.4.1.5 (Border Apolarity Lemma). Let V ⊆ Td be a k-dimensional
subspace. Then R(V ) ≤ r if and only if there exists an ideal [I] ∈ Slipr,PT1 such
that

I ⊆ Ann(V ).

Proposition 2.4.1.5 follows from the proof of [BB20, Thm 1.3] if we set H =
Hilbsmr (Pn), i.e. the smoothable component of the Hilbert scheme of r points on
Pn. We rewrite it here.
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Proof. We know that

R(V ) ≤ r ⇐⇒ [V ] ∈ σr,k(νd(Pn)) ⇐⇒ ∃[I]∈Slipr,PT1Id ⊆ V ⊥

where V ⊥ is the subspace of T ∗d of forms annihilating V . The latter equivalence
follows from [BB20, Prop. 6.1]. We need to prove that

∃[I]∈Slipr,PT1Id ⊆ V ⊥ ⇐⇒ ∃[I]∈Slipr,PT1I ⊆ Ann(V )

One implication is clear. We show the implication from the left to the right. Let
φ ∈ Ie for e ∈ Z, then T ∗d−e · φ ∈ Id ⊂ V ⊥ ⊂ Ann(V ). Thus, (T ∗d−e · φ)yV = 0 which
implies T ∗d−ey(φyV ) = 0. We obtain φyV = 0. �

There is also a version of the Border Apolarity Lemma, which may be applied
to investigate a border rank of not necessarily symmetric tensors. We state it for
tensors p ∈ A⊗B⊗C, while the analogous proposition is true also for p ∈ A⊗B.
We will use it only in these two cases. For a more general statement and the proof
see [BB19, Thm 3.15].

In order to state Multigraded Border Apolarity Lemma, we have to introduce
the following notation.

Notation 2.4.1.6. Let {x1, x2, . . . , xa}, {y1, y2, . . . , yb}, {z1, z2, . . . , zc} be bases
of C-vector spaces A,B,C correspondingly. We can look at a tensor p ∈ A ⊗
B ⊗ C as a homogeneous polynomial of multi-degree (1, 1, 1) in Sym(A ⊕ B ⊕
C) := Cdp[x1, x2, . . . , xa, y1, y2, . . . , yb, z1, z2, . . . , zc], where {xi}i,{yj}j,{zk}k are of
degrees (1, 0, 0), (0, 1, 0), (0, 0, 1) correspondingly.

Proposition 2.4.1.7 (Multigraded Border Apolarity Lemma, [BB19, Thm 3.15]).
Let us use Notations 2.4.1.2, 2.4.1.6. The border rank R(p) ≤ r if and only if there
exists an ideal [I] ∈ Slipr,PA×PB×PC such that

I ⊆ Ann(p),

where Ann(p) = {θ ∈ Sym(A⊕B ⊕ C)∗ | θyp = 0}.

2.4.2 Cactus rank and border cactus rank

Given a subscheme R ⊆ PN we denote by 〈R〉 the projective linear span in PN
of R, i.e. the smallest projective linear subspace of PN containing R.

De�nition 2.4.2.1. For X ⊆ PN and a k-dimensional linear subspace V of CN+1,
the X-cactus rank of V is

crX(V ) := min{r ∈ Z>0 | PV ⊆ 〈R〉 for a zero-dimensional

subscheme R ⊆ X of length r}.
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To state the following de�nitions we need the assumption of algebraically closed
base �eld k. The (r, k)-th Grassmann cactus variety of the d-th Veronese variety of
X is

κr,k(X) := {[W ] ∈ Gr(k, Td) | crX(W ) ≤ r}.

The X-border cactus rank of V is

crX(V ) := min{r ∈ Z>0 | [V ] ∈ κr,k(X)}.

We will drop the subscript X if the variety we work with is clear from the context.
For a point (0, 0, . . . , 0) 6= p ∈ CN+1 let W ⊆ CN+1 be a linear span of p. We de�ne
the X-cactus rank and X-border cactus rank of p as a corresponding ranks of W .
X-cactus rank and X-border cactus rank of (0, 0, . . . , 0) ∈ CN+1 are set to be equal
zero. We denote κr(X) := κr,1(X).

We mainly focus on symmetric tensors, so we state next Propositions 2.4.2.2
and 2.4.2.3 for X = νd(PT1) ⊆ PTd.

Proposition 2.4.2.2 (Cactus Apolarity Lemma). Let V ⊆ Td be a nonzero
subspace and I(R) be the saturated ideal of a subscheme R ⊆ PT1. Then

I(R) ⊆ Ann(V ) ⇐⇒ PV ⊆ 〈νd(R)〉.

Therefore, cr(V ) ≤ r if and only if there exists a zero-dimensional subscheme
R ⊆ PT1 of length r such that

I(R) ⊆ Ann(V ).

For a proof, see [Tei14, Thm 4.7]. Similar results are already stated in [BR13],
[BB14] and [IK99].

In order to state a version of apolarity for border cactus rank, we need to
consider all (r, n+ 1)-standard Hilbert functions (see De�nition 2.4.0.3), instead of
hr,n+1 as in Border Apolarity Lemma 2.4.1.5.

Proposition 2.4.2.3 (Weak Border Cactus Apolarity Lemma, [BB20, Thm 1.1]).
Let V ⊆ Td be a nonzero subspace. If cr(V ) ≤ r, then there exists a homogeneous
ideal I ⊆ Ann(V ) ⊆ T ∗ such that the Hilbert function of T ∗/I is an (r, n + 1)-
standard Hilbert function.

There is also a version of the Cactus Apolarity Lemma, which may be applied
to investigate a cactus rank of not necessarily symmetric tensors. We state it for
tensors p ∈ A⊗B⊗C, while the analogous proposition is true also for p ∈ A⊗B.
Multigraded Cactus Apolarity Lemma can be expressed also for toric varieties.
However, there is a little connection with our dissertation, so we do not state it in
this setting. For the statement in full generality and a proof see [Gaª20, Thm 1.1,
Rem. 4.8].



36 Chapter 2. Main tools, methods and �rst results

Proposition 2.4.2.4 (Multigraded Cactus Apolarity Lemma). Using Notations
2.4.1.2, 2.4.1.6 let M := (α1, α2, . . . , αa)(β1, β2, . . . , βb)(γ1, γ2, . . . , γc) ⊆ Sym(A⊕
B ⊕ C)∗ and I(R) ⊆ Sym(A ⊕ B ⊕ C)∗ be the M-saturated ideal of a subscheme
R ⊆ P(A)× P(B)× P(C). Then

I(R) ⊆ Ann(p) ⇐⇒ [p] ∈ 〈Seg(R)〉,

.
Therefore, cr(V ) ≤ r for V ⊆ A ⊗ B ⊗ C if and only if there exists an M-

saturated ideal I ⊆ Sym(A⊕ B ⊕ C)∗ such that for su�ciently large i, j, k Hilbert
function H(Sym(A⊕B ⊕ C)∗/I, (i, j, k)) = r and

I ⊆ Ann(V ).

Here, by Ann(V ) we denote {θ ∈ Sym(A⊕B ⊕ C)∗ | ∀p∈V θyp = 0}.

Gesmundo, Oneto and Ventura in [GOV19, Ex. 2.23] show that the simultaneous
cactus rank of a family of forms cannot be read as the cactus rank of tensor living
in a bigger space. The example they provide is

p = x1 ⊗ y21y2 + x2 ⊗ y21y3 ∈ C2 ⊗ Sym3(C3).

Then 4 ≤ cr(p), while cr(p((C2)∗)) ≤ 3.
With a help of Multigraded Cactus Apolarity Lemma 2.4.2.4 we give another

counterexample to the analogue of the slice technique (Lemma 2.1.4.1) for the
cactus rank (see Proposition 2.4.2.5), i.e.

x1 ⊗ (y1 ⊗ z2 + y2 ⊗ z1) + x2 ⊗ (y1 ⊗ z3 + y3 ⊗ z1) ∈ C2 ⊗ C3 ⊗ C3.

Because of the symmetries inside the brackets, the natural step further is to check,
if

x1 ⊗ y1y2 + x2 ⊗ y1y3 ∈ C2 ⊗ Sym2(C3)

is a counterexample too. Indeed, in Proposition 2.4.2.7 we prove it is. Notice, that
the tensor we provide is simpler and is contained in a smaller dimensional space,
than the one given by Gesmundo, Oneto and Ventura.

Proposition 2.4.2.5. Let p = x1⊗ (y1⊗ z2 + y2⊗ z1) + x2⊗ (y1⊗ z3 + y3⊗ z1) ∈
C2 ⊗ C3 ⊗ C3. Then 4 ≤ cr(p), while cr(p(A∗)) ≤ 3, where A is the �rst factor of
C2 ⊗ C3 ⊗ C3.

Proof. To prove 4 ≤ cr(p) we will apply Multigraded Cactus Apolarity
Lemma 2.4.2.4. Assume the contrary holds, cr(p) ≤ 3 and there exists a zero-
dimensional subscheme R ⊆ P(C2)× P(C3)× P(C3) of length 3 such that

I := I(R) ⊆ Ann(p). (2.4.2.6)
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Hilbert function of Ann(p) at all of the multi-degrees

D := {(0, 1, 0), (0, 0, 1), (1, 0, 1), (1, 1, 0)}

equals 3. Thus, Hilbert functions of I at the same multi-degrees D has to be at least
3. Even more, it has to be equal 3, because the saturated ideal of a subscheme of
length 3 has a Hilbert function bounded by 3. Let us take the ideal J generated by
all generators of Ann(p) of degrees D. Its saturation Jsat equals (β2, β3, γ2, γ3), thus
Jsat 6⊆ Ann(p) and I 6⊆ Ann(p) as well, since Jsat ⊆ I. We obtained a contradiction
with (2.4.2.6).

To prove cr(p(A∗)) ≤ 3, we also use Multigraded Cactus Apolarity
Lemma 2.4.2.4. Let M = (β1, β2, β3)(γ1, γ2, γ3). It is enough to construct the ideal
L ⊆ Ann(p(A∗)) such that it is M -saturated and its Hilbert function equals 3 in
every multi-degree except (0, 0). To construct L, we analyze the ideal Ann(p(A∗)).
It has generators in multi-degrees (0, 2), (1, 1), (2, 0) only and the following Hilbert
function in multi-degree (i, j)

i
j

0 1 2 3 . . .

0 1 3 0 0 . . .
1 3 2 0 0 . . .
2 0 0 0 0 . . .
3 0 0 0 0 . . .
...

...
...

...
...

. . .

.

Let us de�ne the ideal

N := (β3γ3, β2γ3, β3γ2, β2γ2, β3γ1 − β1γ3, β2γ1 − β1γ2).

It is generated by all generators of Ann(p(A∗)) of multi-degree (1, 1) except β1γ1.
One can check that after taking M -saturation, we obtain the desired ideal

L := (γ23 , γ2γ3, β3γ3, β2γ3, γ
2
2 , β3γ2, β2γ2, β3γ1 − β1γ3, β2γ1 − β1γ2, β2

3 , β2β3, β
2
2).

�

In a similar way, we prove the next proposition.

Proposition 2.4.2.7. Let p = x1 ⊗ y1y2 + x2 ⊗ y1y3 ∈ C2 ⊗ Sym2(C3). Then
4 ≤ cr(p), while cr(p(A∗)) ≤ 3, where A is the �rst factor of C2 ⊗ Sym2(C3).

Proof. To prove both inequalities we will apply Multigraded Cactus Apolarity
Lemma 2.4.2.4. Assume the contrary to the �rst inequality holds, i.e. cr(p) ≤ 3.
It follows from Multigraded Cactus Apolarity Lemma that there exists a zero-
dimensional subscheme R ⊆ P(C2)⊗ P(Sym2(C3)) of length 3 such that

I := I(R) ⊆ Ann(p). (2.4.2.8)
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The Hilbert function of Ann(p) at all of the multi-degrees

D := {(0, 1), (1, 1)}

equals 3. Thus, the Hilbert function of I at the same multi-degrees D has to be at
least 3. Even more, it has to be equal 3, because the saturated ideal of a subscheme
of length 3 has a Hilbert function bounded by 3. Let us take the ideal J generated by
all generators of Ann(p) of multi-degrees D. Its saturation Jsat equals (β2, β3), thus
Jsat 6⊆ Ann(p) and I 6⊆ Ann(p) as well, since Jsat ⊆ I. We obtained a contradiction
with (2.4.2.8).

To prove cr(p(A∗)) ≤ 3, we also use Multigraded Cactus Apolarity Lemma. It is
enough to construct the ideal L ⊆ Ann(p(A∗)) such that it is (β1, β2, β3)-saturated
and its Hilbert function equals 3 in every degree except 0. To construct L, we
analyze the ideal Ann(p(A∗)). It has generators in degree 2 only and the Hilbert
function 1, 3, 2, 0, 0, 0, . . ..

Let us de�ne the ideal
N := (β2

2 , β2β3, β
2
3).

It is generated by all generators of Ann(p(A∗)) except β2
1 . It is (β1, β2, β3)-saturated.

One can check that we obtained the desired ideal

L := N.

�

Remark 2.4.2.9. A reader familiar with Segre-Veronese varieties can notice that
there exist a shorter proof of Propositions 2.4.2.5 and 2.4.2.7. Indeed, let

SVd1,d2,...,dn : PV ∗1 × PV ∗2 . . .PV ∗n → P(Symd1(V ∗1 )⊗ Symd1(V ∗1 )⊗ . . .⊗ Symd1(V ∗1 ))

be a Segre-Veronese embedding given by

([e1], [e2], . . . , [en]) 7→ [edn1 ⊗ edn2 ⊗ . . .⊗ ednn ].

One can prove that for the natural inclusions

i : Sym2(C3)→ C3 ⊗ C3, i(e1e2) := e1 ⊗ e2 + e2 ⊗ e1,

ĩ : C2 ⊗ Sym2(C3)→ C2 ⊗ C3 ⊗ C3, ĩ = idC2 ⊗ i

and p ∈ C2 ⊗ Sym2(C3), we have the following inequalities

crSeg(P1×P2×P2)(̃i(p)) ≤ crSV1,2(P1×P2)(p)

and
crSeg(P2×P2)(i(p(A

∗))) ≤ crν2(P2)(p(A
∗)).
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Thus, to prove both Propositions 2.4.2.5 and 2.4.2.7 at once, it is enough to show
that

crν2(P2)(〈y1y2, y1y3〉) ≤ 3

and

4 ≤ crSeg(P1×P2×P2)(x1 ⊗ (y1 ⊗ z2 + y2 ⊗ z1) + x2 ⊗ (y1 ⊗ z3 + y3 ⊗ z1)).

The tensor from 2.4.2.7 is the smallest possible counterexample among these
contained in a space of the form Cn × X, where X is a smooth variety. One can
prove that if X is smooth and the cactus rank of a pencil is 2, then the cactus rank
of a tensor corresponding to the pencil is 2 as well. Indeed, let X be smooth variety,
p ∈ Cn ×X and R ⊆ X be a scheme of length 2 such that W := p((Cn)∗) ⊆ 〈R〉.
Any such R is isomorphic either to 2 distinct reduced points or a double point.
Thus,W has a border rank at most 2. By slice technique for a border rank (Lemma
2.1.4.1), follows that R(W ) = R(p) ≤ 2. Hence, there exists a scheme R′ ⊆ Cn×X
of length 2 such that p ∈ 〈R′〉. We obtained cr(P ) ≤ 2.

If X is not smooth, we cannot argue in the same way, because there is no
implication cr(W ) ≤ 2 ⇒ R(W ) ≤ 2 (see [Gaª20, Beginning of Sec. 7.3]).
However, we believe that it is the smallest possible counterexample also among
these contained in a space of the form Cn ×X, where X is an arbitrary variety.

2.5 A bound for the border rank of a particular

subspace of polynomials of a �xed degree

In this section we present some algebraic results which will be needed in
Chapter 4 and we prove the bound for the border rank of particular subspace of
polynomials of a �xed degree. For a precise statement see Lemma 2.5.0.15. We will
use the notation introduced at the beginning of the Section 2.4 and the following
de�nition.

De�nition 2.5.0.1. Let d1 ≥ 1, d2 ≥ 0 be integers. Given f = Fdeg f + . . . + F0 ∈
S≤d1 where Fi ∈ Si, de�ne fhom,d2 ∈ Td1+d2 as

fhom,d2 :=

deg f∑
i=0

Fix
[d2+d1−i]
0 .

For a linear subspace W ⊆ S≤d1 , de�ne a linear subspace W hom,d2 of Td1+d2 as

W hom,d2 := {fhom,d2 | f ∈ W}.

Notice the di�erence between fhom,d2 and the classical homogenization, which we
use on a dual side (2.5.0.2). In our de�nition we use divided powers and the resulting
polynomials are of a �xed degree d1 + d2.
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Let a polynomial ϕ =
∑deg φ

i=0 Φi ∈ S∗, where Φi ∈ S∗i . We denote by ϕhom ⊆ T ∗

its homogenization with respect to α0, i.e.

ϕhom :=

degϕ∑
i=0

Φiα
deg(φ)−i
0 . (2.5.0.2)

We will also use the notion of the homogenization of an ideal, we recall it after
[CLO15, Sect. 8.4]. For an ideal I ⊆ S∗ its homogenization with respect to α0 is
denoted by Ihom ⊆ T ∗, where

Ihom := 〈ϕhom | ϕ ∈ I〉.

The following lemma says that the homogenization in T ∗ of an ideal in S∗ is
saturated. This will enable us to use Cactus Apolarity Lemma 2.4.2.2 in the proofs
of Theorems 1.3.1.4 and 1.3.1.5.

Lemma 2.5.0.3 ([GMR20, Lem. 3.1.]). Let I ⊆ S∗ be an ideal. Then the
homogenization Ihom ⊆ T ∗ is saturated with respect to the irrelevant ideal
(α0, . . . , αn).

Proof. It is enough to show that (Ihom : α0) = Ihom (here (Ihom : α0) denotes
the ideal quotient, see De�nition 2.4.1.3). Take θ ∈ (Ihom : α0). We shall show
that θ ∈ Ihom. Since (Ihom : α0) is a homogeneous ideal, we may assume that θ
is homogeneous. By the de�nition of ideal quotient, for some integer s, there are
ζ1, . . . , ζs ∈ I and ξ1, . . . , ξs ∈ T ∗ such that

θα0 = ξ1ζ
hom
1 + . . .+ ξsζ

hom
s .

Hence θ|α0=1 ∈ I, so (θ|α0=1)
hom ∈ Ihom. Thus,

θ = α
deg θ−deg(θ|α0=1

)

0 (θ|α0=1)
hom ∈ Ihom,

as claimed. We used [CLO15, Prop. 8.2.7 (iii) and (iv)]. �

If I ⊆ S∗ is a homogeneous ideal, then there is a simple way to calculate the
Hilbert function of T ∗/Ihom from the Hilbert function of S∗/I, namely

H(T ∗/Ihom, e) =
e∑
i=0

H(S∗/I, i) for e ∈ Z≥0.

In particular, if the Hilbert polynomial of S∗/I is zero, then for large enough e we
have H(T ∗/Ihom, e) = dimk S

∗/I. Lemma 2.5.0.4 and Corollary 2.5.0.5 generalize
this claim to inhomogeneous ideals.

In the following lemma we use the de�nitions of monomial orders <, leading
terms LT<, leading monomials LM<, and Gröbner bases as in [CLO15, Ch. 2].
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Lemma 2.5.0.4 ([GMR20, Lem. 3.2.]). Let I ⊆ S∗ be an ideal. Let < be any
monomial order on S∗ which respects the degree. Then for every non-negative
integer e

H(T ∗/Ihom, e) = #{µ ∈ S∗ | µ is a monomial, deg µ ≤ e and µ /∈ LT<(I)}.

Proof. Let e ∈ Z≥0 and consider sets

A≤e := {µ ∈ S∗ | µ is a monomial, deg µ ≤ e}

and
Be := {µ ∈ T ∗ | µ is a monomial, deg µ = e}.

These sets are in bijection given by

A≤e 3 µ 7→ αe−deg µ0 µ ∈ Be

and
Be 3 µ 7→ µ|α0=1 ∈ A≤e.

Let <h be the monomial order on T ∗ de�ned by

αa00 . . . αann <h α
b0
0 . . . α

bn
n ⇔ αa11 . . . αann < αb11 . . . α

bn
n or

αa11 . . . αann = αb11 . . . α
bn
n and a0 < b0.

We haveH(T ∗/Ihom, e) = #{µ ∈ Be | µ /∈ LT<h(Ihom)} (see [Eis95, Thm 15.3]).
Therefore, it is enough to show that for µ ∈ A≤e the following equivalence holds
µ ∈ LT<(I) if and only if αe−deg µ0 µ ∈ LT<h(Ihom).

Assume that µ ∈ A≤e ∩ LT<(I) and let θ ∈ I be such that LM<(θ) = µ. Then
αe−degµ0 θhom ∈ Ihom and LM<h(αe−deg µ0 θhom) = αe−deg µ0 LM<h(θhom) = αe−degµ0 µ.
The latter equality follows from the following observation: LM<h(θhom) = LM<(θ)
for θ ∈ S∗ .

Now suppose that αe−deg µ0 µ ∈ Be ∩ LT<h(Ihom). Let G := {ζ1, . . . , ζk} be
a Gröbner basis for I with respect to <. Then Ghom = {ζhom1 , . . . , ζhomk } is a
Gröbner basis for Ihom with respect to <h (see [CLO15, Thm 8.4.4]). Therefore, for
some j ∈ {1, .., k} the monomial LM<h(ζhomj ) = LM<(ζj) divides αe−deg µ0 µ. Thus,
LM<(ζj) divides µ, because ζj ∈ S∗. �

The following corollary of Lemma 2.5.0.4 will be used extensively. It shows
that the Hilbert polynomial of the subscheme de�ned by Ann(W )hom is equal to
dimk S

∗/Ann(W ). Moreover, it provides an upper bound on the minimal degree
from which the Hilbert function agrees with the Hilbert polynomial.

Corollary 2.5.0.5 ([GMR20, Cor. 3.3.]). Let W ⊆ S≤d1 be a linear subspace. Then
for e ≥ d1

H(T ∗/Ann(W )hom, e) = dimk S
∗/Ann(W ).
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Proof. All monomials of degree at least d1+1 are in Ann(W ). Therefore, for e ≥ d1
it follows from Lemma 2.5.0.4 that

H(T ∗/Ann(W )hom, e) = H(T ∗/Ann(W )hom, d1)

is equal to the number of monomials in S∗, which do not belong to LT<(Ann(W )).
This number is the dimension of the quotient algebra S∗/Ann(W ) as a k-vector
space ([Eis95, Thm 15.3]). �

The following result is similar to Lemma 2.5.0.4. It compares the Hilbert
functions of two related quotient algebras, one of S∗ and one of T ∗. We will use it
in the proof of Part (iii) of Theorem 4.1.0.3.

Lemma 2.5.0.6 ([GMR20, Lem. 3.4.]). Let J ⊆ T ∗ be a homogeneous ideal and
θ = αd0 + ρ be an element of Jd with ρ of degree smaller than d with respect to α0.
Consider the contraction J c = J ∩ S∗. Then for any integer e we have

H(T ∗/J, e) ≤ H(S∗/J c, e) +H(S∗/J c, e− 1) + . . .+H(S∗/J c, e− d+ 1).

Proof. Let < be a graded lexicographic order on T ∗ with αn < αn−1 < . . . < α0

and consider its restriction <′ to S∗. It follows from [Eis95, Thm 15.3]) that
H(T ∗/J, e) is the number of monomials of degree e, not in LT<(J). Observe, that
every monomial divisible by αd0 is in LT<(J). Therefore

H(T ∗/J, e) =
d−1∑
i=0

#{µ ∈ S∗e−i | µ is a monomial and αi0µ /∈ LT<(J)}.

Fix 0 ≤ i ≤ d−1 and let µ be a monomial of degree e− i from S∗. If µ ∈ LT<′(J
c),

then there is a homogeneous ζ ∈ J c such that LT<′(ζ) = µ. Therefore, αi0ζ ∈ J
and LT<(αi0ζ) = αi0µ. Thus, for i ∈ {0, . . . , d− 1}

#{µ ∈ S∗e−i | µ is a monomial and αi0µ /∈ LT<(J)} ≤ H(S∗/J c, e− i).

�

In [BBKT15, Prop. 1.6] it was proven that the annihilator of a homogeneous
degree d polynomial that is not a power of a linear form has a set of
minimal generators of degrees at most d. The following lemma generalizes it to
inhomogeneous polynomials.

Lemma 2.5.0.7 ([GMR20, Lem. 3.5.]). Let f = Fd1 + Fd1−1 + . . . + F0 be a
polynomial of degree d1 ≥ 2 in S where Fi ∈ Si. Assume that Fd1 is not a power of
a linear form. Then Ann(f)hom ⊆ T ∗ has a set of minimal generators of degrees at
most d1.
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Proof. We have Ann(f) ⊇ S∗d1+1, so we may choose a set of its generators of the
form

Ann(f) = ({αu | u ∈ Zn≥0 s.t. |u| = d1 + 1}) + (ζ1, . . . , ζk) with deg(ζi) ≤ d1.

Using Buchberger's algorithm for this set of generators and grevlex monomial
order, we obtain a Gröbner basis of Ann(f) of the form

{αu | u ∈ Zn≥0 s.t. |u| = d1 + 1} ∪ {ζ1, . . . , ζk} ∪ {ξ1, . . . , ξl}. (2.5.0.8)

We claim that deg ξi ≤ d1. To see this, notice that in Buchberger's algorithm we
remove from the S-polynomials multiples of monomials {αu | u ∈ Zn≥0 s.t. |u| =
d1 + 1}.

Then Ann(f)hom is generated by homogenizations of generators (2.5.0.8)
[CLO15, Thm 8.4.4]. It is enough to show that we are able to replace the monomial
generators of degree d1 + 1 written above by some generators of degree not greater
than d1. Let u ∈ Zn≥0 with |u| = d1 + 1. Then in S∗, we can write αu =

∑m
i=1 δiγi

for some δi ∈ Ann(Fd1)d1 and γi ∈ S∗1 [BBKT15, Prop. 1.6]. We have δi ∈ Ann(f)
for degree reasons. Therefore, αu ∈ ((Ann(f)hom)≤d1) as an element of T ∗. �

For a homogeneous polynomial Fd1 ∈ Sd1 of positive degree, Ann(Fd1x
[d2]
0 ) =

(αd2+1
0 ) + Ann(Fd1)

hom. In particular, Ann(Fd1x
[d2]
0 )≤d2 = (Ann(Fd1)

hom)≤d2 .
Lemma 2.5.0.9 generalizes it to an arbitrary polynomial. Part (i) was proven in
[BR13, Lem. 2]. However, from the notation of the authors it is not clear that they
use divided powers, but they are essential for the lemma to work (see Example
2.5.0.12). For this reason we present their proof with an explicit use of divided
powers.

Recall the notation of fhom,d2 from De�nition 2.5.0.1.

Lemma 2.5.0.9 ([GMR20, Lem. 3.6.]). Let f = Fd1 +Fd1−1 + . . .+F0 be a degree
d1 ≥ 1 polynomial in S and r = dimk S

∗/Ann(f). Let d2 be a non-negative integer.
We have

(i) Ann(f)hom ⊆ Ann(fhom,d2).
(ii) (Ann(f)hom)≤d2 = Ann(fhom,d2)≤d2
(iii) If d2 = d1 − 1, then H(T ∗/Ann(fhom,d2), d1) equals r or r − 1 . Moreover,

in the latter case Ann(fhom,d2) = (αd10 + ρ) + Ann(f)hom, where ρ ∈ T ∗d1 has
degree smaller than d1 with respect to α0.

Proof. The proof of the lemma is based on the following calculation. Let Γ =
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αd0Θ0 + αd−10 Θ1 + . . .+ Θd, where Θi ∈ S∗i . We can rewrite Γyfhom,d2 as follows

Γyfhom,d2 =

d1∑
e=0

min(d1−e,d)∑
j=0

(αd−j0 Θj)y(x
[d1+d2−(e+j)]
0 Fe+j)

=

d1∑
e=0

min(d1−e,d)∑
j=0

(αd−j0 yx
[d1+d2−(e+j)]
0 )(ΘjyFe+j)

=

min(d1,d1+d2−d)∑
e=0

min(d1−e,d)∑
j=0

x
[d1+d2−d−e]
0 (ΘjyFe+j)

=

min(d1,d1+d2−d)∑
e=0

x
[d1+d2−d−e]
0

min(d1−e,d)∑
j=0

ΘjyFe+j.

(2.5.0.10)

(i) Let θ = Θ0 + · · · + Θd ∈ Ann(f), where Θi is homogeneous of degree i. We
show that θhom = αd0Θ0 + αd−10 Θ1 + . . . + Θd is in the annihilator of fhom,d2 .
We put Γ = θhom in Equation (2.5.0.10).
For every e = 0, . . . ,min(d1, d1 + d2 − d) the sum

∑min(d1−e,d)
j=0 ΘjyFe+j is zero

since θyf = 0. Hence Γyfhom,d2 = 0, and the claim follows.
(ii) We have Ann(f)hom ⊆ Ann(fhom,d2) by Part (i). Assume that d ≤ d2 and let

Γ = αd0Θ0 + αd−10 Θ1 + . . . + Θd, where Θi ∈ S∗i , be such that Γyfhom,d2 = 0.
We claim that (Γ|α0=1)yf = 0.
By Equation (2.5.0.10) we have

0 =

d1∑
e=0

x
[d1+d2−d−e]
0

min(d1−e,d)∑
j=0

ΘjyFe+j.

Since the exponents at x0 are pairwise di�erent,

min(d1−e,d)∑
j=0

ΘjyFe+j = 0 for every d1 ≥ e ≥ 0.

This implies that (Γ|α0=1)yf = 0.
(iii) We start with the following

Observation. Assume that k ≥ 0, then for Γ = αd1−10 Θ1+k + αd1−20 Θ2+k +
. . .+ Θd1+k. We have

Γyfhom,d2 = 0⇒ Γ ∈ Ann(f)hom.

Indeed, Equation (2.5.0.10) with d2 = d1 − 1, d = d1 + k becomes

0 = Γyfhom,d2 =

d1−k−1∑
e=0

x
[d1−k−e−1]
0

d1−e∑
j=0

ΘjyFe+j.
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Since the exponents at x0 are pairwise di�erent,

d1−e∑
j=0

ΘjyFe+j = 0 for every d1 − k − 1 ≥ e ≥ 0. (2.5.0.11)

For d1 ≥ e > d1−k−1 we have
∑d1−e

j=0 ΘjyFe+j = 0 since Θj = 0 for j < k+1.
Together with Equation (2.5.0.11), it implies that Γ|α0=1 annihilates f and
thus, Γ ∈ Ann(f)hom as claimed.
We proceed to the proof of Part (iii). We claim that Ann(fhom,d2) has at
most one minimal homogeneous generator of degree d1 modulo generators
of (Ann(f)hom)d1 . Indeed, by the above observation with k = 0, any such
generator is (up to a scalar) of the form αd10 + ρ where αd10 does not divide
any monomial in ρ. Given two such generators, say αd10 + ρ and αd10 + ρ′ we
have αd10 + ρ = (αd10 + ρ′) + (ρ − ρ′). It follows from the above observation
for k = 0 that ρ− ρ′ is in (Ann(f)hom)d1 so the second new generator is not
needed. Therefore, either

H(T ∗/Ann(fhom,d2), d1) = H(T ∗/Ann(f)hom, d1) = r, or

H(T ∗/Ann(fhom,d2), d1) = H(T ∗/Ann(f)hom, d1)− 1 = r − 1.

Now we assume H(T ∗/Ann(fhom,d2), d1) = r − 1. Then there exists a
homogeneous generator of Ann(fhom,d2) of the form αd10 + ρ, where αd10
does not divide any monomial in ρ. It is enough to show that for any
k ≥ 0, if Γ = αd1−10 Θ1+k + αd1−20 Θ2+k + . . . + Θd1+k annihilates f

hom,d2 , then
Γ ∈ Ann(f)hom. This is the observation from the beginning of the proof of
Part (iii).

�

The following example shows that without the use of divided powers
in homogenization f 7→ fhom,d2 (see De�nition 2.5.0.1), the statement of
Lemma 2.5.0.9 (i) is false.

Example 2.5.0.12. Let f = x31 + x2 ∈ C[x1, x2] and G = x31 + x20x2 ∈ C[x0, x1, x2]
be its standard homogenization. Then

Ann(f)hom = (α2
2, α1α2, α

3
1 − 6α2

0α2),

and
Ann(G) = (α3

0, α
2
2, α0α1, α1α2, α

3
1 − 3α2

0α2).

The element α3
1 − 6α2

0α2 ∈ Ann(f)hom does not annihilate G.

The following lemma is a generalization of Lemma 2.5.0.9. Here, we use a
subspace W ⊆ S≤d1 instead of a polynomial f ∈ S≤d1 .
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Lemma 2.5.0.13 ([GMR20, Lem. 3.8.]). Let W ⊆ S≤d1 be a linear subspace with
d1 ≥ 1 and �x a non-negative integer d2. We have:
(i) Ann(W )hom ⊆ Ann(W hom,d2),
(ii) (Ann(W )hom)≤d2 = Ann(W hom,d2)≤d2.

Proof. (i) Let f ∈ W . Then Ann(W ) ⊆ Ann(f). Therefore,

Ann(W )hom ⊆ Ann(f)hom ⊆ Ann

(
deg f∑
i=0

Fix
[d2+d1−i]
0

)

by Lemma 2.5.0.9 (i). Varying f , this shows that

Ann(W )hom ⊆
⋂

H∈Whom,d2

Ann(H) = Ann(W hom,d2).

(ii) Let Θ ∈ Ann(W hom,d2)≤d2 be homogeneous and let f ∈ W . Then

Θ ∈ Ann

(
deg f∑
i=0

Fix
[d2+d1−i]
0

)
≤d2

.

Since d2 ≤ d2 + d1 − deg f , it follows from Lemma 2.5.0.9(ii) that Θ|α0=1 ∈
Ann(f). We stress that applying Lemma 2.5.0.9(ii), we use (deg f, d1 + d2 −
deg f) instead of (d1, d2). Since f was arbitrary, we obtain

Θ|α0=1 ∈
⋂
f∈W

Ann(f) = Ann(W ).

Therefore, Θ ∈ Ann(W )hom.
�

As an application of the lemmas stated up to now, we can prove the following
Lemma 2.5.0.15, which provides a su�cient condition for bounding the border rank
of W hom,d2 by dimk S

∗/Ann(W ). To state the lemma we introduce the following
De�nition 2.5.0.14.

De�nition 2.5.0.14. For X = Pn or An let Hilbr(X) denote the Hilbert scheme
of r points on X and Hilbsmr (X) denote the closure of the set of smooth schemes.
Let I ⊆ S∗ be an ideal such that the dimension of S∗/I as a vector space over
C is a �nite number r. We say that a quotient algebra S∗/I is smoothable if
the point corresponding to Spec(S∗/I) is contained in the smoothable component
Hilbsmr (An).

Lemma 2.5.0.15 ([GMR20, Lem. 3.9.]). Let d1 ≥ 1, d2 ≥ 0 be integers and
W ⊆ Sd1 a linear subspace. Let I := Ann(W ) ⊆ S∗ and r := dimk S

∗/Ann(W ). If
S∗/Ann(W ) is smoothable, then the border rank of W hom,d2 is at most r.
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Proof. Let multigraded Hilbert scheme Hilb
hr,n+1

T ∗ and Slipr,PT1 be de�ned as in
Subsection 2.4.1. Observe, that Slipr,PT1 surjects onto Hilb

sm
r (Pn) under the natural

map
Hilb

hr,n+1

T ∗ → Hilbr(Pn)

given on closed points by [I] 7→ [ProjT ∗/I]. Thus, there is an ideal [J ] ∈
Slipr,PT1 with Jsat = Ann(W )hom (we used Lemma 2.5.0.3). Since Ann(W )hom ⊆
Ann(W hom,d2) by Lemma 2.5.0.13(i), we have J ⊆ Ann(W hom,d2). Hence
[W hom,d2 ] ∈ σr,dim(Whom,d2 )(νd(PT1)) by the Border Apolarity Lemma 2.4.1.5. �

2.6 Characterization of the set of cubics with

Hilbert function (1, 6, 6, 1)

In this section we state Lemma 2.6.0.2, which provides a useful characterization
of cubics f such that the Hilbert function of Apolar(f) is (1, 6, 6, 1) (see
De�nitions 2.4.0.1 and 2.4.0.2). This is inspired by [BJMR17, Ex. 8]. Then we
establish Lemma 2.6.0.5 about topological properties of the set of such cubics. The
mentioned lemma will be needed in the proofs of Theorems 1.3.1.1 and 4.0.0.2,
which one can �nd in subsection 4.2.1.

Until the end of this chapter k := C. In this setting, the graded dual ring of a
polynomial ring is isomorphic to a polynomial ring. We denote S∗ := C[α1, . . . , αn],
and S := C[x1, . . . , xn] is its graded dual. Given f ∈ S, we will write Fj for its
homogeneous part of degree j. For U ⊆ T1, let us denote Symd U := {〈y1y2 . . . yd〉 |
yi ∈ U} ⊆ Td. In this section we assume that n ≥ 6.

Lemma 2.6.0.1 ([GMR20, Lem. 5.1.]). Let W ⊆ S be a linear subspace. Then

H(Apolar(W ), k) = codimS∗k
Ek,

where Ek = {θk ∈ S∗k | there exists θ≥k+1 ∈ S∗≥k+1 such that (θk + θ≥k+1)yW = 0}.

Proof. Let m be the maximal ideal of Apolar(W ).

H(Apolar(W ), k) = dimC m
k/mk+1

= codimS∗≥k
Ann(W ) ∩ S∗≥k − codimS∗≥k+1

Ann(W ) ∩ S∗≥k+1

= codimS∗≥k
S∗≥k+1 − codimAnn(W )∩S∗≥k Ann(W ) ∩ S∗≥k+1

= dimC S
∗
k − dimC

Ann(W ) ∩ S∗≥k
Ann(W ) ∩ S∗≥k+1

= dimC S
∗
k − dimCEk

�

Lemma 2.6.0.2 ([GMR20, Lem. 5.2.]). For [f ] ∈ PS≤3 the following are
equivalent:
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(a) Apolar(f) has Hilbert function (1, 6, 6, 1),
(b) there exists [U ] ∈ Gr(6, S1) such that F3 ∈ Sym3 U , F2 ∈ U · S1 and

H(Apolar(F3), 1) = 6.

Proof. By Iarrobino's symmetric decomposition (see [CJN15, Thm 2.3 and the
following remarks]), the algebra Apolar(f) has Hilbert function (1, c+e, c, 1), where
(1, c, c, 1) is the Hilbert function of Apolar(F3). We know from Lemma 2.6.0.1 that
c + e = codimS∗1

E1, where E1 = {θ1 ∈ S∗1 | there exists θ≥2 ∈ S∗≥2 such that
(θ1 + θ≥2)yf = 0}. We use the following computation

(θ3 + θ2 + θ1)y(F3 + F2 + F1 + F0) =(θ1yF3) + (θ1yF2 + θ2yF3)

+ (θ1yF1 + θ2yF2 + θ3yF3).
(2.6.0.3)

Assume that Apolar(f) has Hilbert function (1, 6, 6, 1), we will show that
condition (b) is satis�ed. Let U be S∗2yF3, which is 6 dimensional, since the Hilbert
function of Apolar(F3) is (1, 6, 6, 1), by the above discussion. It is enough to show
that F2 ∈ U · S1. Suppose that this does not hold. Up to a linear change of
variables U = 〈x1, x2, . . . , x6〉. Let V := 〈x7, x8, . . . , xn〉. By the classi�cation
of quadratic forms over C, we may assume that F2 = x2n + H + K where
H ∈ Sym2(〈x7, x8, . . . , xn−1〉) and K ∈ S1 ·U . Then αnyF2 /∈ U and hence αn /∈ E1

by Equation (2.6.0.3). Thus, dimCE1 ≤ n−7. This contradicts Lemma 2.6.0.1 and
the assumption that H(Apolar(f), 1) = 6.

For the other direction, suppose that (b) holds, we will show that Apolar(f)
has Hilbert function (1, 6, 6, 1). It is enough to demonstrate that codimS∗1

E1 = 6.
By assumption dimC Ann(F3)1 = n− 6, so it su�ces to show that E1 = Ann(F3)1.
Assume that θ = θ3 + θ2 + θ1 ∈ S∗≥1 ∈ Ann(f), then it follows from Equation
(2.6.0.3) that θ1 ∈ Ann(F3)1. Thus, E1 ⊆ Ann(F3)1. Let us take θ1 ∈ Ann(F3)1.
From the assumption F2 =

∑
i uihi where ui ∈ U, hi ∈ S1. Therefore,

θ1yF2 =
∑
i

ui(θ1yhi) ∈ U.

Since (−)yF3 : S∗2 → U is surjective, there exists θ2 ∈ S∗2 such that θ2yF3 = −θ1yF2.
By Equation (2.6.0.3) it is enough to observe that there exists θ3 ∈ S∗3 such that
θ3yF3 = −(θ1yF1 + θ2yF2)

�

To state the next lemma, we need to introduce the notion of the Gorenstein
scheme.

De�nition 2.6.0.4. A zero-dimensional scheme of �nite type over C is Gorenstein
if it is equal to Spec(A), where A is a product of local algebras (Ai,mi), and each
socle (0 : mi) is a one-dimensional vector space. Let HilbGorr (An), denote the open
subset of the Hilbert scheme of r points on An consisting of Gorenstein subschemes,
and let HilbGor,smr (An) denote its smoothable component.
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Lemma 2.6.0.5 ([GMR20, Lem. 5.3.]). The following subset of PS≤3 is irreducible,
of dimension 13n+ 5, and locally closed

A := {[f ] ∈ PS≤3 |Apolar(f) has Hilbert function (1, 6, 6, 1)}.

Moreover, the set

B := {[f ] ∈ A |[Spec Apolar(f)] /∈ HilbGor,sm14 (An)}

is dense in A.

Proof. Consider

A := {([U ], [f ]) ∈ Gr(6, S1)× PS≤3 | [f ] ∈ P(Sym3 U ⊕ (S1 · U)⊕ S≤1)}.

and
A0 := {([U ], [f ]) ∈ A | H(Apolar(F3), 1) = 6}.

We have a pullback diagram

A Fl(1, 7n+ 42, S≤3)

Gr(6, S1) Gr(7n+ 42, S≤3)

where Fl(1, 7n + 42, S≤3) is the �ag variety parametrizing �ags of subspaces
M ⊆ N ⊆ S≤3 with dimCM = 1, dimCN = 7n + 42 and the lower horizontal
map sends [U ] to [Sym3 U ⊕ (S1 · U)⊕ S≤1].

The varieties A and Gr(6, S1) are projective. Moreover, the left vertical map is
surjective and its �bers are irreducible varieties isomorphic to P7n+41. Since P7n+41

is irreducible, it follows from [Sha13, Thm 1.25-26] that A is irreducible and of
dimension 6(n− 6) + 7n+ 41 = 13n+ 5.

We will show that A0 is open in A. Consider the subset

B := {([U ], [f ]) ∈ Gr(6, S1)× PS≤3 | H(Apolar(F3), 1) ≥ 6}.

Observe, that A0 = A∩B. It is enough to show that B is open in Gr(6, S1)×PS≤3.
Let

C := {[f ] ∈ PS≤3 | H(Apolar(F3), 1) ≥ 6}.
It su�ces to show that C is open in PS≤3, which holds since its complement is given
by catalecticant minors. We have established that A0 = A ∩B is open in A.

Let π2 : Gr(6, S1) × PS≤3 → PS≤3 be the projection map. By Lemma 2.6.0.2
follows A = π2(A

0). Since π2|A0 : A0 → A has a �nite �ber over every point, it
follows from [Vak17, Thm 11.4.1] that A is irreducible and of dimension 13n+ 5.

We know that A = π2(A
0) = π2(A) ∩ C which is locally closed since π2(A) is

closed and C is open. Therefore, we have a morphism µ : A → HilbGor14 (An) de�ned
on closed points by [f ] 7→ [SpecS∗/Ann(f)], see [GMR20, Thm 7.1].
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By [CJN15], the scheme HilbGor14 (An) has two irreducible components
HilbGor,sm14 (An) and H1661. We obtain B = µ−1(H1661 \ HilbGor,sm14 (An)), so it is
open in A. Since B is non-empty and A is irreducible, it follows that B is dense in
A. �

2.7 Characterization of the set of subspaces with

Hilbert function (1, 4, 3)

In this section we state Lemma 2.7.0.1, which provides a useful characterization
of subspaces W of a polynomial ring such that the Hilbert function of Apolar(W )
is (1, 4, 3). Then we establish Lemma 2.7.0.2 about topological properties of the set
of such subspaces. The mentioned lemma will be needed in the proof of Theorems
1.3.1.3 and 4.0.0.3, which is located in in Subsection 4.3.1.

As in the previous section, here S∗ := C[α1, . . . , αn], and S := C[x1, . . . , xn] is
its graded dual. We assume that n ≥ 4. Given an integer i, and a linear subspace
W ⊆ S, we denote by Wi the image of the projection of W onto the i-th graded
part.

Lemma 2.7.0.1 ([GMR20, Lem. 6.2.]). For [W ] ∈ Gr(3, S≤2) the following are
equivalent:
(a) Apolar(W ) has Hilbert function (1, 4, 3),
(b) Apolar(W2) has Hilbert function (1, 4, 3).
(c) dimCW2 = 3, [W ] ∈ Gr(3, Sym2 U ⊕ S≤1) for some [U ] ∈ Gr(4, S1) and

H(Apolar(W2), 1) = 4,

Proof. Conditions (b) and (c) are equivalent. We shall show that Conditions (a) and
(b) are equivalent. Observe, that H(Apolar(W ), 2) = 3 if and only if dimCW2 = 3
since H(Apolar(W ), 2) = H(Apolar(W2), 2).

Therefore, we are left to show that H(Apolar(W ), 1) = 4 if and only
if H(Apolar(W2), 1) = 4. By Lemma 2.6.0.1, we obtain H(Apolar(W ), 1) =
codimS∗1

(E1), where

E1 := {θ1 ∈ S∗1 | there exists θ≥2 ∈ S∗≥2 such that θ1 + θ≥2 ∈ Ann(W )}.

We will show that E1 = Ann(W2)1.
Let W = 〈Qj + Lj + Cj | j ∈ {1, 2, 3}, Qj ∈ S2, Lj ∈ S1 and Cj ∈ S0〉. Assume
that θ1 ∈ E1 and let θ1 + θ≥2 ∈ Ann(W ) for some θ≥2 ∈ S∗≥2. Then for j ∈ {1, 2, 3}

0 = (θ1 + θ≥2)y(Qj + Lj + Cj) = (θ1yQj) + (θ1yLj + θ≥2yQj),

so θ1yQj = 0 for j ∈ {1, 2, 3}.
Now suppose, that θ1 ∈ Ann(W2). Since dimCW2 = 3, there is θ2 ∈ S∗2 such

that θ2yQj = −θ1yLj for j ∈ {1, 2, 3}. Then θ1 + θ2 ∈ Ann(W ) so θ1 ∈ E1. �
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Lemma 2.7.0.2 ([GMR20, Lem. 6.3.]). The following subset is irreducible, of
dimension 7n+ 8, and locally closed

A := {[W ] ∈ Gr(3, S≤2)|Apolar(W ) has Hilbert function (1, 4, 3)}.

Moreover, the set

B := {[W ] ∈ A|[Spec Apolar(W )] /∈ Hilbsm8 (An)}

is dense in A.

Proof. Consider

A := {([U ], [W ]) ∈ Gr(4, S1)×Gr(3, S≤2) | [W ] ∈ Gr(3, Sym2 U ⊕ S≤1)}.

and
A0 := {([U ], [W ]) ∈ A | H(Apolar(W2), 1) = 4}.

We have a pullback diagram

A Fl(3, n+ 11, S≤2)

Gr(4, S1) Gr(n+ 11, S≤2)

where Fl(3, n + 11, S≤2) is the �ag variety parametrizing �ags of subspaces M ⊆
N ⊆ S≤2 with dimCM = 3, dimCN = n + 11 and the lower horizontal map sends
[U ] to [Sym2 U ⊕ S≤1].

The varieties A and Gr(4, S1) are projective. Moreover, the left vertical map
is surjective and its �bers are irreducible and isomorphic to Gr(3, n + 11). Since
Gr(3, n+11) is irreducible, it follows from [Sha13, Thm 1.25-26] that A is irreducible
and of dimension 4(n− 4) + 3(n+ 8) = 7n+ 8.

We will show that A0 is open in A. Consider the subset

B := {([U ], [W ]) ∈ Gr(4, S1)×Gr(3, S≤2) | H(Apolar(W2), 1) ≥ 4}.

Observe, that A0 = A ∩ B. Therefore, it is enough to show that B is open in
Gr(4, S1)×Gr(3, S≤2). Let

C := {[W ] ∈ Gr(3, S≤2) | H(Apolar(W2), 1) ≥ 4}.

It is enough to show that C is open in Gr(3, S≤2). Let

D := {([U ], [W ]) ∈ Gr(3, S1)×Gr(3, S≤2) | [W ] ∈ Gr(3, Sym2(U)⊕ S≤1)},

and ρ2 : Gr(3, S1) × Gr(3, S≤2) → Gr(3, S≤2) be the natural projection. Notice,
that the complement of C in Gr(3, S≤2) is equal to ρ2(D) which is closed since D
is projective. This concludes the proof that A0 is open in A.
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Let π2 : Gr(4, S1) × Gr(3, S≤2) → Gr(3, S≤2) be the projection map. By
Lemma 2.7.0.1, we have A = π2(A

0) ∩ F where

F := {[W ] ∈ Gr(3, S≤2) | dimCW2 = 3}.

Since π2|A0 : A0 → π2(A
0) has a �nite �ber over a general point, it follows from

[Vak17, Thm 11.4.1] that π2(A0) is irreducible and of dimension 7n+8. The subset
F ⊆ Gr(3, S≤2) is open and π2(A0)∩F is non-empty, so A = π2(A

0)∩F is irreducible
and of dimension 7n+ 8.

We know that A = π2(A) ∩ C ∩ F, so A is locally closed since π2(A) is closed
and C, F are open. Therefore, we have a morphism µ : A → Hilb8(An) given on
closed points by [W ] 7→ [SpecS∗/Ann(W )], see [GMR20, Thm 7.1]. By [CEVV09,
Thm 1.1], the scheme Hilb8(An) has two irreducible components HilbGor,sm8 (An)
and H143. We obtain B = µ−1(H143 \ Hilbsm8 (An)), so it is open in A. Since B is
non-empty and A is irreducible, it follows that B is dense in A. �
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In this chapter we address several cases of Problem 1.2.5.3. We recall, that
if one of the vector spaces A′, A′′, B′, B′′, C ′, C ′′ is at most two dimensional,
then the additivity of the tensor rank (1.2.5.2) holds (Theorem 1.2.5.6). We prove
that it holds as well, if p′ is arbitrary and p′′ ∈ A′′ ⊗ (B′′ ⊗ k1 + k2 ⊗ C ′′)
(see Corollary 3.1.3.9). To give the proof and other conditions for the additivity
in more complicated setting, there is a necessity of the analysis of slices of
(p1 + p2)((A

′ ⊕ A′′)∗). It is located in Section 3.1. We distinguish seven types of
matrices from a minimal decomposition and show that to prove the additivity of the
tensor rank, one can get rid of two of those types. In other words, there is a smaller
example, a pair (p̃1, p̃2) without those two types in its minimal decomposition. If
the additivity property holds for (p̃1, p̃2), then it also holds for the original pair.
This is the core observation, which let us prove one of the main results of the
thesis, Theorem 1.2.5.7. In particular, over the base �eld C, we solve the problem
of additivity for a pair of tensors such that rank of each is at most 7 (Corollary
3.1.4.14). As a corollary, we obtain that a pair of 2×2 matrix multiplication tensor
has the rank additivity property, i.e. R(µ2,2,2 ⊕ µ2,2,2) = R(µ2,2,2) +R(µ2,2,2).

In Section 3.2 we turn our attention to the additivity of the border rank. Since
the known counterexamples to this version of the additivity are much smaller
than in the case of the additivity of the tensor rank, our methods are more
restricted to very small cases. We prove, that it is not possible to �nd an example
of a pair of tensors (p′, p′′) without border rank additivity property such that
p′ ⊕ p′′ ∈ C4 ⊗ C4 ⊗ C4 . We conclude the section with a brief discussion of
possibility of occurrence of counterexample for border rank additivity property,
when A = B = C = C5.

Although the chapter is mainly based on [BPR20] it also contains unpublished
results. Sections 3.1.2 and 3.1.3 are generalizations of [BPR20, Sect. 4.2, 4.3]. They
give more control over the hook structure of tensors. In result, we are able to prove
Corollary 3.1.3.9, which generalize [BPR20, Prop. 3.17] to an arbitrary base �eld.
The proof itself is also easier and shorter than the proof of [BPR20, Prop. 3.17].
Another bene�t is the opening the door to proof of additivity in cases not covered
by [BPR20] (see Corollary 3.1.4.13, Corollary 3.1.4.14). For the summary of all
the cases in which we proved that rank additivity holds, see Theorem 1.2.5.7 from
Chapter 1: Introduction.

3.1 Rank one matrices and additivity of the tensor

rank

As long as we have a rank one matrix in the linear space W ′ or W ′′, we have a
good starting point for an attempt to prove the additivity of the rank. Throughout
this section we will make a formal statement out of this observation and prove, that
if there is a rank one matrix in the linear spaces, then either the additivity holds
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or there exists a �smaller� example of failure of the additivity. In Section 3.1.4 we
exploit several versions of this claim in order to prove that rank additivity holds in
cases listed in Theorem 1.2.5.7.

Throughout this section we follow Notations 2.1.1.1 (denoting the rank one
elements in a vector space by the subscript ·Seg), 2.2.0.1 (introducing the
vector spaces A,A′, . . . , C ′′ and their dimensions a, a′, . . . , c′′), and also 2.2.1.1
(which explains the conventions for projections πA′ , πA′′ , . . . , πC′′ and vector spaces
E ′, E ′′, F ′, F ′′, which measure how much the decomposition V ofW sticks out from
the direct sum B′ ⊗ C ′ ⊕ B′′ ⊗ C ′′). In this chapter, the letter V will denote the
decomposition of a subspace W , as de�ned at the beginning of Subsection 2.2.1.
We will also frequently use Notation 2.2.0.2 and Proposition 2.2.0.3. Together they
de�ne a direct sum tensor p = p′⊕p′′ and let us translate the problem of additivity
of rank for tensors to the additivity of rank for the corresponding vector spaces
W,W ′,W ′′.

3.1.1 Combinatorial splitting of the decomposition

We carefully analyze the structure of the rank one matrices in V . We will
distinguish seven types of such matrices.

Lemma 3.1.1.1 ([BPR20, Lem. 4.1.]). Every element of VSeg ⊂ P(B ⊗ C) lies in
the projectivization of one of the following subspaces of B ⊗ C:
(i) B′ ⊗ C ′, B′′ ⊗ C ′′, (Prime, Bis)
(ii) E ′ ⊗ (C ′ ⊕ F ′′), E ′′ ⊗ (F ′ ⊕ C ′′), (HL, HR)

(B′ ⊕ E ′′)⊗ F ′, (E ′ ⊕B′′)⊗ F ′′, (VL, VR)
(iii) (E ′ ⊕ E ′′)⊗ (F ′ ⊕ F ′′). (Mix)

The spaces in (i) are purely contained in the original direct summands, hence,
in some sense, they are the easiest to deal with (we will show how to �get rid� of
them and construct a smaller example justifying a potential lack of additivity).1

The spaces in (ii) stick out of the original summand, but only in one direction,
either horizontal (HL, HR), or vertical (VL, VR)2. The space in (iii) is mixed
and it sticks out in all directions. It is the most di�cult to deal with and we
expect, that the typical counterexamples to the additivity of the rank will have
mostly (or only) such mixed matrices in their minimal decomposition. The mutual
con�guration and layout of those spaces in the case (b′,b′′, c′, c′′) = (3, 3, 3, 3),
(e′, e′′, f ′, f ′′) = (1, 2, 1, 1) is illustrated in Figure 3.1. We use our usual convention,
that bold lower case letters denote dimensions of the spaces denoted by capital
letter.

Proof of Lemma 3.1.1.1. Let b⊗ c ∈ VSeg be a matrix of rank one. Write b = b′+ b′′

and c = c′+ c′′, where b′ ∈ B′, b′′ ∈ B′′, c′ ∈ C ′ and c′′ ∈ C ′′. We consider the image

1The word Bis comes from the Polish way of pronouncing the ′′ symbol.
2Here, the letters �H, V, L, R� stand for �horizontal, vertical, left, right� respectively.
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v1,1 v1,2 v1,3
v2,1 v2,2 v2,3
v3,1 v3,2 v3,3 v3,4

v4,3 v4,4 v4,5 v4,6
v5,3 v5,4 v5,5 v5,6

v6,4 v6,5 v6,6





B′

B′′

C ′ C ′′

F ′ F ′′

E ′

E ′′

Figure 3.1: We use Notation 2.2.1.1. In the case (b′,b′′, c′, c′′) = (3, 3, 3, 3),
(e′, e′′, f ′, f ′′) = (1, 2, 1, 1), choose a basis of E ′ and a completion to a basis
of B′ and, similarly, bases for (E ′′, B′′), (F ′, C ′), (F ′′, C ′′). We can represent the
elements of VSeg ⊂ B ⊗ C as matrices in one of the following subspaces:
Prime (corresponding to the top-left green rectangle), Bis (bottom-right blue
rectangle), VL (purple with entries v1,3, v2,3, v3,3, v4,3, v5,3), VR (purple with entries
v3,4, v4,4, v5,4, v6,4), HL (brown with entries v3,1, v3,2, v3,3, v3,4), HR (brown with
entries v4,3, v4,4, v4,5, v4,6, v5,3, v5,4, v5,5, v5,6), and Mix (middle orange square with
entries v3,3, v3,4, v4,3, v4,4, v5,3, v5,4).
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of b⊗ c via the four natural projections introduced in Notation 2.2.1.1:

πB′(b⊗ c) = b′′ ⊗ c ∈ B′′ ⊗ (F ′ ⊕ C ′′), (3.1.1.2a)

πB′′(b⊗ c) = b′ ⊗ c ∈ B′ ⊗ (C ′ ⊕ F ′′), (3.1.1.2b)

πC′(b⊗ c) = b⊗ c′′ ∈ (E ′ ⊕B′′)⊗ C ′′, and (3.1.1.2c)

πC′′(b⊗ c) = b⊗ c′ ∈ (B′ ⊕ E ′′)⊗ C ′. (3.1.1.2d)

Notice, that b′ and b′′ cannot be simultaneously zero, since b 6= 0. Analogously,
(c′, c′′) 6= (0, 0).

Equations (3.1.1.2a)�(3.1.1.2d) prove, that the non-vanishing of one of
b′, b′′, c′, c′′ induces a restriction on another one. For instance, if b′ 6= 0, then by
(3.1.1.2b) we must have c′′ ∈ F ′′. Or, if b′′ 6= 0, then (3.1.1.2a) forces c′ ∈ F ′, and
so on. Altogether we obtain the following cases:
(1) If b′, b′′, c′, c′′ 6= 0, then b⊗ c ∈ (E ′ ⊕ E ′′)⊗ (F ′ ⊕ F ′′) (case Mix).
(2) if b′, b′′ 6= 0 and c′ = 0, then b⊗ c = b⊗ c′′ ∈ (E ′ ⊕B′′)⊗ F ′′ (case VR).
(3) if b′, b′′ 6= 0 and c′′ = 0, then b⊗ c = b⊗ c′ ∈ (B′ ⊕ E ′′)⊗ F ′ (case VL).
(4) If b′ = 0, then either c′ = 0 and therefore b ⊗ c = b′′ ⊗ c′′ ∈ B′′ ⊗ C ′′ (case

Bis), or c′ 6= 0 and b⊗ c = b′′ ⊗ c ∈ E ′′ ⊗ (F ′ ⊕ C ′′) (case HR).
(5) If b′′ = 0, then either c′′ = 0 and thus b⊗ c = b′ ⊗ c′ ∈ B′ ⊗ C ′ (case Prime),

or c′′ 6= 0 and b⊗ c = b′ ⊗ c ∈ E ′ ⊗ (C ′ ⊕ F ′′) (case HL).
This concludes the proof. �

As in Lemma 3.1.1.1 every element of VSeg ⊂ P(B ⊗ C) lies in one of seven
subspaces of B ⊗ C. These subspaces may have nonempty intersection. We will
now explain our convention with respect to choosing a basis of V consisting of
elements of VSeg.

Here and throughout the thesis, by t we denote the disjoint union.

Notation 3.1.1.3. We choose a basis B of V in such a way that:
� B consist of rank one matrices only,
� B = PrimetBistHLtHRtVLtVRtMix, where each of Prime, Bis, HL,

HR, VL, VR, and Mix is a �nite set of rank one matrices of the respective
type as in Lemma 3.1.1.1 (for instance, Prime ⊂ B′⊗C ′, HL ⊂ E ′⊗(C ′⊕F ′′),
etc.).

� B has as many elements of Prime and Bis as possible, subject to the �rst two
conditions,

� B has as many elements of HL, HR, VL and VR as possible, subject to all of
the above conditions.

Let prime be the number of elements of Prime (equivalently, prime =
dim 〈Prime〉) and analogously de�ne bis, hl, hr, vl, vr, and mix. The choice
of B need not be unique, but we �x one for the rest of the chapter. Instead, the
numbers prime, bis, and mix are uniquely determined by V (there may be some
non-uniqueness in dividing between hl, hr, vl, vr).
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Thus, to each decomposition we associated a sequence of seven non-negative
integers (prime, . . . ,mix). We now study the inequalities between these integers
and exploit them to get theorems about the additivity of the rank.

Proposition 3.1.1.4 ([BPR20, Prop. 4.3.]). In Notations 2.2.1.1 and 3.1.1.3 the
following inequalities hold:
(i) prime + hl + vl + min

(
mix, e′f ′

)
≥ R(W ′),

(ii) bis + hr + vr + min
(
mix, e′′f ′′

)
≥ R(W ′′),

(iii) prime + hl + vl + min
(
hr + mix, f ′(e′ + e′′)

)
≥ R(W ′) + e′′,

(iv) prime + hl + vl + min
(
vr + mix, e′(f ′ + f ′′)

)
≥ R(W ′) + f ′′,

(v) bis + hr + vr + min
(
hl + mix, f ′′(e′ + e′′)

)
≥ R(W ′′) + e′,

(vi) bis + hr + vr + min
(
vl + mix, e′′(f ′ + f ′′)

)
≥ R(W ′′) + f ′.

Proof. To prove Inequality (i) we consider the composition of projections πB′′πC′′ .
The linear space πB′′πC′′(V ) is spanned by rank one matrices πB′′πC′′(B) (where
B = PrimetBist · · · tMix is as in Notation 3.1.1.3), and it contains W ′. Thus
dim(πB′′πC′′(V )) ≥ R(W ′). But the only elements of the basis B that survive both
projections (that is, they are not mapped to zero under the composition) are Prime,
HL, VL, and Mix. Thus

prime + hl + vl + mix ≥ dim(πB′′πC′′(V )) ≥ R(W ′).

On the other hand, πB′′πC′′(Mix) ⊂ E ′ ⊗ F ′, thus among πB′′πC′′(Mix) we can
choose at most e′f ′ linearly independent matrices. Thus

prime + hl + vl + e′f ′ ≥ dim(πB′′πC′′(V )) ≥ R(W ′).

The two inequalities prove (i).
To show Inequality (iii), we may assume that W ′ is concise as in the

proof of Lemma 2.2.1.2. Moreover, as in that same proof (more precisely,
Inequality (2.2.1.3)) we show that dimπC′′(V ) ≥ R(W ′) + e′′. But πC′′ sends all
matrices from Bis and VR to zero, thus

prime + hl + vl + hr + mix ≥ dimπC′′(V ) ≥ R(W ′) + e′′.

As in the proof of Part (i), we can also replace hr + mix by f ′(e′ + e′′), since
πC′′(HR∪Mix) ⊂ (E ′ ⊕ E ′′)⊗ F ′, concluding the proof of (iii).

The proofs of the remaining four inequalities are identical to one of the above,
after swapping the roles of B and C or ′ and ′′ (or swapping both pairs). �

Proposition 3.1.1.5 ([BPR20, Prop. 4.4.]). If one among E ′, E ′′, F ′, F ′′ is zero,
then R(W ) = R(W ′) +R(W ′′).

Proof. Without loss of generality, we can assume that E ′ = {0}. Using the
de�nitions of sets Prime, Bis, VR,. . . as in Notation 3.1.1.3, we see that HL =
VR = Mix = ∅, due to the order of choosing the elements of the basis B: For
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instance, a potential candidate to became a member of HL, would be �rst elected
to Prime, and similarly VR is consumed by Bis and Mix by HR. Thus:

R(W ) = dim(VSeg) = prime + bis + hr + vl.

Proposition 3.1.1.4(i) and (ii) implies

R(W ′) +R(W ′′) ≤ prime + vl + bis + hr = R(W ),

while R(W ′)+R(W ′′) ≥ R(W ) always holds. This shows the desired additivity. �

Corollary 3.1.1.6 ([BPR20, Cor. 4.5.]). Assume that the additivity fails for W ′

and W ′′, that is, d = R(W ′) + R(W ′′) − R(W ′ ⊕ W ′′) > 0. Then the following
inequalities hold:
(a) mix ≥ d ≥ 1,
(b) hl + hr + mix ≥ e′ + e′′ + d ≥ 3,
(c) vl + vr + mix ≥ f ′ + f ′′ + d ≥ 3.

Proof. To prove (a) consider the inequalities (i) and (ii) from Proposition 3.1.1.4
and their sum:

prime + hl + vl + mix ≥ R(W ′),

bis + hr + vr + mix ≥ R(W ′′),

prime + bis + hl + hr + vl + vr + 2mix ≥ R(W ′) +R(W ′′). (3.1.1.7)

The left-hand side of (3.1.1.7) is equal to R(W ) +mix, while its right-hand side is
R(W ) + d. Thus the desired claim.

Similarly, using inequalities (iii) and (v) of the same proposition we obtain (b),
while (iv) and (vi) imply (c). Note, that e′ + e′′ + d ≥ 3 and f ′ + f ′′ + d ≥ 3 by
Proposition 3.1.1.5. �

3.1.2 Replete pairs

This subsection is a generalization of [BPR20, Sect. 4.2.]. We distinguish a class
of pairs W ′,W ′′ with particularly nice properties.

De�nition 3.1.2.1. We say (W ′,W ′′) is replete with respect to v ∈ Prime (or Bis),
if v ∈ W ′ (resp. v ∈ W ′′). Similarly, we say (W ′,W ′′) is replete if it is replete with
respect to v for all v ∈ PrimetBis.

Remark 3.1.2.2. Strictly speaking, the notion of replete pair depends also on the
minimal decomposition V . But as always we consider a pair W ′ and W ′′ with a
�xed decomposition V = 〈VSeg〉 ⊃ W ′ ⊕W ′′, so we refrain from mentioning V in
the notation.



60 Chapter 3. Rank and border rank additivity problems

The �rst important observation is, that as long as we look for pairs that fail to
satisfy the additivity, we are free to replenish any pair. More precisely, for any �xed
W ′, W ′′, V and v ∈ Prime (or Bis) de�ne the repletion of (W ′,W ′′) with respect
to v as the pair (<(v)W ′, <(v)W ′′):

<(v)W ′ : = W ′ + 〈v〉 , <(v)W ′′ : = W ′′, <(v)W : = <(v)W ′ ⊕ <(v)W ′′.

or resp.
<(v)W ′ : = W ′, <(v)W ′′ : = W ′′ + 〈v〉 , <(v)W : = <(v)W ′ ⊕ <(v)W ′′.

(3.1.2.3)
The result of consecutive repletion with respect to all elements of Prime and Bis
will be denoted by (<W ′, <W ′′). This latter notion agrees with one introduced in
[BPR20, Subsect. 4.2].

Proposition 3.1.2.4. For any (W ′,W ′′) and v ∈ Prime (or Bis) we have:

R(W ′) ≤ R(<(v)W ′) ≤ R(W ′) + (dim <(v)W ′ − dimW ′),

R(W ′′) ≤ R(<(v)W ′′) ≤ R(W ′′) + (dim <(v)W ′′ − dimW ′′),

R(<(v)W ) = R(W ).

In particular, if the additivity of the rank fails for (W ′,W ′′), then it also fails for
(<(v)W ′, <(v)W ′′). Moreover,

(i) V is a minimal decomposition of <(v)W ; in particular, the same distinguished
basis PrimetBist · · · tMix works for both W and <(v)W .

(ii) (<(v)W ′, <(v)W ′′) is a replete pair with respect to v.
(iii) The gaps R(<(v)W ′)−dim(<(v)W ′), R(<(v)W ′′)−dim(<(v)W ′′), and R(<(v)W )−

dim(<(v)W ), are at most (respectively) R(W ′)−dim(W ′), R(W ′′)−dim(W ′′),
and R(W )− dim(W ).

Proof. Since W ′ ⊂ <(v)W ′, the inequality R(W ′) ≤ R(<(v)W ′) is clear. Moreover,
<(v)W ′ is spanned byW ′ if dim <(v)W ′ = dimW ′, or byW ′ with additional matrix v
in the other case. The matrix v is of rank one, soR(<(v)W ′) ≤ R(W ′)+(dim <(v)W ′−
dimW ′). The inequalities about ′′ and R(W ) ≤ R(<(v)W ) follow similarly.

Further <(v)W ⊂ V , thus V is a decomposition of <(v)W . Therefore also
R(<(v)W ) ≤ dimV = R(W ), showing R(<(v)W ) = R(W ) and (i). Item (ii) follows
from (i), while (iii) is a rephrasement of the initial inequalities. �

Moreover, if one of the inequalities of Lemma 2.2.1.2 is an equality, then the
respective W ′ or W ′′ is not a�ected by the repletion.

Lemma 3.1.2.5. If, say, R(W ′)+e′′ = R(W )−dimW ′′, then for any v ∈ Prime (or
Bis) we have W ′′ = <(v)W ′′. The analogous statements hold for the other equalities
coming from replacing ≤ by = in Lemma 2.2.1.2.
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Proof. By Lemma 2.2.1.2 applied to <(v)W = <(v)W ′ ⊕ <(v)W ′′ and by
Proposition 3.1.2.4

R(<(v)W )− e′′
2.2.1.2

≥ R(<(v)W ′) + dim(<(v)W ′′)
3.1.2.4

≥ R(W ′) + dimW ′′

assumptions of 3.1.2.5
= R(W )− e′′

3.1.2.4
= R(<(v)W )− e′′.

Therefore all inequalities are in fact equalities. In particular, dim(<(v)W ′′) =
dimW ′′. The claim of the lemma follows from W ′′ ⊂ <(v)W ′′. �

As a corollary we can prove, that if R(W ′′) ≤ dimW ′′ + 2, then either rank
additivity holds or W ′′ is equal to its repletion.

Corollary 3.1.2.6. Assume R(W ′′) ≤ dimW ′′+2. Then either the additivity holds
R(W ) = R(W ′) +R(W ′′) or:

� R(W ′′) = dimW ′′ + 2, and
� R(W ) = R(W ′) +R(W ′′)− 1, and
� e′′ = f ′′ = 1, and
�
<W ′′ = W ′′.

Proof. Assume, that the additivity does not hold. Then by Lemma 2.2.1.5 we must
have R(W ′′) = dimW ′′+ 2. By Proposition 3.1.1.5 follows e′′ > 0, f ′′ > 0, while by
Corollary 2.2.1.4 we obtain e′′ < 2 and f ′′ < 2. Thus e′′ = f ′′ = 1.

By Lemma 2.2.1.2 the inequality R(W ) ≥ R(W ′)+1+dimW ′′ holds. The right
hand side is equal to R(W ′)+R(W ′′)−1 by the above discussion (the ≤ inequality
follows from the failure of additivity).

The �nal claim <W ′′ = W ′′ follows from Lemma 3.1.2.5. �

Later, in Corollary 3.1.3.9 we will show that if the di�erence between rank and
dimension of W ′′ is at most two, then rank additivity holds.

3.1.3 Digestion with respect to a rank one tensor

This subsection is a generalization of [BPR20, Sect. 4.2.]. For pairs which
are replete with respect to v ∈ Prime (or Bis) it makes sense to consider the
complement of 〈v〉 in W ′ (resp. 〈v〉 in W ′′).

De�nition 3.1.3.1. Using Notation 3.1.1.3, let v ∈ PrimetBis and D(v)W ′,
D(v)W ′′ denote the following linear spaces:{

D(v)W ′ := 〈B \ {v}〉 ∩W ′, D(v)W ′′ :=W ′′, if v ∈ Prime,
D(v)W ′ :=W ′, D(v)W ′′ := 〈B \ {v}〉 ∩W ′′, if v ∈ Bis .
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We call the pair (D(v)W ′, D(v)W ′′) the digested version of (W ′,W ′′) with respect
to v. Similarly, by (DW ′, DW ′′) we will denote the result of consecutive digestion
with respect to all elements of Prime and Bis. This latter notion agrees with one
introduced in [BPR20, Subsect. 4.3].

Lemma 3.1.3.2. If (W ′,W ′′) is replete with respect to v ∈ Prime (or Bis), then
W ′ = 〈v〉⊕D(v)W ′ and W ′′ = D(v)W ′′. (resp. W ′ = D(v)W ′ and W ′′ = 〈v〉⊕D(v)W ′′).

Proof. We will prove only case when v ∈ Prime. The case when v ∈ Bis is similar.
Both 〈v〉 and D(v)W ′ are contained in W ′. The intersection 〈v〉 ∩ D(v)W ′ is zero,
since the seven sets Prime,Bis,HR,HL,VL,VR,Mix are disjoint and together they
are linearly independent. Furthermore,

codim(D(v)W ′ ⊂ W ′) ≤
codim(〈(Prime \{v}) t BistHLtHRtVLtVRtMix〉 ⊂ V ) =1.

Thus dimW ′ ≤ dim D(v)W ′ + 1, which concludes the proof. �

These complements (D(v)W ′, D(v)W ′′) might replace the original pair (W ′,W ′′)
replete with respect to v ∈ Prime (or Bis): as we will show in Lemma 3.1.3.3, if the
additivity of the rank fails for (W ′,W ′′), it also fails for (D(v)W ′, D(v)W ′′). Moreover,
(D(v)W ′, D(v)W ′′) does not involve v ∈ Prime (or Bis). The opposite implication is
not true as Lemma 3.1.3.4 states.

Lemma 3.1.3.3. Suppose (W ′,W ′′) is replete with respect to v ∈ Prime (or Bis),
de�ne S ′ := D(v)W ′ and S ′′ := D(v)W ′′ and set S = S ′ ⊕ S ′′. Then
(i) R(S) = R(W ) − 1 and the space 〈(Prime \v),Bis,HL,HR,VL,VR,Mix〉

determines a minimal decomposition of S.
(ii) If the additivity of the rank R(S) = R(S ′) + R(S ′′) holds for S, then it also

holds for W , that is R(W ) = R(W ′) +R(W ′′).

Proof. We will prove only case when v ∈ Prime. The case when v ∈ Bis is
similar. By Lemma 3.1.3.2 we have W = S ⊕ 〈v〉, thus R(W ) ≤ R(S) + 1.
On the other hand, S ⊂ 〈(Prime \v),Bis,HL,HR,VL,VR,Mix〉, hence R(S) ≤
R(W ) − 1. These two claims show the equality for R(S) in (i) and that
〈(Prime \v),Bis,HL,HR,VL,VR,Mix〉 gives a minimal decomposition of S.

Finally, if R(S) = R(S ′) +R(S ′′), then:

R(W ) = R(S) + 1 = R(S ′) +R(S ′′) + 1 ≥ R(W ′) +R(W ′′),

showing the statement (ii) for W . �

Lemma 3.1.3.4. Assume that there exist a counterexample to additivity of tensor
rank over a base �eld k, for example k = C (see Theorem 1.2.5.4). Then, there
exists an example of a pair (W ′,W ′′) of linear spaces over k such that:
(i) (W ′,W ′′) is replete with respect to v ∈ Prime,
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(ii) the additivity of the rank holds for W = W ′ ⊕W ′′,
(iii) the additivity of the rank does not hold for S = S ′ ⊕ S ′′, where S ′ := D(v)W ′,

S ′′ := D(v)W ′′.

Proof. Assume conversely, that additivity of the rank R(S) = R(S ′) +R(S ′′) holds
for S if and only if it holds for W , that is R(W ) = R(W ′) +R(W ′′).

Then take a pair (W ′,W ′′) such that R(W ′ ⊕W ′′) < R(W ′) + R(W ′′) and a
minimal basis B′ of rank one matrices such that W ′ ⊆ 〈B′〉. We construct W̃ ′

1 by
adding an element v ∈ B′ to W ′. Let us observe, that R(W̃ ′

1) = R(W ′). Indeed,
W̃ ′

1 ⊆ 〈B〉 implies R(W̃ ′
1) ≤ R(W ′) The opposite inequality follows from the

fact, that W ′ ⊆ W̃ ′
1. If R(W̃ ′

1⊕W ′′) = R(W̃ ′
1) +R(W ′′) we have a contradiction,

because we can always choose a basis for W̃ ′
1⊕W ′′ and partition Prime,Bis, ...,Mix

in a way that v ∈ Prime. Thus, we may assume the right hand side is smaller.
We repeat the process with v1 6= v2 ∈ B′ and W̃ ′

1 in place of W ′, obtaining
subspace W̃ ′

2. We do it inductively. We denote by n the smallest number i such that
B′ ⊆ W̃ ′

i. As discussed before, we must have R(W̃ ′
n⊕W ′′) < R(W̃ ′

n)+R(W ′′) and
we may assume that in the minimal decomposition of W̃ ′

i ⊕W ′′ all matrices from
B′ belong to Prime. After the process of digestion of all Primes of W̃ ′

n ⊕W ′′ we
obtain ∅ ⊕W ′′ for which rank additivity trivially holds. Thus from Lemma 3.1.3.3
(ii) we know, that R(W̃ ′

n ⊕W ′′) = R(W̃ ′
n) +R(W ′′), a contradiction. �

As a summary, in our search for examples of failure of the additivity of the rank,
in the previous section we replaced a linear space W = W ′ ⊕W ′′ by its repletion
with respect to v ∈ Prime (or Bis) <(v)W = <(v)W ′ ⊕ <(v)W ′′, that is possibly
larger. Here in turn, we replace <(v)W by a smaller linear space S := S ′ ⊕ S ′′,
where S ′ := D(v)(<(v)W ′), S ′′ := D(v)(<(v)W ′′). In fact, dimS ′ ≤ dimW ′ and
dimS ′′ ≤ dimW ′′, and also R(S) ≤ R(W ). That is, changing W into S neither
makes the corresponding tensors larger nor decreases the defect.

Corollary 3.1.3.5. Let (W ′,W ′′) be a pair of linear spaces, v ∈ Prime and
(S ′, S ′′) := (D(v)(<(v)W ′), D(v)(<(v)W ′′)). Then the following inequalities holds:
(i) 0 ≤ dim <(v)W ′ − dimW ′ ≤ 1,
(ii) dimS ′ = dim <(v)W ′ − 1,
(iii) dimS ′′ = dimW ′′,
(iv) R(S) = R(W ) − 1 and the space 〈(Prime \v),Bis,HL,HR,VL,VR,Mix〉

determines a minimal decomposition of S,
(v) R(W ′)− 1 ≤ R(S ′) ≤ R(W ′) + (dim <(v)W ′ − dimW ′),
(vi) S ′′ = W ′′, in particular R(S ′′) = R(W ′′).
Moreover, the defect does not decrease after the process of repletion and digestion by
v. In particular if the rank additivity does not hold for (W ′,W ′′), then for (S ′, S ′′)
does not hold as well.

Proof. The proof follows directly from Proposition 3.1.2.4, Lemma 3.1.3.2 and
Lemma 3.1.3.3. �
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The following observation states, that after repletion and digestion with respect
to all elements of Prime there is no a′ in A′∗ such that the slice p(a′) ∈ B′ ⊗ C ′ is
of rank one.

Lemma 3.1.3.6. Suppose p(A∗) = W ′ ⊕W ′′ ⊆ (B′ ⊕ B′′)⊗ (C ′ ⊕ C ′′), where W ′

is equal to its digested and repleted version with respect to all elements of Prime.
Then, there is no a′ ∈ A′∗ such that v := p(a′) ∈ B′ ⊗ C ′ is a rank 1 matrix.

Proof. Let us assume the opposite, there exists a′ ∈ A′∗ such that v ∈ B′ ⊗ C ′

is a rank 1 matrix. It follows from the assumption about W ′ that Prime = ∅,
thus v ∈ 〈HL,VL,HR,VR,Bis,Mix〉 \ 〈Bis〉. It is a contradiction with the way we
partition the basis B to Prime,Bis, ...,Mix see Notation 3.1.1.3. �

We may replenish and digest also in the other directions. It turns out, that we
can precisely say what happens with the hook-structure (De�nition 2.2.2.1) when
we choose the repletion vector wisely.

Corollary 3.1.3.7. Assume that p(A′∗) = W ′ ⊂ B′ ⊗ C ′ is (k, l)-hook shaped,
i.e. there exists G′ ⊂ B′, H ′ ⊂ C ′ such that W ′ ⊂ G′ ⊗ C ′ + B′ ⊗ H ′, where
dim(G′) = k, dim(H ′) = l. Assume further, that there is γ ∈ (C ′/H ′)∗ such that
v := p(γ) is a rank 1 matrix. Then after the process of repletion and digestion of
p(C∗) with respect to v we obtain tensor p̃ such that:
(i) p̃ = p̃′ ⊕ p′′,
(ii) p̃′ ∈ Ã′⊗B′⊗ C̃ ′, where Ã′ ⊆ A′ is such that p̃′ is Ã′-concise, C̃ ′ := γ⊥ ⊂ C ′

is the linear hyperplane (γ = 0), and R(p̃) = R(W )− 1,
(iii) p̃(A′∗) is still (k, l)-hook shaped,
(iv) If the additivity of the rank does not hold for p, then it also does not hold for

p̃,
(v) If p′ is A′-concise, then dimA′ − 1 ≤ dim Ã′,
(vi) If p′ is A′-concise and the set Prime in the decomposition of p(A∗) is empty,

then A′ = Ã′.

Proof. For p(C∗) ⊆ A ⊗ B we choose a minimal decomposition VC = 〈VC,Seg〉 ⊂
A ⊗ B and PrimeC ,BisC , , . . . ,MixC are as in Notation 3.1.1.3 (with added the
subscript �C� to stress that B ⊗ C is changed to A ⊗ B). Since v is a rank one
matrix and is contained in A′ ⊗ B′, we can choose a minimal decomposition such
that v ∈ PrimeC . The process of repletion with respect to v brings no change,
because v is already contained in p(C∗).

The matrix v is contained in A′ ⊗ G′, so it is (0,k)-hook shaped. In the
process of digestion with respect to v we obtain the new tensor p̃ such that
p̃(C ′′∗) = p̃′′(C ′′∗) = p′′(C ′′∗) and p̃(C ′∗) = p̃′(C ′∗) which di�ers from p′(C ′∗) only in
the places corresponding to A′ ⊗ G′. We conclude (i) and (iii). Items (ii) and (iv)
follow from Corollary 3.1.3.5.

Let us assume that p′ is A′-concise. Observe, that p′ = p̃′ + v ⊗ (C ′/C̃ ′) ∈
A′ ⊗ B′ ⊗ C ′. Since v is a rank 1 matrix, then either v ∈ Ã′ ⊗ B′ or there exists
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Figure 3.2: Let a tensor p = p′ + p′′ ∈ (A′ ⊕ A′′) ⊗ (B′ ⊕ B′′) ⊗ (C ′ ⊕ C ′′), where
dim(A′, B′, C ′) = (5, 5, 5) and p(A′∗) is (3, 2)-hook shaped. At the �gure, there are
shown sample spaces of slices p′(A′∗) and p′(B∗). Zero elements are denoted either
by a blank space or explicitly by 0. Notice, that p′ is A′ − concise. We replete and
digest p(C∗) with respect to p(γ), where γ ∈ (C ′/H ′)∗. In result we obtain tensor
p̃′ ⊕ p′′ such that p′ = p̃′ + p′(γ)⊗ γ ∈ A′ ⊗B′ ⊗C ′. Since p(γ) is a rank 1 matrix,
then either v ∈ Ã′⊗B′ or there exists a ∈ A′ \ Ã′ such that v ∈ 〈Ã′, a〉⊗B′. In the
second case, let α ∈ A′∗ be dual to a. Then p′(α) ∈ B′ ⊗ C ′ is a rank one matrix
contained in B′ ⊗ (γ = 1) ⊆ B′ ⊗ C ′.

a ∈ A′ \ Ã′ such that v ∈ 〈Ã′, a〉 ⊗ B′ (see Figure 3.2). In the �rst case A′ = Ã′.
In the second case 〈Ã′, a〉 = A′. We obtained (v). Let 0 6= α ∈ A′∗ be such that
α⊥ = Ã′. Then, p′(α) ∈ B′ ⊗ C ′ is a rank one matrix contained in B′ ⊗ (γ = 1). If
PrimeA = ∅, then we have a contradiction with Lemma 3.1.3.6. We proved (vi).

�

It follows from Corollary 3.1.3.7, that if in the pair of linear subspaces (W ′,W ′′)
without the rank additivity property, one of them, say W ′ is (1,k)-hook shaped,
then we can construct Ŵ ′, which is (0,k) hook shaped and the pair (Ŵ ′,W ′′) does
not poses the rank additivity property either.

Proposition 3.1.3.8. Suppose W ′ ⊂ B′ ⊗ C ′, k < c′, W ′ is (1,k)-hook shaped
and W ′′ ⊂ B′′ ⊗ C ′′ is an arbitrary subspace. If the additivity of the rank fails for
W ′ ⊕W ′′, then it also fails for smaller subspaces Ŵ ′,W ′′, where Ŵ ′ ⊂ B′ ⊗ kk.

Proof. We can assume that W ′ is concise. It is straightforward to verify, that for
every γ′∗ ∈ (C ′/F ′)∗ ⊂ (C ′)∗ we have p(γ′∗) = p′(γ′∗) ∈ A′ ⊗ B′ has rank 1. Then
from Corollary 3.1.3.7, the process of repletion and digestion with respect to p(γ′∗)
leads to another pair W̃ ′,W ′′, where W̃ ′ ⊂ B′⊗kc′−1. Subspace W̃ ′ is again (1,k)-
hook shaped. The new pair is also a counterexample to the additivity of the rank,
if the starting pair was.

By a consecutive repeating the process for another c′−k−1 times, we shrinkW ′

to (0,k)-hook shaped Ŵ ′. Together with W ′′ it creates the desired pair (Ŵ ′,W ′′)
from the statement of the proposition. �
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Proposition 3.1.3.8 allows us to generalize both [BPR20, Proposition 3.17] and
Theorem 1.2.5.6. The latter one can be thought of as a theorem about (0, 2)-hook
shaped spaces. Observe, that we do not need the base �eld to be algebraically
closed.

Corollary 3.1.3.9. Let W = W ′ ⊕W ′′ where W ′ is a (1, 2)-hook shaped, then the
additivity of rank R(W ) = R(W ′) +R(W ′′) holds.

Proof. We use Proposition 3.1.3.8 to reduce the problem to the case when W ′ ⊆
B′ ⊗ C ′ is (0, 2)-hook shaped. Then translating Theorem 1.2.5.6 to a language
of subspaces (see Lemma 2.1.4.1), we obtain that the pair (W ′,W ′′) has rank
additivity property. �

For a future reference, we state what we know about the case when the subspace
Mix is not concise in (E ′ ⊕ E ′′)⊗ (F ′ ⊕ F ′′). Say E ′′ can be replaced by a smaller
one, Ẽ ′′ such that Mix ⊆ (E ′ ⊕ Ẽ ′′) ⊗ (F ′ ⊕ F ′′). To make the proof clearer, this
time we assume that W ′′ is hook shaped.

Lemma 3.1.3.10. Assume Bis = ∅ and k is the smallest natural number such
that W ′′ is (k, dim(F ′′))-hook shaped. Let Ẽ ′′ ⊆ E ′′ and F̃ ′ ⊆ F ′ be the smallest

subspaces such that Mix ⊂ (E ′ ⊕ Ẽ ′′) ⊗ (F̃ ′ ⊕ F ′′). The additivity of ranks
R(W ) = R(W ′) +R(W ′′) holds if all of the following conditions are ful�lled:

(i) dim(Ẽ ′′) ≤ k− 1,
(ii) πE′⊕B′′(VL) is linearly independent and concise in (B′/E ′)⊗ F ′,
(iii) πB′⊕Ẽ′′πC′′(HR) is linearly independent.

Proof. Let us assume by contradiction, that additivity of ranks does not hold.
Firstly we show that we can assume that there is no Prime or Bis in the
decomposition of W = W ′⊕W ′′ := (p′+ p′′)(A∗). If there is, we replete and digest
obtaining D<W ′, D<W ′′ and show a contradiction for this new pair. Everything we
need to know to make this assumption is given by Corollary 3.1.3.5.

To make it explicit, we have the following facts. By Corollary 3.1.3.5 (iv), if the
space 〈Prime,Bis,HR,VR,VL,VR,Mix〉 determines the minimal decomposition
for W ′ ⊕W ′′, then the subspace 〈HR,VR,VL,VR,Mix〉 determines the minimal
decomposition for D<W ′ ⊕ D<W ′′. Thus, the new pair {D<W ′, D<W ′′} still ful�lls
conditions from the statement. By Corollary 3.1.3.5, if we prove the rank additivity
for {D<W ′, D<W ′′}, we show it for starting tensors as well, contradicting our
assumption.

From condition (i), there exists an element w ∈ W ′′ such that πB′⊕Ẽ′′πC′⊕F ′′(w)
is nonzero (cf. Figure 3.3). To present w as a linear combination of vectors from
HL,HR,VL,VR,Mix we need an element h ∈ HR such that πB′⊕Ẽ′′πC′⊕F ′′(h) is
nonzero. Notice, that πC′′(h) is nonzero. To get rid of πC′′(h) in the presentation of
w we have to use an element v ∈ 〈VL〉. Indeed, from conditions (i) and (iii) follows
that we cannot restrict ourselves to elements from Mix or HR for it. Now, from
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Figure 3.3: We use the notation from Lemma 3.1.3.10. At the �gure, there are
shown sample spaces of slices D<W ′ ⊕ D<W ′′ ⊆ (k3 ⊕ k3) ⊗ (k3 ⊕ k3) such that
k = 2, dim(Ẽ ′′) = 1. Zero elements are denoted by a blank space. We highlighted
subspaces VL (purple with entries v1,3, v2,3, v3,3, v4,3, v5,3), HR (brown with entries
v4,3, v4,4, v4,5, v4,6, v5,3, v5,4, v5,5, v5,6), and Mix (middle orange square with entries
v3,3, v3,4, v4,3, v4,4).

condition (ii) πE′⊕B′′(v) 6= 0. Thus πE′⊕B′′(w) 6= 0, which is a contradiction with
the assumption that w ∈ W ′′.

�

3.1.4 Additivity of the tensor rank for small tensors

We conclude our discussion of the additivity of the tensor rank with the
following summarizing results.

Theorem 3.1.4.1 ([BPR20, Thm 4.14.]). Over an arbitrary base �eld k, assume
p′ ∈ A′⊗B′⊗C ′ is any tensor, while p′′ ∈ A′′⊗B′′⊗C ′′ is concise and R(p′′) ≤ a′′+2.
Then the additivity of the rank holds:

R(p′ ⊕ p′′) = R(p′) +R(p′′).

The analogous statements with the roles of A replaced by B or C, or the roles of ′

and ′′ swapped, hold as well.

Proof. Since p′′ is concise, the corresponding vector subspace W ′′ = p′′(A′′∗) has
dimension equal to a′′. By Corollary 3.1.3.9 we can restrict ourselves to the case
when e′′ ≥ 2 or f ′′ ≥ 2. Say, e′′ ≥ 2 ≥ R(p′′) − dimW ′′, then by Corollary 2.2.1.4
or Corollary 3.1.2.6 the additivity must hold. �

Theorem 3.1.4.2 ([BPR20, Thm 4.15.]). Assume the base �eld is k = C or
k = R (complex or real numbers) and let p′ ∈ A′ ⊗ B′ ⊗ C ′ be any tensor, while
p′′ ∈ A′′⊗ k3⊗ k3 for an arbitrary vector space A′′. Then the additivity of the rank
holds: R(p′ ⊕ p′′) = R(p′) +R(p′′).
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Proof. By Corollary 3.1.3.9, we can assume p′′ is concise in A′′⊗k3⊗k3. But then,
by [SMS10, Thm 5 and Thm 6], the rank of p′′ is at most a′′ + 2 and the result
follows from Theorem 3.1.4.1. �

Note, that in the proof above we exploit the results about maximal rank in
ka′′ ⊗ k3⊗ k3. In [SMS10] authors assume that the base �eld is C or R. We are not
aware of any similar results over other �elds, with the unique exception of a′′ = 3,
see the following proof for a discussion.

Theorem 3.1.4.3 ([BPR20, Thm 4.16.]). Assume the base �eld k is such that
the maximal rank of a tensor in k3 ⊗ k3 ⊗ k3 is at most 5. (For example k is
algebraically closed of characteristic 6= 2 or k = R). Furthermore, let R(p′′) ≤ 6.
Then independently of p′, the additivity of the rank holds: R(p′⊕p′′) = R(p′)+R(p′′).

Proof. Without loss of generality, We can restrict ourselves to the case when p′′ is
concise in A′′⊗B′′⊗C ′′. As in the previous proof, if any of the dimensions dimA′′,
dimB′′, dimC ′′ is at most 2, then the claim follows from Theorem 1.2.5.6. On the
other hand, if any of the dimensions a′′, b′′, c′′ is at least 4, then the result follows
from Theorem 3.1.4.1. The remaining case a′′ = b′′ = c′′ = 3 also follows from
Theorem 3.1.4.1 by our assumption on the �eld k.

The assumption is satis�ed for k = R,C see [BH13, Thm 5.1] or [SMS10,
Thm 5]. In [BH13, top of p. 402] the authors say, that their proof is also valid for
any algebraically closed �eld of characteristic not equal to 2. They also provide the
interesting history of this question and furthermore, they show that the assumption
about maximal rank in k3 × k3 × k3 fails for k = Z2. �

Assuming the base �eld is k = C, one of the smallest cases not covered by the
above theorems would be the case of p′, p′′ ∈ C4⊗C4⊗C3. The generic rank (that
is, the rank of a general tensor) in C4 ⊗C4 ⊗C3 is 6, moreover [AS79, p. 6] claims
the maximal rank is 7 (see also [SMS10, Prop. 2]). To prove Corollary 3.1.4.13, i.e
rank additivity property for the mentioned cases, we need to establish the following
lemma.

Lemma 3.1.4.4. Let us use Notation 3.1.1.3. Assume k is an algebraically closed
base �eld, W ′ ⊆ kb′ ⊗ kc′ is of dimension a′, W ′′ ⊆ kb′′ ⊗ kc′′ is of dimension a′′,
the corresponding tensor is p = p′ ⊕ p′′ ∈ A′ ⊗B′ ⊗ C ′ ⊕ A′′ ⊗B′′ ⊗ C ′′ and:
(i) W ′ is concise,
(ii) Prime = ∅, Bis = ∅,
(iii) a′ + 3 = R(W ′),
(iv) R(W ′) ≤ b′ + c′,
Then either additivity of ranks holds or all the following conditions are satis�ed

� R(W ′) +R(W ′′)− 1 = R(W )
� R(W ′) = hl + vl + 2
� R(W ′′) = hr + vr + 1
� mix = 2



3.1. Rank one matrices and additivity of the tensor rank 69

Proof. Let us assume the additivity of ranks does not hold. Corollary 2.2.1.4 and
assumption (iii) imply that both e′, f ′ are at most 2. From Corollary 3.1.3.9 and
assumption (ii) follows that e′ = f ′ = 2.

Now we show that the defect equals one, i.e. d := R(W ′)+R(W ′′)−R(W ) = 1.
We have from Lemma 2.2.1.2 that R(W ′′)+e′+a′ ≤ R(W ), thus R(W ′)+R(W ′′)−
1 ≤ R(W ) by the condition (iii). The opposite inequality follows from the failure
of the rank additivity.

Since Prime = ∅, we must have W ′ ⊂ 〈πC′′(HL), πB′′(VL), πB′′πC′′(Mix)〉 ⊂
E ′ ⊗ C ′ +B′ ⊗ F ′. That is, W ′ is (2, 2)-hook shaped.

It follows from Proposition 3.1.3.8 that there are no integers n < b′, m < c′

such thatW ′ is (n, 1)-hook shaped or (1,m)-hook shaped. Moreover, we can assume
that
(a) there is no β ∈ (B′/E ′)∗ such that p(β) is a rank one matrix, and
(b) there is no γ ∈ (C ′/F ′)∗ such that p(γ) is a rank one matrix.

In particular, 〈πF ′⊕C′′(HL)〉 is concise in E ′ ⊗ (C ′/F ′).
Next, we show that

b′ − 1 ≤ vl. (3.1.4.5)

For this purpose we consider the projection πE′⊕B′′ : B → B′/E ′. The related map
B⊗C → (B′/E ′)⊗C (which by the standard abuse we also denote πE′⊕B′′), kills all
the rank one tensors of types HL, HR, VR and Mix, possibly leaving a few of type
VL alive. The image πE′⊕B′′(W ) ⊂ (B′/E ′)⊗F ′ has rank at most vl and is concise
(otherwise, either there is β ∈ (B′/E ′)∗ such that p(β) is a rank one matrix or p′ is
not concise, a contradiction in both cases). Note, that (B′/E ′)⊗ F ′ ' Cb′−2 ⊗C2.
Concise linear subspaces G of Cb′−2 ⊗ C2 need to have a rank at least b′ − 2.

In the case, when the rank of G is exactly b′ − 2. The tensor g corresponding
to G, is contained in the space Cb′−2 ⊗ (B′/E ′) ⊗ F ′ ' Cb′−2 ⊗ Cb′−2 ⊗ C2. It
follows from Lemma 2.2.2.5 that there exists β′ ∈ (B′/E ′)∗ ⊂ B′∗ such that g(β′)
has rank 1. Furthermore, both tensors p′(β′) ∈ A′ ⊗ C ′ and p(β′) ∈ A ⊗ C have
rank 1 as well, contradicting (a). Thus, R(πE′⊕B′′(W )) must be at least b′− 1 and
consequently, b′ − 1 ≤ vl. Analogously, we can prove

c′ − 1 ≤ hl. (3.1.4.6)

By Proposition 3.1.1.4(ii) we obtain R(W ′′) ≤ hr+vr+mix = R(W )−(hl+vl).
Thus

hl + vl ≤ R(W ′)− 1. (3.1.4.7)

and similarly
hr + vr ≤ R(W ′′)− 1. (3.1.4.8)

At least one of πE′⊕B′′(VL), πF ′⊕C′′(HL) is linearly independent. Otherwise,
arguing as before, we see that πE′⊕B′′(W ) has rank at most vl− 1. Thus, b′ − 1 ≤
vl − 1 and similarly c′ − 1 ≤ hl − 1. Together with an inequality 3.1.4.7 it gives
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b′ + c′ ≤ hl + vl ≤ R(W ′) − 1 ≤ b′ + c′ − 1, a contradiction. The last inequality
is implied by the condition (iv).

Now we will prove, that R(W ′) ≤ hl + vl + 2. Let us assume πE′⊕B′′(VL) is
linearly independent. (In the case when πF ′⊕C′′(HL) is linearly independent we
proceed similarly by exchanging B′ with C ′ and HL with VL). It follows

W ′′ = πB′(W
′′) ⊆ πB′(〈HR,VR,Mix〉) (3.1.4.9)

and W ′′ 6⊆ πB′(〈HR,VR〉) because of (3.1.4.8). We obtain from Lemma 2.1.3.2 and
(3.1.4.9) that R(W ′′)+1 ≤ hr+vr+mix. Together with hl+hr+vl+vr+mix =
R(W ′) +R(W ′′)− 1 (because defect d = 1) it gives hl + vl ≤ R(W ′)− 2.

Assumptions (iii), (iv) and Equations (3.1.4.5), (3.1.4.6) imply that

R(W ′)− 2 = a′ + 1 ≤ b′ + c′ − 2 ≤ hl + vl.

Hence, the inequalities can be changed into equalities. In particular R(W ′) =
hl + vl + 2, thus

R(W ′′) = hr + vr + mix− 1. (3.1.4.10)

In result mix ≥ 2. Indeed, from Corollary 3.1.1.6 follows that mix ≥ 1. If we
assume mix = 1, then we look at the πB′′πC′′(W ) = W ′′, which is contained in
〈πB′′πC′′(HL), πB′′πC′′(VL), πB′′πC′′(Mix)〉. Taking the rank into account we obtain
R(W ′′) ≤ R(W )− vr− hr = R(W )−R(W ′). It is against our assumption saying,
that the additivity of ranks does not hold.

We get from (3.1.4.8) and (3.1.4.10) that R(W ′′) ≤ R(W ′′) + mix − 2, thus
mix = 2 which ends our proof. �

Remark 3.1.4.11. In Lemma 3.1.4.4 the assumption Bis = ∅ can be relaxed in the
following way. Let us assume that the pair (W ′,W ′′) is such that the additivity
of ranks does not hold, Prime = ∅,Bis 6= ∅ and assumptions (i),(iii),(iv) of the
Lemma 3.1.4.4 are ful�lled. We digest and replenish obtaining (D<W ′, D<W ′′) =
(W ′, D<W ′′). From Corollary 3.1.3.5 follows that (W ′, D<W ′′) is another pair
without the rank additivity property and which ful�lls all assumptions of Lemma
3.1.4.4. Thus we obtain:

� R(W ′) +R(D<W ′′)− 1 = R(W )
� R(D<W ′′) = hl + vl + 2
� R(D<W ′′) = hr + vr + 1
� mix = 2

If both tensors p′, p′′ ful�ll the assumptions of the Lemma 3.1.4.4, then the pair
(p′, p′′) posses the rank additivity property.

Corollary 3.1.4.12. Over an algebraically closed base �eld k, assume W ′ ⊆
kb′ ⊗ kc′ is of dimension a′, W ′′ ⊆ kb′′ ⊗ kc′′ is of dimension a′′, the corresponding
tensor is p = p′ ⊕ p′′ ∈ A′ ⊗B′ ⊗ C ′ ⊕ A′′ ⊗B′′ ⊗ C ′′ and:
(i) W ′,W ′′ are concise,
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(ii) Prime = Bis = ∅,
(iii) a′ + 3 = R(W ′),
(iv) a′′ + 3 = R(W ′′),
(v) R(W ′) ≤ b′ + c′,
(vi) R(W ′′) ≤ b′′ + c′′.
Then additivity of ranks holds.

Proof. Assume the additivity of ranks does not hold. We obtain from Lemma 3.1.4.4
that R(W ′) = hl + vl + 2, R(W ′′) = hr + vr + 1. Now we can exchange every ′

with ′′ and (Prime,HL,VL) with (Bis,HR,VR) and apply the same lemma again.
This time we have (in the notation before the exchange) R(W ′) = hl + vl + 1,
R(W ′′) = hr + vr + 2. A contradiction. �

We end the subsection with a positive answer for the question about rank
additivity property for 2 × 2 matrix multiplication tensors (over a base �eld C),
i.e. µ2,2,2 ⊕ µ2,2,2 ∈ C4+4 ⊗ C4+4 ⊗ C4+4. On a way to prove it we need to show
the following fact. If both tensors from the pair (p′, p′′) have ranks less or equal 7,
or if at least one of linear spaces from every triple {A′, B′, C ′}, {A′′, B′′, C ′′} is 3
dimensional and all other spaces are at most 4 dimensional, then the additivity of
rank holds.

Corollary 3.1.4.13. Over the base �eld C, if (a′,b′, c′) = (4, 4, 3), and either
(a′′,b′′, c′′) = (4, 4, 3) or (a′′,b′′, c′′) = (4, 3, 4), then rank additivity holds.

Proof. Assume that the rank additivity does not hold. We can reduce the problem
to (W ′,W ′′) = (D<W ′, D<W ′′) by Corollary 3.1.3.5. Further, we assume that both
tensors are concise. Indeed, if at least one of the tensors is not concise then it
follows from either Theorem 3.1.4.2 or Theorem 1.2.5.6 that the additivity of rank
holds.

[AS79, p. 6] claims that the maximal rank of tensors from C4 ⊗ C4 ⊗ C3 is 7
(see also [SMS10, Prop. 2]). As a corollary from Theorem 3.1.4.1, we may restrict
ourselves to the case R(W ′) = R(W ′′) = 7. Applying Corollary 3.1.4.12 we obtain
a contradiction. �

We prove the following corollary in a similar way.

Corollary 3.1.4.14. Over the base �eld C, if both tensors have ranks less or equal
7, then rank additivity holds.

In particular, over the base �eld C, a pair of 2× 2 matrix multiplication tensor
has rank additivity property, i.e. R(µ2,2,2 ⊕ µ2,2,2) = R(µ2,2,2) +R(µ2,2,2).

Proof. Assume the rank additivity does not hold. We can restrict ourselves to the
case (W ′,W ′′) = (D<W ′, D<W ′′) by Corollary 3.1.3.5.

We can assume that both tensors are concise by Lemma 2.1.3.2. As a corollary
from Theorem 3.1.4.1, we obtain that each of the numbers a′, a′′,b′,b′′, c′, c′′ is



72 Chapter 3. Rank and border rank additivity problems

less or equal 4. It follows from Corollary 3.1.4.13 and Theorems 1.2.5.6, 3.1.4.2
that (a′,b′, c′) = (4, 4, 4) and either (a′′,b′′, c′′) = (4, 4, 4) or (a′′,b′′, c′′) = (4, 4, 3)
or (a′′,b′′, c′′) = (4, 3, 4). Applying Theorem 3.1.4.1 again, we obtain R(W ′) =
R(W ′′) = 7. It contradicts Corollary 3.1.4.12.

For the last part of the statement, notice that µ2,2,2 ∈ C4 ⊗ C4 ⊗ C4 and
R(µ2,2,2) = 7 (see Theorem 1.2.4.1 and Example 1.2.4.2). �

The following remark follows from Corollary 3.1.4.14 and Theorem 3.1.4.1.

Remark 3.1.4.15. Over the base �eld C, the minimal case in which the
counterexample for the rank additivity can occur is p′ ∈ C4 ⊗ C4 ⊗ C4, p′′ ∈
C4 ⊗ C4 ⊗ C3 such that R(p′) = 8, R(p′′) = 7.

3.2 Additivity of the tensor border rank

Throughout this section we will follow Notations 2.2.0.1 and 2.2.0.2. Moreover,
we restrict to the base �eld k = C. This section is based on [BPR20, Sect. 5.].

We turn our attention to the additivity of the border rank. That is, we ask for
which tensors p′ ∈ A′⊗B′⊗C ′ and p′′ ∈ A′′⊗B′′⊗C ′′ the following equality holds:

R(p′ ⊕ p′′) = R(p′) +R(p′′).

Since the known counterexamples to the additivity are much smaller than in the
case of the additivity of the tensor rank, our methods are more restricted to very
small cases.

We commence with the following elementary observation.

Lemma 3.2.0.1 ([BPR20, Lem. 5.1.]). Consider concise tensors p′ ∈ A′⊗B′⊗C ′
and p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′ with R(p′) ≤ a′ and R(p′′) ≤ a′′ (thus in fact R(p′) = a′

and R(p′′) = a′′). Let p = p′ ⊕ p′′. Then the additivity of the border rank holds
R(p) = R(p′) +R(p′′).

Proof. Since p′ and p′′ are concise, the linear maps p′ : (A′)∗ → B′ ⊗ C ′ and
p′′ : (A′′)∗ → B′′ ⊗C ′′ are injective. Then also the map p : A∗ → B ⊗C is injective
and

R(p) ≥ dim p(A∗) = dim p′((A′)∗) + dim p′′((A′′)∗) = R(p′) +R(p′′).

The opposite inequality always holds. �

Corollary 3.2.0.2 ([BPR20, Cor. 5.2.]). Suppose both triples of integers (a′,b′, c′)
and (a′′,b′′, c′′) fall into one of the following cases: (a, b, 1), (a, 1, c), (a, b, 2) with
a ≥ b ≥ 2, (a, 2, c) with a ≥ c ≥ 2, (a, b, c) with a ≥ bc. Then for any concise
tensors p′ ∈ A′ ⊗B′ ⊗ C ′ and p′′ ∈ A′′ ⊗B′′ ⊗ C ′′ the additivity of the border rank
holds.
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Note, that the list of triples in the corollary is a bit exaggerated, as some
of these triples have no concise tensors. However, this phrasing is convenient for
further applications and search for unsolved pairs of triples.

Proof. After removing the triples that do not admit any concise tensor the list
reduces to: (a, a, 1), (a, 1, a), (a, b, 2) (for 2 ≤ b ≤ a ≤ 2b), (a, 2, c) (for 2 ≤ c ≤ a ≤
2c), (bc, b, c). We claim, that in all these cases R(p′) = a′ and R(p′′) = a′′. In fact:

� The claim is clear for (a, 1, a), (a, a, 1), and (bc, b, c).
� For (a, a, 2) and (a, 2, a) the claim follows from the classi�cation of such
tensors, see the argument in the �rst paragraph of [BHMT18, Sect. 5.3].

� For (a, b, 2) (with 2 ≤ b < a ≤ 2b), and (a, 2, c) (with 2 ≤ c < a ≤ 2c), the
claim follows from the previous case: any such concise tensor T has border
rank at least a. But T is at the same time a (non-concise) tensor in a larger
tensor space Ca ⊗ Ca ⊗ C2 or Ca ⊗ C2 ⊗ Ca. Thus, by Lemma 2.1.3.1 the
border rank of T is at most the generic (border) rank in this larger space,
which is equal to a by the previous item.

Therefore we conclude using Lemma 3.2.0.1. �

Theorem 1.2.6.1 claims, that the additivity of the border rank holds for
a,b, c ≤ 4. Most of the cases follow from Corollary 3.2.0.2, with the exception
of (3+1, 2+2, 2+2) and (3+1, 3+1, 3+1), which are covered in Subsections 3.2.1
and 3.2.2.

3.2.1 Case (3 + 1, 2 + b′′, 2 + c′′)

Assume a′ = 3, b′ = c′ = 2 and a′′ = 1.

Proposition 3.2.1.1 ([BPR20, Prop. 5.10.]). For any p′ ∈ C3 ⊗ C2 ⊗ C2 and
p′′ ∈ C1 ⊗ Cb′′ ⊗ Cc′′ the additivity of the border rank holds.

Proof. We may assume p′′ is concise, so that R(p′′) = b′′ = c′′. Also if p′ is not
concise, then Corollary 3.2.0.2 shows the claim. So suppose p′ is concise and thus
R(p′) = 3.

We can write p′ = a1⊗w′1+a2⊗w′2+a3⊗w′3 and p′′ = a4⊗w′′4 , where w′1 . . . , w′3
are 2× 2 matrices and w′′4 is an invertible b′′ × b′′ matrix.

As for p′, by Example 2.3.0.3 and Lemma 2.3.0.4 we can choose the more
degenerate tensor, which has the following normal form:

w′1 =

[
1 0
0 0

]
, w′2 =

[
0 1
0 0

]
, w′3 =

[
0 0
1 0

]
.

Write p =
∑4

i=1 ai ⊗ wi, where wi are the following (2 + b′′, 2 + b′′) partitioned
matrices

wi =

[
w′i 0
0 0

]
, i = 1, 2, 3, w4 =

[
0 0
0 w′′4

]
.
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We use the same notation as in Section 2.3.1. We claim, that the matrix
representing the contraction operator p∧A, denoted by M4(w1, w2, w3, w4) as in
(2.3.1.6), has rank 7 + 3b′′. We conclude that R(p) ≥ 3 + b′′ = R(p′) + R(p′′)
by Proposition 2.3.1.3 showing the additivity.

In order to prove the claim, we observe that

M4(w1, w2, w3, w4) =


0 w3 −w2 w4 0 0
−w3 0 w1 0 −w4 0
w2 −w1 0 0 0 w4

0 0 0 −w1 w2 −w3

 (3.2.1.2)

can be transformed via permutations of rows and columns into the following
(6 + 3b′′ + 2 + b′′, 6 + 3b′′ + 2 + 2 + 2 + 3b′′)-partitioned matrix

M3(w
′
1, w

′
2, w

′
3) 0 0 0 0 0

0 N 0 0 0 0
0 0 −w′1 w′2 −w′3 0
0 0 0 0 0 0

 ,
where N is the following 3b′′ × 3b′′ matrix

N =

w′′4 0 0
0 −w′′4 0
0 0 w′′4

 .
One can compute, that the rank of

M3(w
′
1, w

′
2, w

′
3) =

 0 w′3 −w′2
−w′3 0 w′1
w′2 −w′1 0

 =


0 0 0 0 0 −1
0 0 1 0 0 0
0 0 0 0 1 0
−1 0 0 0 0 0
0 1 −1 0 0 0
0 0 0 0 0 0


equals 5. Moreover, since rk(N) = 3b′′ and rk((−w′1, w′2,−w′3)) = 2, we conclude
the proof of the claim. �

3.2.2 Case (3 + 1, 3 + b′′, 3 + c′′)

Recall our usual setting: p′ ∈ A′ ⊗ B′ ⊗ C ′, p′′ ∈ A′′ ⊗ B′′ ⊗ C ′′, a′ := dimA′,
etc. (Notation 2.2.0.2). In this subsection we are going to prove the following case
of additivity of the border rank.

Proposition 3.2.2.1 ([BPR20, Prop. 5.11.]). The additivity of the border rank
holds for p′ ⊕ p′′ if a′ = b′ = c′ = 3, and p′ is concise and a′′ = 1.
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Proof. By replacing B′′ and C ′′ with smaller spaces, we may assume p′′ is also
concise and in particular b′′ = c′′. If R(p′) = 3, then Lemma 3.2.0.1 implies the
claim. On the other hand, by Terracini's Lemma, R(p′) ≤ 5. Thus, it is su�cient
to treat the cases R(p′) = 4 and R(p′) = 5.

Let {a1, a2, a3} be a basis of A′ and let {a4} be a basis of A′′ ' C. Write

p′ = a1 ⊗ w′1 + a2 ⊗ w′2 + a3 ⊗ w′3, (3.2.2.2)

where w′1, w
′
2, w

′
3 ∈ W ′ := p′((A′)∗) ⊂ B′ ⊗ C ′ are 3× 3 matrices. Similarly, let

p = a1 ⊗ w1 + a2 ⊗ w2 + a3 ⊗ w3 + a4 ⊗ w4,

where w1, w2, w3, w4 ∈ W := p(A∗) ⊂ B ⊗ C are (3 + b′′, 3 + b′′) partitioned
matrices:

wi =

[
w′i 0
0 0

]
, i = 1, 2, 3, and w4 =

[
0 0
0 w′′4

]
. (3.2.2.3)

We now analyse the two cases R(p′) = 4 and R(p′) = 5 separately.

The additivity holds if the border rank of p′ is equal to four. Assume by
contradiction, that R(p) ≤ b′′+3 = R(p′)+R(p′′)−1. By Proposition 2.3.1.2(ii), we
obtain the following equations: fb′′+3(x

′, y′+ y′′, z′) = x′ adj(y′+ y′′)z′− z′ adj(y′+
y′′)x′ = 0, for every x′, y′, z′ ∈ W ′ = p ((A′)∗) and 0 6= y′′ ∈ W ′′ = p ((A′′)∗). We
can see, that adj(y′ + y′′) is the following (3 + b′′, 3 + b′′) partitioned matrix

adj(y′ + y′′) =

[
det(y′′) adj(y′) 0

0 det(y′) adj(y′′)

]
.

Therefore we have

x′ adj(y′ + y′′)z′ =

[
det(y′′)x′ adj(y′)z′ 0

0 0

]
.

Since p′′ is concise, det(y′′) 6= 0, and thus from the vanishing of fb′′+3(x
′, y′+y′′, z′)

we also obtain, that f3(x′, y′, z′) = x′ adj(y′)z′−z′ adj(y′)x′ = 0. ThereforeR(p′) ≤ 3
by Proposition 2.3.1.2(i), a contradiction.

The additivity holds if the border rank of p′ is equal to �ve. Consider
the projection π : A⊗B ⊗ C → A′ ⊗B ⊗ C given by

ai 7→ ai, i = 1, 2, 3

a4 7→ a1 + a2 + a3.

Consider p̄ := π(p) ∈ A′⊗B⊗C and write p̄ = a1⊗ w̄1 +a2⊗ w̄2 +a3⊗ w̄3, where,
for i = 1, 2, 3, w̄i is the (3 + b′′, 3 + b′′) partitioned matrix

w̄i =

[
w′i 0
0 w′′4

]
.
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We claim, that rk(p̄∧A′) = 9 + 2b′′. Indeed, by swapping both rows and columns of
M3(w̄1, w̄2, w̄3) (see Equation 2.3.1.4) we obtain the following (9 + 3b′′, 9 + 3b′′)
partitioned matrix [

p′∧A′ 0
0 M3(w

′′
4 , w

′′
4 , w

′′
4)

]
.

Since R(p′) = 5, the matrix p′∧A′ has rank 9, by Proposition 2.3.1.5. Moreover,
M3(w

′′
4 , w

′′
4 , w

′′
4) has rank 2b′′. Therefore, Proposition 2.3.1.3 implies R(p̄) ≥ 5+b′′.

We conclude by observing, that R(p) ≥ R(p̄). �

This concludes the proof of Theorem 1.2.6.1, as all possible splittings a = a′+a′′,
b = b′ + b′′, c = c′ + c′′ with a,b, c ≤ 4 are covered either by Corollary 3.2.0.2 or
one of Propositions 3.2.1.1 or 3.2.2.1.

3.2.3 Analysis of the border rank additivity of tensors living

in bigger spaces

One could analyse the additivity for a,b, c ≤ 5 (so for the bound one more
than in Theorem 1.2.6.1) by checking all 10 possible cases listed in Table 3.1. In
the following Example 3.2.3.1 we solve Case 3 from the table.

Example 3.2.3.1. If p′ ∈ C3 ⊗ C3 ⊗ C3 and p′′ ∈ C2 ⊗ C2 ⊗ C2 are both concise,
then the additivity of the border rank holds for p′ ⊕ p′′. Indeed, by Example 2.3.0.2
there exists q′′ ∈ C1 ⊗ C2 ⊗ C2 more degenerate than p′′, but of the same border
rank. By Lemma 2.3.0.4 it is enough to prove the additivity for p′ ⊕ q′′. This is
provided by Proposition 3.2.2.1.

We conclude the chapter by presenting how Multigraded Border Apolarity
Lemma 2.4.1.7 can be applied to prove border rank additivity in a subcase of
Case 1. Tensor p ∈ C2 ⊗ C2 ⊗ C3 of border rank 3, has one of the following two
normal forms ([BL13, Prop. 6.2.]):

a1 ⊗ (b1 ⊗ c1 + b2 ⊗ c3) + a2 ⊗ b1 ⊗ c2 (3.2.3.2)

and
a1 ⊗ (b1 ⊗ c1 + b2 ⊗ c2) + a2 ⊗ (b1 ⊗ c2 + b2 ⊗ c3). (3.2.3.3)

When, up to a permutation of the factors and change of bases, p′ ∈ C3⊗C2⊗C2

and p′′ ∈ C2 ⊗ C3 ⊗ C2 have normal forms (3.2.3.2) and (3.2.3.3) correspondingly,
then p′ ⊕ p′′ posses the additivity of border rank property.

Lemma 3.2.3.4. Let p′ = a1 ⊗ b1 ⊗ c1 + a2 ⊗ b1 ⊗ c2 + a3 ⊗ b2 ⊗ c2 and p′′ =
a4⊗(b3⊗c3+b4⊗c4)+a5⊗(b3⊗c4+b4⊗c5). Then for p := p′⊕p′′ ∈ C3+2⊗C2+3⊗C2+2,
R(p) = 6.
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Proof. We have R(p) ≤ R(p′) + R(p′′) = 6. Let us assume that R(p′ ⊕ p′′) ≤ 5.
From Multigraded Border Apolarity Lemma 2.4.1.7 there exists an ideal I ⊆
T̃ ∗ := Sym(C5⊕C5⊕C4)∗ = C[α1, α2, . . . , α5, β1, β2, . . . , β5, γ1, γ2, γ3, γ4] such that
I ⊆ Ann(p) and

∀i,j,k codim(Ii,j,k ⊆ T̃ ∗i,j,k) = min(

(
i+ 4

4

)(
j + 4

4

)(
k + 3

3

)
, 5). (3.2.3.5)

If (i, j, k) = (0, 1, 1), then codim(I0,1,1 ⊆ T̃ ∗0,1,1) = 5 = codim(Ann(p)0,1,1 ⊆
T̃ ∗0,1,1). Let us explain the last equality more precisely. Firstly, notice
that codim(Ann(p)0,1,1 ⊆ T̃ ∗0,1,1) = dim(T̃ ∗yp)1,0,0. Secondly, observe that
dim(T̃ ∗yp)1,0,0 = dim T̃ ∗1,0,0 = 5, because of conciseness of p.

Thus, I0,1,1 = Ann(p)0,1,1 = {β1γ3, β1γ4, β1γ5, β2γ1, β2γ3, β2γ4, β2γ5, β3γ1, β3γ2,
β3γ5, β3γ3 − β4γ4, β3γ4 − β4γ5, β4γ1, β4γ2, β4γ3)}.

Using Macaulay2 we calculate, that the Hilbert function of T̃ ∗/(I0,1,1) in degree
(0, 1, 2) equals 4, contradicting (3.2.3.5). �

Multigraded Border Apolarity Lemma 2.4.1.7 can be applied to other pairs of
tensors {p′, p′′} from Case 1. More generally, this tool can be used to investigate
cases from the Table 3.1 in whichR(p′)+R(p′′)−1 = a′+a′′, i.e. Cases 1, 2, 4, 6, 7 and
partially Cases 3, 9, 10. However, a more sophisticated method is needed. Already
in Case 1, if both tensors p′, p′′ have a normal form (3.2.3.2), we could not prove
the additivity of a border rank, arguing similarly to the proof of Lemma 3.2.3.4. It
is a subject of our follow-up research with Maciej Gaª¡zka and Tomasz Ma«dziuk.
There is a chance, that the minimal counterexample occur among cases from the
Table 3.1.

Other, similar problems remain open. We describe one instance suggested by
Landsberg.

Problem 3.2.3.6. Let p′ ∈ A′ ⊗ B′ ⊗ C ′ be any tensor and p′′ ∈ C ⊗ C ⊗ C be a
nonzero tensor. Is R(p′ ⊕ p′′) = R(p′) + 1?

Another worth mentioning questions waiting for the answer are the following.
When the cactus (border) rank is additive? One can ask about it also in the
setting of symmetric tensors and the symmetric tensor rank, or equivalently, for
homogeneous polynomials and their Waring rank. No counterexamples to this
version of the problem are yet known, while some partial positive results are
described in [CCC15], [CCC+18], [CCO17], [CMM18], and [Tei15].
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# (a′,b′, c′) (a′′,b′′, c′′) R(p′) R(p′′) Remarks
1. 3, 2, 2 2, 3, 2 3 3 Partially solved in Lemma

3.2.3.4; Possibly the application
of the Multigraded B. A. Lem. is
a �rst step to prove this case

2. 3, 3, 2 2, 2, 3 3 3 Possibly the application of the
Multigraded B. A. Lem. is a �rst
step to prove this case

3. 3, 3, 3 2, 2, 2 4, 5 2 Solved in Example 3.2.3.1
4. 4, 2, 2 1, 2, 2 4 2 Possibly the application of the

Multigraded B. A. Lem. is a �rst
step to prove this case

5. 4, 2, 2 1, 3, 3 4 3
6. 4, 3, 2 1, 2, 2 4 2 Possibly the application of the

Multigraded B. A. Lem. is a �rst
step to prove this case

7. 4, 3, 3 1, 1, 1 5 1 Possibly the application of the
Multigraded B. A. Lem. is a �rst
step to prove this case

8. 4, 3, 3 1, 2, 2 5 2
9. 4, 4, 3 1, 1, 1 5, 6 1
10. 4, 4, 4 1, 1, 1 5, 6, 7 1 An important case containing

µ2,2,2 ⊕ µ1,1,1

Table 3.1: The list of pairs of concise tensors and their border ranks that should
be checked to determine the additivity of the border rank for a,b, c ≤ 5. This
list contains all pairs of concise tensors not covered by Corollary 3.2.0.2, or
Proposition 3.2.1.1, or Proposition 3.2.2.1, together with their possible border
ranks, excluding the cases covered by Lemma 3.2.0.1. The maximal possible values
of border ranks above have been obtained from [AOP09, Sect. 4].
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(Grassmann) cactus variety

In this chapter, we solve the problem of identi�cation of points of the
(Grassmann) secant variety inside the (Grassmann) cactus variety in minimal
cases where these varieties di�er. For the notions of Grassmann secant and cactus
varieties, see De�nitions 2.4.1.1 and 2.4.2.1.

In Section 4.1, we analyze polynomials and subspaces divisible by a large power
of a linear form and prove, that they are in a speci�c cactus variety (Theorems
4.1.0.2 and 4.1.0.3). Remarkably, in Section 4.2 it turns out, that in the case of
σ14(νd(P(Cn+1))) for d ≥ 5 and n ≥ 6 limits of a certain subset of such forms
�ll up the closure of the set-theoretic di�erence between the cactus variety and
the secant variety (Theorem 4.0.0.2). For d ≥ 6, this allows us to design an
algorithm for deciding whether a point in the cactus variety κ14(νd(P(Cn+1))) is
in the secant variety σ14(νdP(Cn+1)) (Theorem 4.0.0.4). In Section 4.3 we prove
results analogous to those of Section 4.2 for the case of the Grassmann secant
variety σ8,3(νd(P(Cn+1))) for n ≥ 4. This chapter is based on the work with Tomasz
Ma«dziuk and Maciej Gaª¡zka [GMR20].

We use the notation coming from De�nitions 2.4.0.1, 2.4.0.2 and the following
one.

De�nition 4.0.0.1. Let T be de�ned as in De�nition 2.4.0.1, i.e. T =
kdp[x0, x1, . . . , xn]. Given positive integers d ≥ m and f ∈ T≤m, we de�ne

fHd := (d−m)!Fm + (d−m+ 1)!Fm−1 + . . .+ d!F0,

where f = Fm + Fm−1 + · · ·+ F0 and Fj ∈ Tj.
Similarly, for a linear subspace W ⊆ T≤m

WHd := {fHd | f ∈ W}.

Now we can state the generalized versions of Theorems 1.3.1.1 and 1.3.1.3.

Theorem 4.0.0.2 ([GMR20, Thm 1.4.]). Let n ≥ 6 and d ≥ 5 be integers
and consider the polynomial ring T = C[x0, . . . , xn]. Then κ14(νd(PT1)) has two
irreducible components, one of which is σ14(νd(PT1)), and we denote the other one
by η14(νd(PT1)). Let ψ : PT1 × PT3 → PTd be given by ([y0], [P ]) 7→ [yd−30 P ] and let
q : (T1 \ {0})× (T3 \ {0})→ PT1 × PT3 be the natural map. Let

C := {(y0, P ) ∈ T1×T3 | there exists a completion of y0 to a basis (y0, y1, . . . , yn)

of T1 such that Apolar((P |y0=1)
Hd) has Hilbert function (1, 6, 6, 1)}.

Then η14(νd(PT1)) is the closure of ψ(q(C)).

Let Gr(k, V ) be the Grassmannian of k-dimensional subspaces of a linear space
V .
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Theorem 4.0.0.3 ([GMR20, Thm 1.5.]). Let n ≥ 4 and d ≥ 5 be integers
and consider the polynomial ring T = C[x0, . . . , xn]. Then κ8,3(νd(PT1)) has two
irreducible components, one of which is σ8,3(νd(PT1)), and we denote the other
one by η8,3(νd(PT1)). Let ψ : PT1 × Gr(3, T2) → Gr(3, Td) be given by ([y0], [U ]) 7→
[yd−20 U ] and let q : (T1 \ {0})→ PT1 be the natural map. Let

C := {(y0, [U ]) ∈ T1 ×Gr(3, T2) | there exists a completion of y0 to a basis

(y0, y1, . . . , yn) of T1 such that Apolar((U |y0=1)
Hd) has Hilbert function (1, 4, 3)}.

Then η8,3(νd(PT1)) is the closure of ψ((q × IdGr(3,T2))(C)).

We prove Theorems 4.0.0.2 and 4.0.0.3 in Sections 4.2 and 4.3, respectively.
Theorem 1.3.1.1 follows from Theorem 4.0.0.2, since for n = 6 the closure of q(C)
is PT1 × PT3. For more details, see the last paragraph of the Proof of Theorems
1.3.1.1 and 4.0.0.2 in Section 4.2.1. For 6 < n the closure C is a proper subset
of PT1 × PT3. Similarly, Theorem 1.3.1.3 follows from Theorem 4.0.0.3, since for
n = 6 the closure of q × IdGr(3,T2)(C) is PT1 × Gr(3, T2). For more details, see the
last paragraph of the Proof of Theorems 1.3.1.3 and 4.0.0.3 in Section 4.3.1. For
6 < n the closure q × IdGr(3,T2)(C) is a proper subset of PT1 ×Gr(3, T2).

The following theorem contains an algorithm to compute whether a point in
the cactus variety κ14(νd(Pn)) is in the secant variety σ14(νd(Pn)) for d ≥ 6, n ≥ 6.
The case of n = 6 is implemented in Macaulay2, see Subsection 4.4.

Theorem 4.0.0.4 ([GMR20, Thm 1.6.]). Let T := C[x0, . . . , xn] be a polynomial
ring with n ≥ 6. Given an integer d ≥ 6 and [G] ∈ κ14(νd(PT1)) ⊆ PTd the following
algorithm checks if [G] ∈ σ14(νd(PT1)).
Step 1 Compute the ideal a :=

√
((AnnG)≤d−3) ⊆ T ∗ := C[α0, . . . , αn].

Step 2 If a1 is not n-dimensional, then [G] ∈ σ14(νd(PT1)) and the algorithm
terminates. Otherwise compute {K ∈ T1 | a1yK = 0}. Let y0 be a generator
of this one dimensional C-vector space.

Step 3 Let e be the maximal integer such that ye0 divides G. If e 6= d−3, then [G] ∈
σ14(νd(PT1)) and the algorithm terminates. Otherwise let G := yd−30 P , pick
a basis (y0, y1, . . . , yn) of T1 and compute f := P |y0=1 ∈ R := C[y1, . . . , yn].

Step 4 Let I := Ann(fHd) ⊆ R∗. If the Hilbert function of R∗/I is not equal to
(1, 6, 6, 1), then [G] ∈ σ14(νd(PT1)), and the algorithm terminates.

Step 5 Compute r := dimC HomR∗(I, R
∗/I). Then [G] ∈ σ14(νd(PT1)) if and only

if r > 14n− 8.

Let us look at an example of application of Theorem 4.0.0.4. As it was mentioned
in Chapter 1, Theorem 1.3.1.1 implies that G = x30(x

3
1 + x32 + x33 + x34 + x35 + x36) ∈

κ14(ν6(C[x0, x1, ..., x6])). Now we are able to check, if the polynomial G belongs
also to σ14(ν6(C[x0, x1, ..., x6])).

Corollary 4.0.0.5. Let G := x30(x
3
1 + x32 + x33 + x34 + x35 + x36) ∈ C[x0, x1, ..., x6],

then G ∈ σ14(ν6(C[x0, x1, ..., x6])).
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Proof. Using notation from Theorem 4.0.0.4, in our case d := 6. One can check,
that (AnnG)≤3 = ({αiαj}1≤i<j≤6, {α3

i − α3
6}1≤i≤5). Now a =

√
((AnnG)≤3) =

(α1, α2, . . . , α6), thus dim(a1) = 6.
In Step 2, x0 is the distinguished generator, i.e. 〈x0〉 = {K ∈ T1|a1yK = 0} and

the maximal power e such that xe0 divides G equals 3.
Therefore, f = x31 + x32 + x33 + x34 + x35 + x36 ∈ R := C[x1, x2, ..., x6]. Notice, that

I := Ann(F3) = Ann(f) = (AnnG)≤3, thus I1 = 0.
Finally, we check using Macaulay2 [GS], that dimC HomR∗(I, R

∗/I) = 112 > 76,
so the algorithm ends and we obtain G ∈ σ14(ν6(C[x0, x1, ..., x6])). �

We prove Theorem 4.0.0.4 in Section 4.2. In Theorem 4.3.1.5 we present an
analogous algorithm to compute whether a point in the cactus variety κ8,3(νd(Pn))
is in the secant variety σ8,3(νd(Pn)) for d ≥ 5, n ≥ 4.

4.1 Results regarding the cactus rank and the

border cactus rank of W hom,d2

In this section we apply the results of Section 2.5 to prove Theorems 4.1.0.2
and 4.1.0.3. These imply Theorems 1.3.1.4 and 1.3.1.5.

The following notation will be used. Fix a positive integer n and let S∗ :=
k[α1, . . . , αn] ⊆ T ∗ := k[α0, . . . , αn] be polynomial rings with graded dual rings S :=
kdp[x1, . . . , xn] ⊆ T := kdp[x0, . . . , xn]. Recall de�nitions of an (s, n + 1)-standard
Hilbert function and W hom,d2 (see De�nitions 2.4.0.3 and 2.5.0.1 correspondingly).

We frequently use the following lemma.

Lemma 4.1.0.1 ([GMR20, Lem. 4.1.]). Let J,K ⊆ T ∗ be homogeneous ideals such
that Js = Ks for a positive integer s. If K is generated in degrees at most s, then
Jt ⊇ Kt for t ≥ s.

Proof. We have Jt ⊇ (Js)t = (Ks)t = Kt. �

Theorems 4.1.0.2 and 4.1.0.3 provide upper bounds for the cactus rank of
polynomials and subspace of polynomials, which are divisible by a power of a
linear form. Item (iii) says, that under certain circumstances, the ideal I from
Weak Border Cactus Apolarity Lemma 2.4.2.3 is unique up to a saturation.

Theorem 4.1.0.2 (Subspace case, [GMR20, Thm 4.2.]). Let W ⊆ S≤d1 be a linear
subspace and r := dimk S

∗/Ann(W ). We have the following:
(i) The cactus rank cr(W hom,d2) of W hom,d2 is at most r.
(ii) If d2 ≥ d1, then there is no homogeneous ideal J ⊆ Ann(W hom,d2) such that

T ∗/J has an (r−1, n+1)-standard Hilbert function. In particular, the border
cactus rank cr(W hom,d2) of W hom,d2 equals r.

(iii) If d2 ≥ d1 +1, and J ⊆ Ann(W hom,d2) is a homogeneous ideal such that T ∗/J
has an (r, n+ 1)-standard Hilbert function, then Jsat = Ann(W )hom.
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Proof. (i) We have Ann(W )hom ⊆ Ann(W hom,d2) by Lemma 2.5.0.13(i). Since
the Hilbert polynomial of T ∗/Ann(W )hom is r by Corollary 2.5.0.5 and the
ideal Ann(W )hom is saturated by Lemma 2.5.0.3, the claim follows from the
Cactus Apolarity Lemma 2.4.2.2.

(ii) It follows from Corollary 2.5.0.5 that H(T ∗/Ann(W )hom, d1) = r. Therefore,
by Lemma 2.5.0.13(ii)

H(T ∗/Ann(W hom,d2), d1) = r.

Thus, there exists no ideal J ⊆ Ann(W hom,d2) such that T ∗/J has an
(r−1, n+1)-standard Hilbert function. By the Weak Border Cactus Apolarity
Lemma 2.4.2.3 we get cr(W hom,d2) ≥ r, which together with Part (i) implies
that cr(W hom,d2) = r.

(iii) Assume that J ⊆ Ann(W hom,d2) is such that T ∗/J has an (r, n+ 1)-standard
Hilbert function. By Lemma 2.5.0.13(ii) and Corollary 2.5.0.5

H(T ∗/Ann(W hom,d2), d2) = H(T ∗/Ann(W )hom, d2) = r.

In particular, Jd2 = (Ann(W )hom)d2 . Since Ann(W )hom is generated in degrees
less than or equal to d1 + 1 ≤ d2, it follows from Lemma 4.1.0.1, that
Jd ⊇ (Ann(W )hom)d for every d ≥ d2.
Ideals J and Ann(W )hom have the same Hilbert polynomial. Hence we
obtain Jsat = (Ann(W )hom)sat = Ann(W )hom. The last equality is true by
Lemma 2.5.0.3.

�

Now we can state Theorem 1.3.1.4 in the following form. The di�erences
between this theorem and trivial implication of Theorem 4.1.0.2 for one dimensional
W = 〈f〉 are in points (ii) and (iii) when we additionally treat cases d2 = d1 − 1
and d2 ≥ d1 − 1 correspondingly.

Theorem 4.1.0.3 (Polynomial case, [GMR20, Thm 4.3.]). Let f = Fd1 + Fd1−1 +
. . .+ F0 ∈ S = kdp[x1, ..., xn] be a degree d1 ≥ 1 polynomial, r := dimk S

∗/Ann(f).
For a non-negative integer d2, we have the following:
(i) The cactus rank cr(fhom,d2) of fhom,d2 is at most r.
(ii) If d2 ≥ d1, then there is no homogeneous ideal J ⊆ Ann(fhom,d2) such that

T ∗/J has an (r − 1, n + 1)-standard Hilbert function. Moreover, the same is
true for d2 = d1 − 1 if we assume further that Fd1 is not a power of a linear
form.
In particular, in both cases the border cactus rank cr(fhom,d2) of fhom,d2 equals
r.

(iii) Assume that Fd1 is not a power of a linear form. If d2 ≥ d1 and J ⊆
Ann(fhom,d2) is a homogeneous ideal such that T ∗/J has an (r, n+1)-standard
Hilbert function, then Jsat = Ann(f)hom. Moreover, the same is true for
d2 = d1 − 1 if we assume further that r > 2d1.
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Proof. (i) It follows directly from Theorem 4.1.0.2(i).
(ii) If d2 ≥ d1, then the claim follows from Theorem 4.1.0.2(ii).

Assume that d2 = d1 − 1 and Fd1 is not a power of a linear form. If
H(T ∗/Ann(fhom,d2), d1) = r, then there is no ideal J ⊆ Ann(fhom,d2) such
that T ∗/J has an (r − 1, n+ 1)-standard Hilbert function. Suppose that

H(T ∗/Ann(fhom,d2), d1) 6= r. (4.1.0.4)

It follows from Lemma 2.5.0.7 that Ann(f)hom is generated in degrees
at most d1. Then (4.1.0.4) and Lemma 2.5.0.9(iii) together imply that
H(T ∗/Ann(fhom,d2), d1) = r− 1 and Ann(fhom,d2) has no minimal generator
of degree greater than d1. Let J ⊆ Ann(fhom,d2) be a homogeneous ideal such
that T ∗/J has an (r − 1, n + 1)-standard Hilbert function. Then we have
Jd1 = Ann(fhom,d2)d1 since H(T ∗/Ann(fhom,d2), d1) = r − 1 = H(T ∗/J, d1).
Therefore, Jd ⊇ Ann(fhom,d2)d, for every d ≥ d1, by Lemma 4.1.0.1. This
gives a contradiction since H(T ∗/Ann(fhom,d2), t) = 0 for t� 0.
It follows from the Weak Border Cactus Apolarity Lemma 2.4.2.3 that
cr(fhom,d2) ≥ r and from (i) we have an equality.

(iii) Suppose that J ⊆ Ann(fhom,d2) is such that T ∗/J has an (r, n+ 1)-standard
Hilbert function. We will consider the following �ve cases:
(I) d2 ≥ d1;
(II) d2 = d1 − 1 and H(T ∗/Ann(fhom,d2), d1) = r;
(III) d2 = d1 − 1, H(T ∗/Ann(fhom,d2), d1) = r − 1 and H(T ∗/J, d1) = r − 1;
(IV) d2 = d1 − 1, H(T ∗/Ann(fhom,d2), d1) = r − 1, H(T ∗/J, d1) = r and

Jd1 = (Ann(f)hom)d1 ;
(V) d2 = d1 − 1, H(T ∗/Ann(fhom,d2), d1) = r − 1, H(T ∗/J, d1) = r and

Jd1 6= (Ann(f)hom)d1 .
We explain that these are the only possible cases. Suppose that d2 = d1 − 1
and

H(T ∗/Ann(fhom,d2), d1) 6= r.

Then
H(T ∗/Ann(fhom,d2), d1) = r − 1

by Lemma 2.5.0.9(iii). It su�ces to show that if H(T ∗/Ann(fhom,d2), d1) =
r− 1, then H(T ∗/J, d1) ∈ {r− 1, r}. This holds since T ∗/J has an (r, n+ 1)-
standard Hilbert function and J ⊆ Ann(fhom,d2).
We prove, that Jsat = Ann(f)hom in each case.
(I) By Lemma 2.5.0.13(ii) and Corollary 2.5.0.5

H(T ∗/Ann(fhom,d2), d2) = H(T ∗/Ann(f)hom, d2) = r.

In particular Jd2 = (Ann(f)hom)d2 . It follows from Lemma 2.5.0.7 that
Ann(f)hom is generated in degrees smaller or equal d1 ≤ d2. Together
with Lemma 4.1.0.1 it implies that Jd ⊇ (Ann(f)hom)d for d ≥ d2.
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Ideals J and Ann(f)hom have the same Hilbert polynomial. Hence, we
obtain Jsat = (Ann(f)hom)sat = Ann(f)hom. The last equality is true by
Lemma 2.5.0.3.

(II) We have Jd1 = Ann(fhom,d2)d1 = (Ann(f)hom)d1 . The ideal Ann(f)hom

is generated in degrees at most d1 by Lemma 2.5.0.7. Thus, from
Lemma 4.1.0.1, there is a containment Jd ⊇ (Ann(f)hom)d for d ≥ d1.
Hilbert polynomial of ideals J and Ann(f)hom are the same, therefore
Jsat = (Ann(f)hom)sat = Ann(f)hom. The last equality is true by
Lemma 2.5.0.3.

(III) We have Jd1 = Ann(fhom,d2)d1 and the ideal Ann(fhom,d2) is generated in
degrees at most d1 by Lemmas 2.5.0.9(iii) and 2.5.0.7. Thus, for d ≥ d1
there is a containment Jd ⊇ Ann(fhom,d2)d, by Lemma 4.1.0.1. This is a
contradiction, as Hilbert polynomial of T ∗/J is not zero.

(IV) Proof is as in case (II).
(V) The ideal J has a generator of the form αd10 +ρ where ρ ∈ T ∗d1 has degree

smaller than d1 with respect to α0 (again by Lemma 2.5.0.9(iii)). Since
codimAnn(fhom,d2 )d1

Jd1 = 1 we have

codim(Ann(fhom,d2 )c)d1
(J c)d1 ≤ 1.

Here, Kc denotes K ∩ S∗ for any ideal K ⊆ T ∗. We shall consider
I = Ann(Fd1) ⊆ S∗. There is a containment Id1 ⊆ (Ann(fhom,d2)c)d1 and
H(S∗/I, d1) = 1. Therefore,

H(S∗/J c, d1) ≤ H(S∗/Ann(fhom,d2)c, d1) + 1 ≤ H(S∗/I, d1) + 1 = 2.

Since d1 ≥ 2, from the Macaulay's bound ([BH98], Theorem 4.2.10)
follows that for d ≥ d1 there is inequality H(S∗/J c, d) ≤ 2. Hence

H(T ∗/J, d) ≤ H(S∗/J c, d) + . . .+H(S∗/J c, d− (d1 − 1)) ≤ 2d1 < r

for d ≥ 2d1−1. We used here Lemma 2.5.0.6. This gives a contradiction
since the Hilbert polynomial of T ∗/J is equal to r.

�

As an example of application of Theorem 4.1.0.3, we can calculate the cactus
rank and the border cactus rank of the polynomial x21x2x

2
0 + x2x

4
0.

Corollary 4.1.0.5. Let G := x21x2x
2
0 + x2x

4
0 ∈ C[x0, x1, x2], then

cr(G) = cr(G) = 6.

Proof. We have G = 2x21x2
x20
2!

+ 4!x2
x40
4!
, so G = fhom,d2 for f := 2x21x2 + 24x2,

d2 = 2. Notice, that d2 = d1− 1 and the leading form Fd1 is not a power of a linear
form. Thus, from Theorem 4.1.0.3 (i) and (ii), the cactus rank and border cactus
rank equal dimC S

∗/Ann(f). One can check, that Ann(f) = (α2
2, α

3
1), therefore we

obtain dimC C[α1, α2]/Ann(f) = 6. �
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The following examples show that the assumptions of Theorem 4.1.0.3 are in
general as sharp as possible.

Example 4.1.0.6. Let S := kdp[x1, x2], f := x
[2]
1 + x1x2 and assume d2 =

d1 − 2 = 0. Then r = 4 and Ann(fhom,0) = (α0, α
2
1 − α1α2, α

2
2). Consider the

ideal J := (α2
0, α0α1, α

2
1−α1α2). Then k[α0, α1, α2]/J has Hilbert function h3,3 and

J ⊂ Ann(fhom,0). Therefore, the assumption d2 ≥ d1 − 1 in Theorem 4.1.0.3 (ii)
cannot be weakened in general.

Example 4.1.0.7. As in Example 4.1.0.6, let S := kdp[x1, x2] and f := x
[2]
1 +x1x2.

Then r = 4 = 2d1. If d2 = 1, then Ann(fhom,1) = (α2
0, α

2
1 − α1α2, α

2
2). The ideal

J := (α2
0, α

2
1 − α1α2) is saturated and k[α0, α1, α2]/J has Hilbert function h4,3.

However, J does not contain α2
2 ∈ Ann(f)hom. Therefore, the assumption r > 2d1

in Theorem 4.1.0.3 (iii) cannot be skipped.

Example 4.1.0.8. Let S := kdp[x1, x2, x3] and f := x1x2x3. Then r = 8 > 6 = 2d1.
If d2 = d1 − 2 = 1, then Ann(fhom,1) = (α2

0, α
2
1, α

2
2, α

2
3). Consider the ideal

J := (α3
0, α

2
0α1, α

2
1, α

2
0α2, α

2
2, α

2
0α3). Then k[α0, α1, α2, α3]/J has Hilbert function

h8,4 and Jsat = (α2
0, α

2
1, α

2
2) 6= Ann(f)hom. Therefore, the assumption d2 ≥ d1 − 1

in Theorem 4.1.0.3 (iii) cannot be weakened in general.

4.2 14-th cactus variety of d-th Veronese

embedding of Pn

In this section we assume that d ≥ 5 and n ≥ 6 are integers. We show that
the cactus variety κ14(νd(Pn)) has 2 components one of which is the secant variety
σ14(νd(Pn)) and we describe the other one (see Theorem 4.0.0.2). Furthermore, for
n ≥ 6 and d ≥ 6 we present an algorithm (Theorem 4.0.0.4) for deciding whether
[G] ∈ κ14(νd(Pn)) is in σ14(νd(Pn)).

Since the methods of this section rely on the results of [Jel18] in which the
author works over the �eld of complex numbers, in this section we will assume
that the base �eld k is C. In that case, the graded dual ring Cdp[x0, x1, . . . , xn]
of a polynomial ring T ∗ = C[α0, α1, . . . , αn] is isomorphic to a polynomial ring
C[x0, x1, . . . , xn]. Thus, from now on we use notation T := C[x0, x1, . . . , xn].

Let HilbGorr (X), where X := An or Pn, denote the open subset of the
Hilbert scheme of r points on X consisting of Gorenstein subschemes, and
let HilbGor,smr (X) denote its smoothable component. For r ≤ 13, we have
HilbGorr (An) = HilbGor,smr (An) by [CJN15, Thm A]. In particular, HilbGorr (Pn) is
irreducible for such r. Therefore, in that case, κr(νd(Pn)) = σr(νd(Pn)). Indeed, we
have

κr(νd(Pn)) =
⋃
{〈νd(R)〉 | [R] ∈ HilbGorr (Pn)} (4.2.0.1)
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by [BB14, Prop. 2.2]. Therefore, irreducibility of HilbGorr (Pn) implies κr(νd(Pn)) =
σr(νd(Pn)). Note, that a description of the cactus variety, similar to the one given
by Equation (4.2.0.1), works over an arbitrary �eld (see [BJ17, Cor. 6.20]).

4.2.1 Characterization of the irreducible components

We will consider the polynomial ring T ∗ := C[α0, α1, . . . , αn], and its graded
dual T := C[x0, x1, . . . , xn], where n ≥ 6. Given f ∈ T , by Fj is denoted its
homogeneous part of degree j. Recall De�nitions 2.4.0.1 and 2.4.0.2.

Our goal is to characterize the closure of the set-theoretic di�erence between
the cactus variety κ14(νd(PT1)) and the secant variety σ14(νd(PT1)) for d ≥ 5 and
n ≥ 6. For d ≥ 5 and n = 6 this closure consists of points [G] ∈ PTd with G
divisible by (d − 3)-th power of a linear form. However, for n > 6 the situation is
more complicated.

For d ≥ 3 we will de�ne a subset η14(νd(Pn)) of the cactus variety κ14(νd(Pn)).
Later, in Theorem 4.0.0.2 it will be shown, that for d ≥ 5

κ14(νd(Pn)) = σ14(νd(Pn)) ∪ η14(νd(Pn))

is the decomposition into irreducible components.
Consider the following rational map ϕ, which assigns to a scheme R its

projective linear span 〈vd(R)〉

ϕ : HilbGor14 (Pn) Gr(14, Td).

Let U ⊆ HilbGor14 (Pn) be a dense open subset on which ϕ is regular.
Consider the projectivized universal bundle PS over Gr(14, Td), given as a set

by
PS = {([P ], [p]) ∈ Gr(14, Td)× P(Td) | p ∈ P},

together with the inclusion i : PS ↪→ Gr(14, Td)× P(Td). We pull the commutative
diagram

PS Gr(14, Td)× P(Td)

Gr(14, Td)

i

π

pr1

back along ϕ to U , getting the commutative diagram

ϕ∗(PS) U × P(Td)

U .

ϕ∗i

ϕ∗π

pr1
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Let Y be the closure of ϕ∗(PS) inside HilbGor14 (Pn)×P(Td). The scheme Y has two
irreducible components, Y1 and Y2, corresponding to two irreducible components of
HilbGor14 (Pn), the schemesHilbGor,sm14 (Pn) andH1661, respectively. For the description
of irreducible components of HilbGor14 (Pn) see [CJN15].

Then

σ14(νd(Pn)) = pr2(Y1), and we de�ne

η14(νd(Pn)) = pr2(Y2).

In Proposition 4.2.1.2 we bound from above the dimension of the irreducible
subset η14(νd(Pn)) by 14n+ 5. Later, we prove Theorem 4.0.0.2, which identi�es a
(14n+5)-dimensional subset of κ14(νd(Pn))\σ14(νd(Pn)). It will allow us to conclude
that the closure of this subset is η14(νd(Pn)).

Lemma 4.2.1.1 ([GMR20, Lem. 5.4]). For n ≥ 6 the component H1661 has
dimension 14n − 8. Let [R] ∈ H1661 ⊆ HilbGor14 (Pn). If [R] is a non-smoothable
subscheme, then the dimension of the tangent space dimC T[R]HilbGor14 (Pn) equals
14n−8. If [R] is a smoothable subscheme, then dimC T[R]HilbGor14 (Pn) is larger than
14n− 8.

Proof. For m ≥ 6 we use the notation Hm
1661 for the non-smoothable component of

HilbGor14 (Pm). By [BJJM19, Prop. A.4] we have dimHn
1661 = 14n+ dimH6

1661 − 84.
Thus dimHn

1661 = 14n− 8, since dimH6
1661 = 76, see [Jel18, Thm 1.1].

Let R′ ⊆ P6 be a subscheme abstractly isomorphic with R. It follows from
[CN09, Lem. 2.3] that

dimC T[R]HilbGor14 (Pn) = 14n+ T[R′]HilbGor14 (P6)− 84.

From [BJ17, Thm 1.1] R′ is non-smoothable, hence dimT[R′]HilbGor14 (P6) = 76 by
[Jel18, Claim 3].

By [CJN15], the scheme HilbGor14 (An) has two irreducible components
HilbGor,sm14 (An) and H1661. In the case when [R] ∈ H1661 ⊆ HilbGor14 (Pn) is a
smoothable subscheme, [R] is a singular point, since it lies on the intersection
of two components of HilbGor14 (Pn). Thus the dimension of the tangent space
dimC T[R]HilbGor14 (Pn) has to be larger than dimH1661 = 14n− 8. �

Proposition 4.2.1.2 ([GMR20, Prop. 5.5]). Dimension of η14(νd(Pn)) is less or
equal 14n+ 5.

Proof. We have the following commutative diagram

P(Td) ⊇ σ ∪ η Y1 ∪ Y2 PS

HilbGor14 (Pn) HilbGor,sm14 (Pn) ∪H1661 Gr(14, Td)

χ
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where σ and η denote σ14(νd(Pn)) and η14(νd(Pn)) respectively, and χ : Y1 ∪ Y2 →
HilbGor14 (Pn) is the projection. Then dim η14(νd(Pn)) ≤ dim(Y2) = m + 13, where
m := dimH1661 and 13 is the dimension of the general �ber of the map χ|Y2 :
Y2 → H1661. It follows from Lemma 4.2.1.1, that m = 14n − 8 and therefore
dim η14(νd(Pn)) ≤ 14n+ 5. �

In the rest of the section we use the notation fHd introduced in De�nition 4.0.0.1.

Proposition 4.2.1.3 ([GMR20, Prop. 5.6]). Let T be de�ned as at the beginning of
this subsection and let (y0, y1, . . . , yn) be a C-basis of T1. Assume that G := yd−30 P
for some natural number d ≥ 5 and P ∈ T3. De�ne f := P |y0=1 = F3+F2+F1+F0 ∈
R := C[y1, . . . , yn]. If f satis�es the following conditions:
(a) Apolar(fHd) has Hilbert function (1, 6, 6, 1),
(b) [Spec Apolar(fHd)] /∈ HilbGor,sm14 (An),

then [G] ∈ η14(νd(Pn)) \ σ14(νd(Pn)).

Proof. By Condition (a) we have dimC(R∗/Ann(fHd)) = 14. Therefore, from
Theorem 4.1.0.3 (i)

cr(G) = cr (
3∑
i=0

y
[d−i]
0 FHdi ) ≤ 14.

From the Border Apolarity Lemma 2.4.1.5, if [G] ∈ σ14(νd(Pn)), then there exists
J ⊆ Ann(G) with [J ] ∈ Slip14,PT1 ⊆ Hilb

h14,n+1

T ∗ . Thus [Proj(T ∗/Jsat)] ∈ Hilbsm14 (Pn).
The Hilbert function of R∗/Ann(FHd3 ) is (1, 6, 6, 1) by [CJN15, Thm 2.3 and the
following remarks]. In particular, FHd3 is not a power of a linear form. It follows
from Theorem 4.1.0.3 (iii) that Jsat = Ann(fHd)hom, so

[Spec(R∗/Ann(fHd))] ∈ HilbGor,sm14 (An).

This contradicts Condition (b). �

Finally we present the proof of the characterization of points of the second
irreducible component of the cactus variety.

Proof of Theorems 1.3.1.1 and 4.0.0.2. First we prove Theorem 4.0.0.2. We start
with showing, that the closure of the set of points from the statement is contained
in η14(νd(Pn)). We de�ne

D := {(y0, P ) ∈ T1 × T3 | there exists a completion of y0 to a basis (y0, y1, . . . , yn)

of T1 such that Apolar((P |y0=1)
Hd) has Hilbert function

(1, 6, 6, 1) and [Spec Apolar((P |y0=1)
Hd)] /∈ HilbGor,sm14 (An)}.

We claim, that the set C is irreducible and D is dense in C, and that dimD =
dim C = 14n + 7. In order to prove the claim, let us consider the morphism
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ϕ : GL(T1) × T3 → T3, which is given by a change of basis. Then we have a
product morphism

τ : GL(T1)× T3 → T1 × T3, de�ned by (a, P ) 7→ (a(x0), ϕ(a, P )).

Recall the sets A, and B from Lemma 2.6.0.5. Let A′ := {fHd ∈ S≤3\{0} | [f ] ∈ A}
and B′ := {fHd ∈ S≤3\{0} | [f ] ∈ B}. We identify S≤3 with T3. There are equalities
τ(GL(T1)×A′) = C and τ(GL(T1)×B′) = D. It follows from Lemma 2.6.0.5, that C
is irreducible, D is dense in C, and dimD = dim C = 14n+7. The equality dim C =
(n+1)+(13n+6) comes from the fact that dim(GL(T1)×A′) = (n+1)2 +13n+6
and the �ber over a general point of τ |GL(T1)×A′ is isomorphic to the n × (n + 1)
matrix of full rank and has a dimension n(n + 1). Therefore, it is enough to show
that if (y0, P ) ∈ D and G = yd−30 P , then [G] ∈ η14(νd(Pn)). This follows from
Proposition 4.2.1.3.

Now we prove, that in fact ψ(q(C)) = η14(νd(Pn)). It follows from
Proposition 4.2.1.2, that for every d ≥ 5 we have

dim(η14(νd(Pn))) ≤ 14n+ 5 ≤ dim(q(C)) = dim(q(C)) = dimψ(q(C)).

The last equality follows from [Vak17, Thm 11.4.1], since the �bers of ψ are �nite.
Hence ψ(q(C)) = η14(νd(Pn)).

Now we prove Theorem 1.3.1.1. Assume that n = 6. Then the closure of q(C)
in PT1 × PT3 has the maximal dimension 14 · 6 + 5 = 89. Thus q(C) = PT1 × PT3.
It follows that η14(νd(P6)) = ψ(q(C)) = ψ(PT1 × PT3). �

Proposition 4.2.1.4 ([GMR20, Prop. 5.7.]). Let d ≥ 4 be an integer, y0 ∈ T1,
Q ∈ T2. De�ne G := yd−20 Q ∈ Td. If [G] ∈ κr(νd(Pn)) for a positive integer r, then
[G] ∈ σr(νd(Pn)).

Proof. Complete y0 to a basis (y0, y1, . . . , yn) of T1. Let S := C[y1, ..., yn] and
q := Q2 + Q1 + Q0 ∈ S be such that G = Q2y

[d−2]
0 + Q1y

[d−1]
0 + Q0y

[d]
0 . By

Theorem 4.1.0.3(ii) we have dimC S
∗/Ann(q) = s for some s ≤ r. Therefore,

[ProjT ∗/Ann(q)hom] ∈ Hilbs(Pn).

By [CEVV09, Prop. 4.9] this subscheme is smoothable. Hence, it follows from
Lemma 2.5.0.15, that [G] ∈ σr(νd(Pn)). �

The following lemma provides a description of the set-theoretic di�erence of
the cactus variety and the secant variety. We need it to give a clear proof of
Theorem 4.0.0.4.

Lemma 4.2.1.5 ([GMR20, Lem. 5.8.]). Let d ≥ 6, n ≥ 6. The point [G] ∈
κ14(νd(Pn)) does not belong to σ14(νd(Pn)) if and only if there exists a linear form
y0 ∈ T1, and P ∈ T3 such that G = yd−30 P and for any completion of y0 to a basis
(y0, . . . , yn) of T1 we have:
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(a) Apolar((P |y0=1)
Hd) has Hilbert function (1, 6, 6, 1),

(b) [Spec Apolar((P |y0=1)
Hd)] /∈ HilbGor,sm14 (An).

Proof. If y0 ∈ T1 and P ∈ T3 are such that G = yd−30 P , and there exists a
completion of y0 to a basis (y0, . . . , yn) of T1, for which Conditions (a),(b) hold, we
get

[G] /∈ σ14(νd(Pn))

by Proposition 4.2.1.3.
Assume that [G] /∈ σ14(νd(Pn)). Then by Theorem 4.0.0.2 there exists a linear

form y0 ∈ T1 such that yd−30 |G. Using Proposition 4.2.1.4 we conclude that G is
not divisible by yd−20 . Hence G = yd−30 P for some P ∈ T3. Extend y0 to a basis
(y0, y1, . . . , yn). Let f := P |y0=1. Suppose f = F3 + F2 + F1 + F0.

Now we prove that Conditions (a), (b) hold. Recall, that fHd = FHd3 + FHd2 +
FHd1 + FHd0 ∈ C[y1, . . . , yn] where FHdi := (d− i)!Fi. We have

G =
3∑
i=0

y
[d−i]
0 FHdi .

By Lemma 2.5.0.9 (i)
Ann(fHd)hom ⊆ Ann(G).

If dimC(Apolar(fHd)) ≤ 13, then cr(G) ≤ 13 by the Cactus Apolarity
Lemma 2.4.2.2, since Ann(fHd)hom is saturated by Lemma 2.5.0.3. Therefore,
[G] ∈ κ13(νd(Pn)) = σ13(νd(Pn)) ⊆ σ14(νd(Pn)), a contradiction.

One obtains from Theorem 4.1.0.3(ii) that dimC(Apolar(fHd)) ≤ 14. We
proved, that dimC(Apolar(fHd)) = 14. Since we assume that [G] 6∈ σ14(νd(Pn)),
it follows from Lemma 2.5.0.15, that Spec Apolar(fHd) is not smoothable. This
implies Condition (b) holds. By [CJN15, Thm 2.3] and [CJN15, Prop. 6.11] the
algebra Apolar(fHd) has Hilbert function (1, 6, 6, 1). Thus, we proved Condition
(a) holds. �

Steps 2�5 of the algorithm from Theorem 4.0.0.4 verify if G satis�es necessary
conditions to be of the form given by Lemma 4.2.1.5.

Proof of Theorem 4.0.0.4. Assume that [G] /∈ σ14(νd(Pn)). Then there exist a basis
(y0, . . . , yn) of T1 and P ∈ T3 as in Lemma 4.2.1.5. Let f := P |y0=1 and recall, that
fHd = FHd3 + FHd2 + FHd1 + FHd0 ∈ C[y1, . . . , yn] where FHdi := (d− i)!Fi. Therefore,
G = y

[d−3]
0 FHd3 + y

[d−2]
0 FHd2 + y

[d−1]
0 FHd1 + y

[d]
0 F

Hd
0 . It follows from Lemma 2.5.0.9(ii)

that Ann(G)≤d−3 = (Ann(fHd)hom)≤d−3. Moreover, by Lemma 2.5.0.7,

((Ann(fHd)hom)≤d−3) = Ann(fHd)hom (4.2.1.6)

(The assumptions of the lemma are satis�ed since Apolar(FHd3 ) and Apolar(fHd)
have the same Hilbert function by [CJN15, Thm 2.3 and the following remarks].)
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Therefore, a =
√

(Ann(G)≤d−3) =
√

Ann(fHd)hom = (β1, . . . , βn), where
β1, . . . , βn ∈ T ∗1 are dual to y1, . . . , yn ∈ T1. This shows that if the C-linear space(√

(Ann(G)≤d−3)
)
1
is not n-dimensional then [G] ∈ σ14(νd(Pn)). Therefore, in that

case, algorithm stops correctly at Step 2.
Assume that the algorithm did not stop at Step 2. Then if G is of the form as in

Lemma 4.2.1.5, then y0 divides G exactly (d−3)-times. Otherwise [G] ∈ σ14(νd(Pn))
and the algorithm stops correctly at Step 3.

Assume that the algorithm did not stop at Step 3. Then the algorithm does not
stop at Step 4 if and only if Condition (a) of Lemma 4.2.1.5 is ful�lled. Therefore,
if the Hilbert function of R∗/Ann(fHd) is not equal to (1, 6, 6, 1), the algorithm
stops correctly at Step 4.

Assume that the algorithm did not stop at Step 4. Then P satis�es Condition
(a) from Lemma 4.2.1.5. Hence [G] is in σ14(νd(Pn)) if and only if P does not satisfy
Condition (b). Using Lemma 4.2.1.1, this is equivalent to

dimC HomR∗(I, R
∗/I) > 14n− 8.

The left term is the dimension of the tangent space to the Hilbert scheme
HilbGor14 (An) at the point [SpecR∗/I] (see [Har09, Prop. 2.3] or [MS05, Thm
18.29]). �

Remark 4.2.1.7. The algorithm is stated for d ≥ 6 even though it is based on
Theorem 4.0.0.2 which works for d ≥ 5. The reason for this is a necessity of the
bound d ≥ 6 to obtain Equation (4.2.1.6) and for Lemma 4.2.1.5 to work. We do
not know a counterexample for the algorithm in case d = 5.

Equations de�ning the cactus variety κ14(ν6(Pn)) for n ≥ 6 are unknown and
there is no example of an explicit equation of the secant variety σ14(ν6(Pn)) which
does not vanish on the cactus variety. We present some known results about 14-th
secant and cactus varieties of Veronese embeddings of P6.

Remark 4.2.1.8. Let V be a 7-dimensional complex vector space. The catalecticant
minors de�ne a subscheme of P(Sym6 V ) one of whose irreducible components is
the secant variety σ14(ν6(PV )) (see [IK99, Thm 4.10A]). Moreover, these equations
are known to vanish on the cactus variety κ14(ν6(PV )) (see [BB14, Prop. 3.6],
or [Gaª17]). Example 4.2.1.9 shows that the catalecticant minors do not de�ne
κ14(ν6(PV )) set-theoretically. However, if we consider the d-th Veronese for d ≥ 28,
then the catalecticant minors are enough to de�ne κ14(νd(PV )) set-theoretically, see
[BB14, Thm 1.5]. The article [LO13] gives an extensive list of results on equations
of secant varieties but in the case of σ14(ν6(PV )) it does not improve the result in
[IK99].

Example 4.2.1.9. Let F := x60 + x21x
2
2x

2
3 + x34x

2
5x6 ∈ T := C[x0, . . . , x6]. Then

Hilbert function of T ∗/Ann(F ) is (1, 7, 12, 14, 12, 7, 1) but there is only one minimal
homogeneous generator of Ann(F ) in degree 4. Therefore, there is no homogeneous
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ideal J in T ∗ such that T ∗/J has an (14, 7)-standard Hilbert function and J is
contained in Ann(F ). Thus, cr(F ) > 14 by the Weak Border Cactus Apolarity
Lemma 2.4.2.3, even though the Hilbert function of T ∗/Ann(F ) is bounded by 14.

4.3 (8,3)-th Grassmann cactus variety of Veronese

embeddings of Pn

In this section we show that the Grassmann cactus variety κ8,3(νd(Pn)) has 2
components for d ≥ 5 and n ≥ 4 one of which is the Grassmann secant variety
σ8,3(νd(Pn)) and the other one is described in Theorem 4.0.0.3. Furthermore, we
present an algorithm (Theorem 4.3.1.5) for deciding whether [V ] ∈ κ8,3(νd(Pn)) is
in σ8,3(νd(Pn)). As in the previous section, we will assume that k = C because of
technical reasons.

The following remark explains brie�y why we focus on studying κ8,3(νd(Pn)) for
n ≥ 4.

Remark 4.3.0.1. By [CEVV09], we know that σr,k(νd(Pn)) = κr,k(νd(Pn)) for
r ≤ 7, and any k, n, d, and that σ8,k(νd(Pn)) = κ8,k(νd(Pn)) for n ≤ 3, and
any k, d. In addition, we claim that σ8,2(νd(Pn)) = κ8,2(νd(Pn)) for any n. We
sketch the proof. All local algebras of length at most 8 and socle dimension at
most 2 are smoothable, see [CEVV09, Thm 1.1]. Hence the claim follows from the
fact, that κr,k(νd(Pn)) is the closure of the following set {R ↪→ Pn | lengthR ≤
r and H0(R,OR) is a product of local algebras of socle dimension at most k} (a
generalization of [BB14, Prop. 2.2]). The detailed proof of this fact is outside the
main interests of this thesis, hence we skip it.

4.3.1 Characterization of irreducible components

We will consider the polynomial ring T ∗ := C[α0, α1, . . . , αn], and its graded
dual T := C[x0, x1, . . . , xn], where n ≥ 4. Recall De�nitions 2.4.0.1, 2.4.0.2, 2.5.0.1.
We say that p ∈ T divides V ⊆ T or V is divisible by p and write p|V if there exist
U ⊆ T and a positive number d such that pdU := {pdq | q ∈ U} = V .

Our goal is to characterize for d ≥ 5 and n ≥ 4 the closure of the set-
theoretic di�erence between the cactus variety κ8,3(νd(PT1)) and the secant variety
σ8,3(νd(PT1)). For n = 4 and d ≥ 5 this closure consists of points [V ] ∈ Gr(3, Td)
with V divisible by (d − 2)-th power of a linear form. However for n > 4 the
situation is more complicated.

We start with showing, that points of Gr(3, Td) corresponding to subspaces
divisible by (d− 1)-th power of a linear form are in the Grassmann secant variety
σ8,3(νd(PT1)).
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Proposition 4.3.1.1 ([GMR20, Prop. 6.4.]). Let d ≥ 2 and n ≥ 4 be integers,
y0 ∈ T1 and [U ] ∈ Gr(3, T1). De�ne V := yd−10 U ∈ Gr(3, Td). Then cr(V ) ≤ 4, so
[V ] ∈ κ4,3(νd(PT1)) = σ4,3(νd(PT1)) ⊆ σ8,3(νd(PT1)).

Proof. Up to a linear change of variables, V is of one of the following forms
(i) V = 〈xd−10 x1, x

d−1
0 x2, x

d−1
0 x3〉 or

(ii) V = 〈xd0, xd−10 x1, x
d−1
0 x2〉.

Then V = W hom,d2 for d2 = d− 1, where W is correspondingly
(i) W = 〈x1, x2, x3〉 or
(ii) W = 〈1, x1, x2〉.

In either case, dimC S
∗/Ann(W ) ≤ 4, so cr(V ) = cr(W hom,d2) ≤ 4 by

Theorem 4.1.0.2(i). �

For d ≥ 2 we will de�ne a subset η8,3(νd(Pn)) of the Grassmann cactus variety
κ8,3(νd(Pn)). Later, in Theorem 4.0.0.3, it will be shown, that for d ≥ 5

κ8,3(νd(Pn)) = σ8,3(νd(Pn)) ∪ η8,3(νd(Pn))

is the decomposition into irreducible components.
Consider the following rational map ϕ, which assigns to a scheme R its

projective linear span 〈vd(R)〉

ϕ : Hilb8(Pn) Gr(8, Td).

Let U ⊆ Hilb8(Pn) be a dense open subset on which ϕ is regular. Consider the
projectivized incidence bundle PS over the Grassmannian Gr(8, Td), given as a set
by

PS = {([V1], [V2]) ∈ Gr(8, Td)×Gr(3, Td) | V2 ⊆ V1},

together with the inclusion i : PS ↪→ Gr(8, Td)×Gr(3, Td). We pull the commutative
diagram

PS Gr(8, Td)×Gr(3, Td)

Gr(8, Td)

i

π

pr1

back along ϕ to U , getting the commutative diagram

ϕ∗(PS) U ×Gr(3, Td)

U .

ϕ∗i

ϕ∗π

pr1

Let Y be the closure of ϕ∗(PS) inside Hilb8(Pn)×Gr(3, Td). The scheme Y has two
irreducible components, Y1 and Y2, corresponding to two irreducible components
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of Hilb8(Pn), the schemes Hilbsm8 (Pn) and H143, respectively, see [CEVV09, Thm
1.1]. Then for d ≥ 2

σ8,3(νd(Pn)) = pr2(Y1), and we de�ne

η8,3(νd(Pn)) = pr2(Y2).

In the following proposition we bound from above the dimension of the
irreducible subset η8,3(νd(Pn)) by 8n + 8. Later, in Theorem 4.0.0.3, a (8n + 8)-
dimensional subset of κ8,3(νd(Pn))\σ8,3(νd(Pn)) is identi�ed. We will conclude that
the closure of this subset is η8,3(νd(Pn)).

Proposition 4.3.1.2 ([GMR20, Prop. 6.5.]). Dimension of η8,3(νd(Pn)) is less or
equal 8n+ 8.

Proof. We have the following commutative diagram

Gr(3, Td) ⊇ σ ∪ η Y1 ∪ Y2 PS

Hilb8(Pn) Hilbsm8 (Pn) ∪H143 Gr(8, Td),

χ

where σ and η denote σ8,3(νd(Pn)) and η8,3(νd(Pn)) respectively, and χ : Y1 ∪ Y2 →
Hilb8(Pn) is the projection. Then dim η8,3(νd(Pn)) ≤ dim(Y2) = m + 15, where
m := dimH143 and 15 is the dimension of the general �ber of the map χ|Y2 :
Y2 → H143. It follows from [CEVV09, Thm 1.1], that m = 8n − 7 and therefore
dim η8,3(νd(Pn)) ≤ 8n+ 8. �

In the rest of the section we use the notationWHd from De�nition 4.0.0.1. Note,
that it depends on d, which is the degree of polynomials in V .

In the following proposition we identify many points from the Grassmann cactus
variety which are outside of the Grassmann secant variety. In fact, the closure of
the set of these points is the second irreducible component of the Grassmann cactus
variety. This will be established in Theorem 4.0.0.3.

Proposition 4.3.1.3 ([GMR20, Prop. 6.6.]). Let T be de�ned as at the beginning of
this subsection and let (y0, y1, . . . , yn) be a C-basis of T1. Assume that V = yd−20 U
for some natural number d ≥ 5 and [U ] ∈ Gr(3, T2). De�ne [W ] := [U |y0=1] ∈
Gr(3, R≤2) where R := C[y1, . . . , yn]. If W satis�es the following conditions:
(a) Apolar(WHd) has Hilbert function (1, 4, 3),
(b) [Spec Apolar(WHd)] /∈ Hilbsm8 (An),

then [V ] ∈ η8,3(νd(Pn)) \ σ8,3(νd(Pn)).

Proof. By Condition (a) we have dimC(R∗/Ann(WHd)) = 8. Therefore, from
Theorem 4.1.0.3 (i)

cr(V ) = cr((WHd)hom,d−2) ≤ 8.
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From the Border Apolarity Lemma 2.4.1.5, if [V ] ∈ σ8,3(νd(Pn)), then there exists
J ⊆ Ann(V ) with [J ] ∈ Slip8,PT1 ⊆ Hilb

h8,n+1

T ∗ . Thus [Proj(T ∗/Jsat)] ∈ Hilbsm8 (Pn).
It follows from Theorem 4.1.0.2 (iii) that Jsat = Ann(WHd)hom, so

[Spec(R∗/Ann(WHd))] ∈ Hilbsm8 (An).

This contradicts Condition (b). �

Finally we present the proof of the characterization of points of the second
irreducible component of the Grassmann cactus variety.

Proof of Theorems 1.3.1.3 and 4.0.0.3. First we prove Theorem 4.0.0.3. Let us
start with showing, that the closure of the set of points from the statement is
contained in η8,3(νd(Pn)). We de�ne

D := {(y0, [U ]) ∈ T1 ×Gr(3, T2)| there exists a completion of y0 to a basis

(y0, y1, . . . , yn) of T1 such that Apolar((U |y0=1)
Hd)

has Hilbert function (1, 4, 3) and

[Spec Apolar((U |y0=1)
Hd)] /∈ Hilbsm8 (An)}.

We claim, that the set C is irreducible, D is dense in C, and that dimD = dim C =
8n + 9. Consider the morphism ϕ : GL(T1) × Gr(3, T2) → Gr(3, T2), given by a
change of basis. We have a product morphism

τ : GL(T1)×Gr(3, T2)→ T1 ×Gr(3, T2), de�ned by (a, [U ]) 7→ (a(x0), ϕ(a, [U ])).

Recall the setsA,B from Lemma 2.7.0.2. LetA′ := {[WHd] ∈ Gr(3, S≤2) | [W ] ∈ A}
and B′ := {[WHd] ∈ Gr(3, S≤2) | [W ] ∈ B}. We identify S≤2 with T2. There
are equalities τ(GL(T1) × A′) = C and τ(GL(T1) × B′) = D. It follows from
Lemma 2.7.0.2, that C is irreducible, D is dense in C, and that dimD = dim C =
8n + 9. The equality dim C = (n + 1) + (7n + 8) comes from the fact that
dim(GL(T1) × A′) = (n + 1)2 + 7n + 8 and the �ber of τ |GL(T1)×A′ over a general
point is isomorphic to the n × (n + 1) matrix of full rank and has a dimension
n(n+ 1). Therefore, it is enough to show that if (y0, [U ]) ∈ D and V = yd−20 U , then
[V ] ∈ η8,3(νd(Pn)). This follows from Proposition 4.3.1.3.

Now, we prove that in fact, ψ(q × IdGr(3,T2)(C)) = η8,3(νd(Pn)). It follows from
Proposition 4.3.1.2, that for every d ≥ 5 one has

dim(η8,3(νd(Pn))) ≤ 8n+ 8 ≤ dim(q × IdGr(3,T2)(C)) = dim(q × IdGr(3,T2)(C))
= dimψ(q × IdGr(3,T2)(C)).

The last equality follows from [Vak17, Thm 11.4.1], since the �bers of ψ are �nite.
Hence ψ(q × IdGr(3,T2)(C)) = η8,3(νd(Pn)).
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Now we prove Theorem 1.3.1.3. Assume that n = 4. Then the closure of
q × IdGr(3,T2)(C) in PT1 × Gr(3, T2) has the maximal dimension 8 · 4 + 8 =

40. Thus q × IdGr(3,T2)(C) = PT1 × Gr(3, T2). It follows that η8,3(νd(P4)) =

ψ(q × IdGr(3,T2)(C)) = ψ(PT1 ×Gr(3, T2). �

In order to perform the last step of the algorithm in Theorem 4.3.1.5 we need to
know the dimension of the tangent space to H143 in a generic point. The following
Lemma 4.3.1.4 will also be used later to prove Proposition 4.3.1.7, that is the
analogue of the slice technique (Lemma 2.1.4.1) for border cactus rank does not
hold.

Lemma 4.3.1.4 ([GMR20, Lem. 6.7.]). Let n ≥ 4 and [R] ∈ H143 ⊆
Hilb8(Pn). If [R] is a non-smoothable subscheme, then the dimension of the tangent
space dimC T[R]Hilb8(Pn) equals 8n − 7. If [R] is a smoothable subscheme, then
dimC T[R]Hilb8(Pn) is larger than 8n− 7.

Proof. Let R′ ⊆ P4 be a subscheme abstractly isomorphic to R. We have from
[CN09, Lem. 2.3] that

dimC T[R]Hilb8(Pn) = 8n+ T[R′]Hilb8(P4)− 32.

From [BJ17, Thm 1.1] R′ is non-smoothable, hence dimT[R′]Hilb8(P4) = 25 by
[CEVV09, Thm 1.3 and the comment above].

By [CEVV09, Thm 1.1], the schemeHilb8(Pn) has two irreducible components
Hilbsm8 (Pn) and H143. In the case when [R] ∈ H143 ⊆ Hilb8(Pn) is a smoothable
subscheme, [R] is a singular point, since it lies on the intersection of two components
of Hilb8(Pn). Thus the dimension of the tangent space dimC T[R]Hilb8(Pn) has to
be larger than dimH143 = 8n− 7. �

Using the description of the irreducible component η from Theorem 4.0.0.3, we
are able to determine algorithmically if a given point from the Grassmmann cactus
variety is in the Grassmann secant variety.

Theorem 4.3.1.5 ([GMR20, Thm 6.8.]). Let n be at least 4 and T := C[x0, . . . , xn]
be a polynomial ring. Given an integer d ≥ 5 and [V ] ∈ κ8,3(νd(PT1)) ⊆ Gr(3, Td)
the following algorithm checks if [V ] ∈ σ8,3(νd(PT1)).
Step 1 Compute the ideal a :=

√
((AnnV )≤d−2) ⊆ T ∗ = C[α0, . . . , αn].

Step 2 If a1 is not n-dimensional, then [V ] ∈ σ8,3(νd(PT1)) and the algorithm
terminates. Otherwise compute {K ∈ T1 | a1yK = 0}. Let y0 be a generator
of this one dimensional C-vector space.

Step 3 Let e be the maximal integer such that ye0 divides V . If e 6= d − 2,
then [V ] ∈ σ8,3(νd(PT1)) and the algorithm terminates. Otherwise let
V := yd−20 U , pick a basis (y0, y1, . . . , yn) of T1 and compute W := U |y0=1 ⊆
R := C[y1, . . . , yn].
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Step 4 Let I = Ann(WHd) ⊆ R∗. If the Hilbert function of R∗/I is not (1, 4, 3),
then [V ] ∈ σ8,3(νd(PT1)), and the algorithm terminates.

Step 5 Compute r := dimC HomR∗(I, R
∗/I). Then [V ] ∈ σ8,3(νd(PT1)) if and only

if r > 8n− 7.

The following lemma provides a description of the set-theoretic di�erence of the
Grassmann cactus variety and the Grassmann secant variety. We need it to give a
clear proof of Theorem 4.3.1.5.

Lemma 4.3.1.6 ([GMR20, Lem. 6.9.]). Let d ≥ 5, n ≥ 4. The point [V ] ∈
κ8,3(νd(Pn)) does not belong to σ8,3(νd(Pn)) if and only if there exists a linear form
y0 ∈ T1, and U ∈ Gr(3, T2) such that V = yd−20 U and for any completion of y0 to a
basis (y0, . . . , yn) of T1 (with dual basis equal to (β0, . . . , βn)) we have:
(a) Apolar((U |y0=1)

Hd) has Hilbert function (1, 4, 3),
(b) [Spec Apolar((U |y0=1)

Hd)] /∈ Hilbsm8 (An).

Proof. If y0 ∈ T1 and U ∈ Gr(3, T2) are such that V = yd−20 U , and there exists a
completion of y0 to a basis (y0, . . . , yn) of T1, for which Conditions (a),(b) hold, we
get

[V ] /∈ σ8,3(νd(Pn))

by Proposition 4.3.1.3.
Assume that [V ] /∈ σ8,3(νd(Pn)). Then by Theorem 4.0.0.3 there exists a linear

form y0 ∈ T1 such that yd−20 |V . Using Proposition 4.3.1.1 we conclude that V is not
divisible by yd−10 . Hence it shows that V = yd−20 U for some U ∈ Gr(3, T2). Extend
y0 to a basis (y0, y1, . . . , yn). Let W := U |y0=1.

Now we prove Conditions (a), (b) hold. There is equality

V = (WHd)hom,d−2.

By Lemma 2.5.0.13 (i)
Ann(WHd)hom ⊆ Ann(V ).

If dimC(Apolar(WHd)) ≤ 7, then cr(V ) ≤ 7 by the Cactus Apolarity Lemma 2.4.2.2,
since Ann(WHd)hom is saturated by Lemma 2.5.0.3. Therefore, [V ] ∈ κ7,3(νd(Pn)) =
σ7,3(νd(Pn)) ⊆ σ8,3(νd(Pn)), a contradiction.

We obtain from Theorem 4.1.0.2(ii) that dimC(Apolar(WHd)) ≤ 8. We proved,
that dimC(Apolar(WHd)) = 8. Because of the assumption, that [V ] /∈ σ8,3(νd(Pn)),
it follows from Lemma 2.5.0.15, that Spec(Apolar(WHd)) is not smoothable. This
implies Condition (b) holds. From [CEVV09, Thm 4.20], the algebra Apolar(WHd)
has Hilbert function (1, 4, 3). We proved Condition (a) holds. �

Steps 2�5 of the algorithm verify if V satis�es necessary conditions to be of the
form given by Lemma 4.3.1.6.
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Proof of Theorem 4.3.1.5. Assume that [V ] /∈ σ8,3(νd(Pn)). Then there exist a basis
(y0, . . . , yn) of T1 and U ⊆ C[y0, . . . , yn] as in Lemma 4.3.1.6. Let W := U |y0=1 ⊆
C[y1, y2, ..., yn]. Recall, that

WHd := {(d− 2)!F2 + (d− 1)!F1 + d!F0, where F2 + F1 + F0 ∈ W,
and Fi ∈ C[y1, y2, . . . , yn]i}.

Then, in the notation from De�nition 2.5.0.1, we get

V = (WHd)hom,d−2.

By Lemma 2.5.0.13(ii), we have Ann(V )≤d−2 = (Ann(WHd)hom)≤d−2. Moreover,
since WHd ⊆ C[y1, . . . , yn]≤2, and d ≥ 5, we obtain ((Ann(WHd)hom)≤d−2) =
Ann(WHd)hom. Therefore, there is a sequence of equalities

a =
√

(Ann(V )≤d−2) =
√

Ann(WHd)hom = (β1, . . . , βn),

where β1, . . . , βn ∈ T ∗1 are dual to y1, . . . , yn ∈ T1. This shows that if the C-linear
space

(√
(Ann(V )≤d−2)

)
1
is not n-dimensional, then [V ] ∈ σ8,3(νd(Pn)). Therefore,

in that case, the algorithm stops correctly at Step 2.
Assume that the algorithm did not stop at Step 2. Then, if V is of the form as in

Lemma 4.3.1.6, then y0 divides V exactly (d−2)-times. Otherwise [V ] ∈ σ8,3(νd(Pn))
and the algorithm stops correctly at Step 3.

Assume that the algorithm did not stop at Step 3. Then the Hilbert function of
R∗/I computed in Step 4 is (1, 4, 3) if and only if Condition (a) of Lemma 4.3.1.6
is ful�lled. Therefore, if it is not (1, 4, 3), the algorithm stops correctly at Step 4.

Assume that the algorithm did not stop at Step 4. Then V satis�es Condition
(a) from Lemma 4.3.1.6. Hence, [V ] is in σ8,3(νd(Pn)) if and only if V does not
satisfy Condition (b). Using Lemma 4.3.1.4, this is equivalent to

dimC HomR∗(I, R
∗/I) > 8n− 7.

The left term is the dimension of the tangent space to the Hilbert schemeHilb8(An)
at the point [SpecR∗/I] (see [Har09, Prop. 2.3.] or [MS05, Thm 18.29]). �

As it was announced earlier, the analogue of the slice technique (2.1.4.1) for the
border cactus rank does not hold. We give an example of the tensor p such that its
border cactus rank di�er from the border cactus rank of a space spanned by slices
p((C3)∗). Recall the Segre-Veronese variety from Remark 2.4.2.9.

Proposition 4.3.1.7. Let W := 〈y2y3 + y1y4, y3y4, y1y2〉 ⊆ S := C[y1, y2, y3, y4]
and p = x0 ⊗ (y30y2y3 + y30y1y4) + x1 ⊗ y30y3y4 + x2 ⊗ y30y1y2 ∈ Sym1(C3) ⊗ T5,
where T = C[y0, y1, . . . , y4]. Then 9 ≤ crSV1,5(P2×P4)(p), while crν5(P4)(p((C3)∗)) =

crν5(P4)(W
hom,3) = 8.
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Proof.
Hilbert function of Apolar(W ) equals (1, 4, 3). It follows from Theorem 4.1.0.2
that

crν5(P4)(W
hom,3) = 8.

Before we prove that 9 ≤ crSV1,5(P2×P4)(p), let us demonstrate �rst that 9 ≤
Rν5(P4)(W

hom,3). If this is not the case, then by Border Apolarity Lemma 2.4.1.5
there exists an ideal [J ] ∈ Slip8,PT1 such that J ⊆ Ann(W hom,3). Furthermore, from
Theorem 4.1.0.2 (iii) we obtain, that

Jsat = Ann(W )hom. (4.3.1.8)

The following equality holds

dimC HomS∗(Ann(W ), S∗/Ann(W )) = 25. (4.3.1.9)

The left term is the dimension of the tangent space to the Hilbert schemeHilb8(A4)
at the point [Spec Apolar(W )] (see [Har09, Prop. 2.3.] or [MS05, Thm 18.29]).
By Lemma 4.3.1.4 and (4.3.1.9), the point [SpecS∗/Ann(W )] is contained in
H143 \ Hilbsm8 (A4) ⊆ Hilb8(A4). Together with (4.3.1.8) it gives [Proj(T ∗/Jsat)] 6∈
Hilbsm8 (P4), which contradicts the assumption saying, that [J ] ∈ Slip8,PT1 . Thus,
the border rank of W hom,3 is greater than its border cactus rank

8 = crν5(P4)(W
hom,3) < Rν5(P4)(W

hom,3). (4.3.1.10)

The variety κr(SV1,5(P2 × P4)) equals
⋃
{〈SV1,5(R)〉 | R ∈ HilbGorr (P2 × P4)}

(see [BB14, Proposition 2.2]). The paper [CJN15, Thm A] shows that for r <
14 and any n, the scheme HilbGorr (An) is irreducible. Thus, HilbGorr (An) =
HilbGor,smr (An) for any r < 14 and therefore HilbGorr (P2×P4) = HilbGor,smr (P2×P4)
and

κr(SV1,5(P2 × P4)) = σr(SV1,5(P2 × P4)). (4.3.1.11)

Assume that the tensor p ∈ Sym1(C3) ⊗ T5 has border cactus rank
crSV1,5(P2×P4)(p) at most 8. It follows from (4.3.1.11) that

RSV1,5(P2×P4)(p) = crSV1,5(P2×P4)(p) ≤ 8.

By Lemma 2.1.4.1, we know that RSV1,5(P2×P4)(p) = Rν5(P4)(W
hom,3). Thus,

Rν5(P4)(W
hom,3) ≤ 8 and we obtain a contradiction with (4.3.1.10). �

The tensor from Proposition 4.3.1.7 is a minimal example of p ∈ CN ⊗ Td
such that crνd(Pn)(p((C

N)∗)) 6= crSV1,d(PN−1×Pn)(p). To show this fact, we introduce
following lemmas.

Lemma 4.3.1.12. If p ∈ CN ⊗ Td and crνd(Pn)(p((C
N)∗)) ≤ 7 then

crSV1,d(PN−1×Pn)(p) ≤ crνd(Pn)(p((C
N)∗)). (4.3.1.13)
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Proof. If crνd(Pn)(p((C
N)∗)) ≤ 7 then

crνd(Pn)(p((C
N)∗)) = Rνd(Pn)(p((C

N)∗)).

This follows from the fact that for r ≤ 7 and any k, the scheme Hilbr(Pk) is
irreducible [CEVV09].

In the case of tensor border rank, the slice technique (Lemma 2.1.4.1) says that

Rνd(Pn)(p((C
N)∗)) = RSV1,d(PN−1×Pn)(p).

Since the border cactus rank is less or equal the tensor border rank, we obtain
crSV1,d(PN−1×Pn)(p) ≤ crνd(Pn)(p((C

N)∗)). �

To prove the opposite inequality to (4.3.1.13) we need the following lemma
about cactus rank of space of slices.

Lemma 4.3.1.14. Let A, V be vector spaces over C. If X ⊆ P(V ) and p ∈ A⊗V ,
then

crX(p(A∗)) ≤ crPA×X(p).

Proof. Let π2 : P(A)×X → X be the projection, and R ⊆ P(A)×X. It is enough
to show that if [p] ∈ 〈R〉 then P(p(A∗)) ⊆ 〈π2(R)〉.

Let W ⊆ V be such that P(W ) = 〈π2(R)〉. Notice, that 〈R〉 ⊆ P(A⊗W ). Since
[p] ∈ 〈R〉, it follows that p ∈ A ⊗W . Thus ∀α∈A∗ p(α) ∈ W . In other words, we
obtained P(p(A∗)) ⊆ 〈π2(R)〉. �

Lemma 4.3.1.15. Let A, V be vector spaces over C and A be �nite dimensional.
If X ⊆ P(V ) and p ∈ A⊗ V , then

crX(p(A∗)) ≤ crPA×X(p).

Proof. Let pt ∈ A ⊗ V be a curve of tensors such that limt→0 pt = p and
crPA×X(p) = crPA×X(pt). We have

p(A∗) ⊆ lim
t→0

pt(A
∗) (4.3.1.16)

Indeed, let w ∈ p(A∗) and α ∈ A∗ be such that p(α) = w. Then p(α) =
limt→0 pt(α) ∈ limt→0 pt(A

∗). We obtain crX(p(A∗)) ≤ crX(limt→0 pt(A
∗)) as a

consequence of (4.3.1.16).
To complete the proof it is enough to demonstrate the following two inequalities.

crX(lim
t→0

pt(A
∗)) ≤ crX(pt(A

∗)) ≤ crP(A)×X(pt) = crP(A)×X(p)

The �rst one follows from the de�nition of the border cactus rank of the space (see
De�nition 2.4.2.1). The second one is a corollary of Lemma 4.3.1.14. �

It follows from Lemmas 4.3.1.12, 4.3.1.15 that for p ∈ CN ⊗ Td such that
crνd(Pn)(p((C

N)∗)) ≤ 7 we have an equality

crνd(Pn)(p((C
N)∗)) = crSV1,d(PN−1×Pn)(p).
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4.4 Implementation of the algorithm identifying

the secant variety inside the cactus variety

We end the thesis with a presentation of the code of the algorithm from
Theorem 4.0.0.4 (for n = 6) written in Macaulay2 [GS], [GMR20, Sect. A].

KK=ZZ/7919

T=KK[x_0..x_6]

completeToBasis = (y) -> {

use T;

L := {y,x_0,x_1,x_2,x_3,x_4,x_5,x_6};

A := {x_0,x_1,x_2,x_3,x_4,x_5,x_6};

for i from 1 to #L-1 do{

(M,C) := coefficients(matrix{drop(L, {i,i})},Monomials=> A);

if rank(C) == 7 then return drop(L, {i,i});

}

}

triangle = (d,f) -> {

C := terms(f);

C = apply(C, g -> (d-(degree g)#0)! * g);

return sum(C);

}

generatorsUpToDegree = (d,I) -> {

E := entries mingens I;

E = E#0;

E = select(E, (i)->((degree i)#0 <= d));

return ideal E;

}

annihilatorUpToDegree = (d,G) -> {

J := inverseSystem(G);

return generatorsUpToDegree(d, J);

}

dualLinearGenerator = (I) -> {

J := generatorsUpToDegree(1,I);

K := inverseSystem(J);

J = generatorsUpToDegree(1,K);

y := entries mingens J;

y = y#0;
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return y#0;

}

howManyTimes = (y,G) -> {

i := 0;

while (G % y) == 0 do{

G=G//y;

i=i+1;

};

return i;

}

dehomogenizationWrtBasis = (G, L) -> {

y := L#0;

R := T/ideal(y-1);

G = substitute(G, R);

Q := KK[L#1, L#2, L#3, L#4, L#5, L#6];

q := map(R, Q, {L#1,L#2,L#3,L#4,L#5,L#6});

J := preimage_q(ideal(G));

E := entries mingens J;

E = E#0;

return (E#0, Q);

}

homogeneousPart = (d, G) -> {

E := terms G;

E = select(E, (i)->((degree i)#0 == d));

return sum E;

}

localHilbertFunction = I -> {

S := ring I;

m := ideal vars S;

R := S/I;

m = sub(m, R);

return apply({ R/m, m/m^2, m^2/m^3, m^3/m^4}, degree);

}

isInSecant = (G) -> {

--Step 1:

d := (degree(G))#0 - 3;

I := annihilatorUpToDegree(d,G);
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J := radical(I);

--Step 2:

if (hilbertFunction(1, module(J)) != 6) then return true;

y := dualLinearGenerator(J);

--Step 3:

if (howManyTimes(y, G) != d) then return true;

--Step 4:

for i from 0 to d-1 do G=G//y;

L := completeToBasis(y);

(f, R) := dehomogenizationWrtBasis(G, L);

ftriangle = triangle(d+3,f);

K := inverseSystem(ftriangle);

if (localHilbertFunction(K) != {1,6,6,1}) then return true;

--Step 5:

deg := degree Hom(K, R/K);

return (deg > 76);

}
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