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After $n$ iterations we have

$$
F_{n, \omega}=f_{\omega_{n}} \circ \cdots \circ f_{\omega_{1}}
$$
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- Products of random matrices: $A_{j} \in \mathbb{S L}(k, \mathbb{R})$,

$$
T_{n, \omega}=A_{\omega_{n}} \ldots A_{\omega_{1}}
$$

The really simplest case:

- $A_{j} \in \mathbb{S L}(2, R)$ projectivize to diffeomorphisms of the circle.
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As

$$
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this theorem can be seen as a kind of subadditive ergodic theorem. But what can be said about $\lambda_{F K}$ ?

Theorem (Furstenberg)
If there is no common invariant measure, nor a finite invariant union of subspaces, then $\lambda_{F K}>0$.
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## "Handwaving" explanation

Consider the action of a large-norm matrix $A \in \mathbb{S L}(2, \mathbb{R})$ :


Its application expands "most" vectors. In this example, blue vectors are contracted, and red ones are expanded; $\|A\|=3$.
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$$
\begin{gathered}
A_{i}(a) \in \mathbb{S L}(2, \mathbb{R}), \quad a \in J \subset \mathbb{R} . \\
T_{n, \omega ; a}:=A_{\omega_{n}}(a) \ldots A_{\omega_{1}}(a)
\end{gathered}
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For any individual $a$ we have almost surely

$$
\frac{1}{n} \log \left\|T_{n, \omega}\right\| \rightarrow \lambda_{F K}(a) .
$$

But what if we first fix $\omega$ and then vary $a \in J$ ?
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0 & 1 / 3
\end{array}\right), \quad R_{a}=\left(\begin{array}{cc}
\cos a & -\sin a \\
\sin a & \cos a
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and define

$$
A_{\omega}(a)=H \cdot R_{a}^{\omega},
$$

where $\omega=0,1,2$ with equal probabilities.
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The (random) set of parameters with exceptional behaviour,

$$
X_{e x}:=\left\{a \in J \left\lvert\, \liminf _{n \rightarrow \infty} \frac{1}{n} \log \left\|T_{n, a, \bar{\omega}}\right\|<\lambda_{F K}(a)\right.\right\},
$$

has zero Hausdorff dimension.
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## Motivation: one-dimensional Anderson localization

Stationary Schrödinger equation:

$$
\widehat{H} \psi=E \psi, \quad \widehat{H} \psi=-\frac{\hbar^{2}}{2 m} \Delta \psi+V(x) \psi
$$

What if the potential $V(x)$ is random?
Discrete case: $\psi \in I_{2}(\mathbb{Z})$; then $\Delta \psi$ is replaced with

$$
\psi(n+1)+\psi(n-1)-2 \psi(n)
$$

An electron in one-dimensional crystal (changing sign, $V$ and $E$ ):

$$
\widehat{H}[\psi](n)=\psi(n+1)+\psi(n-1)+\widetilde{V}(n) \psi(n)
$$
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\widehat{H} \psi_{k}=E_{k} \psi_{k} .
$$
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$$
\begin{gathered}
\psi(n+1)+\psi(n-1)+V(n) \psi(n)=E \psi(n) \\
\psi(n+1)=(E-V(n)) \psi(n)-\psi(n-1) \\
\binom{\psi(n+1)}{\psi(n)}=\underbrace{\left(\begin{array}{cc}
E-V(n) & -1 \\
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For random i.i.d. $V(n)$ 's, $V(n)=\omega_{n}$, we have a product

$$
T_{\omega, n ; E}=A_{\omega_{n}, E} \ldots A_{\omega_{1}, E}
$$
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## Dynamical viewpoint on the Anderson localization

- Going to the future: hyperbolic behaviour $\Rightarrow$ there is a vector $v_{+}$ such that

$$
\frac{1}{n} \log \left|T_{\omega, n ; E}\left(v_{+}\right)\right| \rightarrow-\lambda_{F K}(E) .
$$

- Going to the past: there is a vector $v_{-}$such that

$$
\frac{1}{n} \log \left|T_{\omega,-n ; E}\left(v_{-}\right)\right| \rightarrow-\lambda_{F K}(E)
$$

- But for a general $E$, the vectors $v_{-}$and $v_{+}$are different! (Well, it couldn't be otherwise: otherwise we would have too many eigenfunctions!)
- The (countably many) parameter values at which these vectors coincide can be found by considering finite products from $-N$ to $N$ and then increasing $N$.

