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Invariant measures

Dynamical systems: one of the main tools (Birkhoff ergodic theorem, etc.).

Definition

For f : X → X , a measure ν is invariant if

f∗ν = ν.

Not guaranteed to be regular even for minimal analytic diffeomorphisms:
Sullivan’s example for circle diffeomorphisms (perturbations near periodic
points).
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Stationary measures

Definition

A random dynamical system on X : a measure µ on Homeo(X ).

Example

f1, . . . , fs ∈ Homeo(X ) with the associated probabilities

p1 + · · ·+ ps = 1, pi > 0

Definition

A stationary measure for a RDS: a measure ν on X such that

ν = Eµf∗ν

In the example above:

ν =
∑
i

pi (fi )∗ν.
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Convolutions

Definition

µ ∗ ν := Eµf∗ν

Equivalently, µ ∗ ν is the law of f (x), where f ∼ µ, x ∼ ν are chosen
independently.

Definition

µ ∗ µ′ is the law of f ◦ g , where f ∼ µ, g ∼ µ′ are chosen independently.
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Hölder regularity

Definition

A measure ν is (C , α)-Hölder if

∀x ∈ X ∀r > 0 ν(Br (x)) ≤ Crα.

Can we claim Hölder regularity for stationary measures?

It turns out, that in absence of invariant measures the answer is “Yes”.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 5 / 21
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Can we claim Hölder regularity for stationary measures?

It turns out, that in absence of invariant measures the answer is “Yes”.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 5 / 21
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Can we claim Hölder regularity for stationary measures?

It turns out, that in absence of invariant measures the answer is “Yes”.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 5 / 21



Main results-1

Definition

L(f ) := max(Lip(f ),Lip(f −1)).

Let M be a compact smooth manifold.

Theorem (A. Gorodetski, V.K., G. Monakov, 2022)

Let µ be a measure on Diff1(M), such that

• For some γ > 0, one has EµL(f )γ <∞.

• There is no probability measure m on M such that f∗m = m for
µ-almost all f .

Then there exist α > 0, C such that any µ-stationary measure ν is
(C , α)-Hölder.
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Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 6 / 21



Main results-1

Definition

L(f ) := max(Lip(f ),Lip(f −1)).

Let M be a compact smooth manifold.

Theorem (A. Gorodetski, V.K., G. Monakov, 2022)

Let µ be a measure on Diff1(M), such that

• For some γ > 0, one has EµL(f )γ <∞.

• There is no probability measure m on M such that f∗m = m for
µ-almost all f .

Then there exist α > 0, C such that any µ-stationary measure ν is
(C , α)-Hölder.
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Main results-2

What if we start with some initial measure ν and make a few averaging
steps? If both ν and µ are atomic, so is any finite-step averaged
image µ∗n ∗ ν. Hence, no Hölder regularity... but only on small scales!

Theorem (A. Gorodetski, V.K., G. Monakov, 2022)

Let µ be a measure on Diff1(M), such that

• For some γ > 0, one has EµL(f )γ <∞.

• There is no probability measure m on M such that f∗m = m for
µ-almost all f .

Then there exist α > 0, C , κ < 1 such that for any initial measure ν one
has

∀n ∀r > κn ∀x (µ∗n ∗ ν)(Br (x)) < Crα.
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image µ∗n ∗ ν. Hence, no Hölder regularity... but only on small scales!

Theorem (A. Gorodetski, V.K., G. Monakov, 2022)

Let µ be a measure on Diff1(M), such that

• For some γ > 0, one has EµL(f )γ <∞.

• There is no probability measure m on M such that f∗m = m for
µ-almost all f .

Then there exist α > 0, C , κ < 1 such that for any initial measure ν one
has

∀n ∀r > κn ∀x (µ∗n ∗ ν)(Br (x)) < Crα.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 7 / 21



Main results-2

What if we start with some initial measure ν and make a few averaging
steps? If both ν and µ are atomic, so is any finite-step averaged
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Main results-3

What if we are doing nonstationary iterations? That is: we have a
compact K in the set of measures on Diff1(M).

Theorem (A. Gorodetski, V.K., G. Monakov, 2022)

Assume that

• (finite positive moment) For some γ > 0,C0, one has

∀µ ∈ K EµL(f )γ < C0.

• (no measures with deterministic image) There are no measures
m,m′ on M and µ ∈ K such that f∗m = m′ for µ-almost all f .

Then there exist α > 0, C , κ < 1 such that for any initial probability
measure ν on M, any n, and any µ1, . . . , µn ∈ K one has

∀r > κn ∀x (µn ∗ · · · ∗ µ1 ∗ ν)(Br (x)) < Crα.
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Assumptions on measures

Proposition

Assume that there is no measure m such that f∗m = m for µ-a.e. f . Then
there exists n such that there is no two measures m,m′ such that
F∗m = m′ for µ∗n-a.e. F .

Proof.

Assume that (fn ◦ · · · ◦ f1︸ ︷︷ ︸
F

)∗m = m′ for µ-a.e. fj . Take

νn,0 := m, νn,j := f∗νn,j−1 for µ-a.e. f , j = 1, 2, . . . , n,

νn :=
1

n

n−1∑
j=0

νn,j .

Then any weak limit of νn is a common invariant measure.
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Sufficient condition

Lemma

Assume that

Eα(ν) :=

∫∫
M
d(x , y)−α dν(x) dν(y) < C1.

Then the measure ν is α
2 -Hölder.

Proof.

Markov inequality:

Remark

In other words: Frostman dimension is at least half of the correlation one.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 10 / 21



Sufficient condition

Lemma

Assume that

Eα(ν) :=

∫∫
M
d(x , y)−α dν(x) dν(y) < C1.

Then the measure ν is α
2 -Hölder.
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First steps

Theorem

Under our assumptions, there exists α > 0, λ < 1 and C such that

Eα(µ ∗ ν) < λEα(ν) + C .

In other words, high energies get decreased by averaging of images.

Corollary

Under our assumptions, there exists α > 0 and a stationary measure ν
that is α-Hölder.

Proof.

Start with any initial measure ν0; consider averaged images µ∗n ∗ ν0.
Their energies do not tend to infinity, hence the same holds for their
Cesaro averages. Extract a convergent subsequence.
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Proof.

Start with any initial measure ν0; consider averaged images µ∗n ∗ ν0.
Their energies do not tend to infinity, hence the same holds for their
Cesaro averages. Extract a convergent subsequence.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 11 / 21



First steps

Theorem

Under our assumptions, there exists α > 0, λ < 1 and C such that

Eα(µ ∗ ν) < λEα(ν) + C .

In other words, high energies get decreased by averaging of images.

Corollary

Under our assumptions, there exists α > 0 and a stationary measure ν
that is α-Hölder.
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Proof.

Start with any initial measure ν0; consider averaged images µ∗n ∗ ν0.
Their energies do not tend to infinity, hence the same holds for their
Cesaro averages. Extract a convergent subsequence.

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 11 / 21



First steps

Theorem

Under our assumptions, there exists α > 0, λ < 1 and C such that

Eα(µ ∗ ν) < λEα(ν) + C .

In other words, high energies get decreased by averaging of images.

Corollary

Under our assumptions, there exists α > 0 and a stationary measure ν
that is α-Hölder.
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L2-ideas

Definition

For α > 0 and a measure ν, define

ρα[ν](y) :=

∫
M
ϕα(d(x , y)) dν(x),

where ϕα(r) := r−
k+α
2 , and k is the dimension of M.

Definition

Ẽα[ν] :=

∫
M

(ρα[ν](y))2 dLebM(y) = ‖ρα[ν](y)‖2L2(M)
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Ẽα[ν] :=

∫
M

(ρα[ν](y))2 dLebM(y) = ‖ρα[ν](y)‖2L2(M)

Victor Kleptsyn (IRMAR) Holder regularity May 17th, 2023 12 / 21



L2-ideas

Definition

For α > 0 and a measure ν, define

ρα[ν](y) :=

∫
M
ϕα(d(x , y)) dν(x),

where ϕα(r) := r−
k+α
2 , and k is the dimension of M.

Definition
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Comparing energies
High energy come from local interactions; locally, a smooth manifold looks
like Rk .

Proposition

There is a constant cα such that

Ẽα[ν] ∼ cαEα[ν]

as either of the sides tends to ∞.

Proof.

Ẽα[ν] =

∫
M

(∫∫
M
ϕα(x , y)ϕα(z , y) dν(x) dν(z)

)
dLeb(y)

=

∫∫
M
Kα(x , z) dν(x) dν(z).
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Ẽα[ν] ∼ cαEα[ν]

as either of the sides tends to ∞.

Proof.
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Comparing energies-2

For Rk :

Lemma ∫
Rk

d(x , y)−
k+α
2 d(z , y)−

k+α
2 dLeb(y) = cαd(x , z)−α.

Proof.

Isometries + scaling.

Corollary

For Rk , one has an exact equality

Ẽα[ν] = cαEα[ν]
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Proof of the theorem

I As α gets smaller, Eα gets more and more f -invariant:

L(f )−αEα(ν) ≤ Eα(f∗ν) ≤ L(f )αEα(ν).

I For high energies, the same applies to Ẽα.

I (Main idea) Either the L2-vectors ρα[f∗ν] are almost aligned, or the
L2-norm of their average is noticeably less than their lengths.

I In the former case, we will find a measure with a deterministic image,
and the latter is the conclusion of the theorem.
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Constructing measures

Definition

Define a non-probability measure:

Θα[ν] = ρα[ν]2(y) dLeb(y),

and let

θα[ν] =
1

Ẽα(ν)
Θα[ν]

be its normalization.
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Images

Proposition

At high energies and small α, one has

θα[f∗ν] ≈ f∗θα[ν].

Proposition

If the conclusion of the theorem does not hold, one has

f∗θα[ν] ≈ θα[µ ∗ ν]

for µ-most f .

Passing to the limit provides f∗m = m′ for µ-a.e. f .
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General theorem: cut-off

Definition

ϕα,ε(r) :=

{
r−

k+α
2 , r > ε

ε−αr−
k−α
2 , r ≤ ε

Define ρα,ε[ν] and Ẽα,ε[ν] accordingly:

Definition

ρα,ε[ν](y) :=

∫
M
ϕα,ε(d(x , y)) dν(x),

Ẽα,ε[ν] :=

∫
M
ρα,ε[ν]2(y) dLeb(y).

Function ϕα,ε belongs to L2(M), thus the energy Ẽα,ε is always finite (and
bounded uniformly from above).
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General case: main step

Theorem

Under our assumptions, there exists α > 0, λ < 1 and C such that for any
µ ∈ K, any ν, and any ε > 0

Ẽα,ε(µ ∗ ν) < max(λẼα,ε(ν),C ).

Once this theorem is proven:

I For n-fold convolution, we can choose ε so that λnẼα,ε(ν) ∼ const,
that is, ε = (λ1/α)n.

I Markov inequality: this provides an estimate of measures of Br (x)
for r > ε.
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Thank you for your attention!
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