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On the sequence of models HOD,
by
Kenneth McAloon (Paris)

Abstract. It is shown that iterating the HOD operation can lead to a strictly
decreasing sequence of models HOD, and that the limit model HOD,, may or may not
satisfy AC. : -

For a discussion of Myhill and Scott’s notion of ordinal-definable set,
the reader ig referred to [7]. In Zermelo-Fraenkel set theory the class
of hereditarily ordinal-definable sets, denoted HOD, is an inner model
which satisfies ZFC. If we then iterate and consider the class of sets
hereditarily ordinal definable in HOD, we obtain a second class HOD,
which is again a model of ZFC. Continuing we can define the sequence
HOD,, recursively as follows:

HODO =V, HODn+1 — HODEODs — HODEOD .

Tnlike the passage from V to L which is idempotent since L is absolute,
iterating the passage to FIOD can prodice a strictly decreasing sequence
of models, as we shall see. For each standard » > 1, HOD, is an inner
model satisfying ZFC. It is not known whether the sequence (HOD,,,
n e ) is “expressible” in ZI set theory. However, in recent work 8. Gri-
gorieff has shown that this sequence is “expressible” in the theory ZF +
4-Ha(V = L[2]), where L[x] denotes the smallest transitive inner model
of ZF containing all ordinals and {}. Furthermore, in this theory the
gequence can be extended to the transfinite so that at limit stages 4,
HOD, =) HOD, and HOD, also satisfies 7F; more precisely (cf.[2]),

p<a L ‘
THROREM (Grigorieff). There is a formula E(a, @, ¥) of the language
of set theory such that the following are theorems of ZF: -
() ValaH (e, s, y)AVe[B(0, 2, y)>L{zl= Ly,
(il) B(a, z,y)AE(a+1,2,y)>Lz]= HODM, )
(iii) 2= JA5£0AB(4,2,y)~>Lle]={v: Ve <AV2|E(a,2,y)>ueLZ]}
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Tn this paper we shall construct — using the technigues of our [5] —
two models of ZP+ Hx(V = L[z]), where the sequence HOD, is strietly
decreasing; in one example, the limit model HOD, will not satisfy AC
and in the other the limit model FOD, will satisfy AC. (but not V= 1L;
of. the proposition of §5). In terms of relative congistency, we have

TemoreM 1. If ZF is consistent, then so is ZF+ Ba(V = L[z])+
14-Vn(HOD, # HOD,,,,)+ ACHDa, ’ .

Ag is to be expected, the forcing constructions involved yield the
existence of complete Boolean algebras with special properties. Given
a complete Boolean algebra B we denote by B’, the derivative of B, the
complete subalgebra of B of all elements which are left fixed by all auto-
morphisms of B. P. Vopenka has established, cf. [4], the connection
between the derivative B’ and the class HOD in B generic extensions
of the universe. Using this result, we obtain ,

THEOREM 2 (ZFC). There exist complete Boolean algebras B such that
the sequence B™, n e w, of successive derivatives is strictly decreasing.

COonsidering Professor Mostowski’s long established preeminence in
the field of set theory, it is a great honor to contribute a paper on this
subject to the volume dedicated to him on the oceasion of his sixtieth
birthday.

1. Construction of the models. We ghall religiously follow the notation
and conventions of [5]. We have a fixed model M, which satisfies ZF--
+V =1L and a fixed set A which is (Qx,, I'y) generic over M,. We
now define .

E={p: p is a finite function, domp C (w,—{0})X w;, and rngp C 2}

and set the order relation < on elements of R to be the inclusion ordering.
Also we seb ‘

’ 0= {(p,n,8): p <R and p(n, )= 0}.
Let D be a fixed (R, @) generic set over M,[4“]. .

For simplicity of notation, we denote M, henceforth by L.

The model L[A®][D] 'satisties ZF+GOH-+V ='L[D w 4°]; more-
over, the models I and L[D < A”] have the same regular cardinals.

~We recall that A” is (Qy,I'y) generic over I where ¥ = Xo— .
Consider the product set of conditions S =REXQy. For p ¢ § we have
P =Py, P> With p, ¢ B and p, ¢ Qy. Set A = {p,a,8>:pef and ({py, a, >
€0 or (py, a, B> eI'y)}. The pair (8, 4) is in L and so by [8, §I1.2], the set
D A® is (8, 4) generie over L. By [1] and/or [6], we have L[D v A°]
FP(w) = L[D] ~ P(w,). We define an integer wvalued function » by

h(a) =n <= (0, n) sﬁ(a) .
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Notice that <y, 8) ¢ H(a) and y # 0 imply h(y) = h(a). We set, for k ¢ o,
Bi= {<a, > e DU A |E(a)| < h(a)—k and Vy, d(y %0 and

ry 8 e H(a)= <y, 6y e D L A%)},
We note that

By = {<a, B> e B |H(a)] < h(a)—F}
and
By = Biyi v <o, f> € DU 4% [H(a)| = h(a)—% and B(a) e By,y}.
We now state
ProPOSITION 1. (i) The models L[Byl, k € w, form a siriclly decreasing

sequence;
(ii) L[Bx] = HODI®! and hence () L[Bx] = HODLE; -
k<w
(fii) M L{Bx] k P(w) is not well-orderable.
k<o

Theorem 1 with —ACQ®OP follows from this proposition. Before
proceeding to the proof, we describe the model for the +ACHOPe part and
state the corresponding proposition. '

We set R* to be the set {p: p e L, p is a function, domp C (o— {0}) X oy,
mgp C2 and |p| < w,}. We put the inclugion ordering on E* and we set
@ ={<(p,n,B>: pek* and p(n,f)=0}. Fixing a set D* which is
(B*, 6*) generic over L[A"], we can then define, for % ¢ v,

By = {<a, > e D* v A™: Iﬁ(a)[ < h(a)—% and Vy,d(y #£0 and
, Cpy 0y e H(a)=> (y, 8 e D* U A°)}.
PROPOSITION 1*. (i*) The models L[Bj] form a siriclly decreasing

sequence; _ ‘ |
(ii*) L[_B;;] = HOD]’;:IB;] and Thence m L[B;:] — HODEB“];

kew
(iii*) kﬂ LB}k AO+V # L.

The proofs of (i) and (i*) are identical as are those of (i) and (it*).
So we shall do (i) and (ii). The disparity between (iii) and (iii*) is due
essentially to the fact that R*xQy is closed in L under countable mono-
tone increasing sequences and so “L A L[By]= "L n L, while “L ~ L[Bx]

ig strietly decreasing for & e w.
2. Proof of (i). Let Dy = D ~ (k-+1% w;) and let D= D—Di. We
note that % (a)— %k > |H(a)| implies h(a)>k and so trivially
he)—b = |B (@) >V, 8[<y, 8 « B(a) and y 0
= ({y, 8> e D A = (y; d) e DF U A™)].
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Hence L[B;]C L[D* u A®]. Moreover, by [1] and/for [6], we have
P(wy) ~ LLD* U 4°] = P(wy) ~ L[D¥].

Hence, a fortiori, L{Bx] ~ P(awy)C L[.D*]. On the other hand, by [8, § 1.2,
{n: (k+1,my e D¥} is a set which is (8, 4,) genmeric over L[D*]
and so is not an element of L[D**']. Therefore, the sequence IL[Bj] is
strictly decreasing. -

3. Proof of (if). We shall show that, for & ¢ w, HODY P = L[B,, ],
We remark that by the methods of [5, § 4], we have

(a, B> < Byy, = L[Bs] F F(F (a, )

and o the inclusion L[B,,,]C HODY?# follows. The opposite inclusion
will require. some further work. Recall that the set .D v A” is (8, 4)
" generic over L and that for p ¢ § we have p = (p, p;p Wwith p e B and
Py €Qy. To simplify notation, we set :

(e, B) i <a7ﬂ>'€d0m.'p1 ’
pla,f)=1p(x)(f) H aedomp, and fedompy(a),
undefined otherwise ‘

and we write (a, ) e domp iff p(a,p) is defined.
For p €8, we say that p is compatible with By, iff

{a,pyecdomp and «edomB,,, imply p(a,p)= 0« <{a,p)> cBy,.

LeMMA. Let © be a closed formula with parameters in L and let By be
a .canonical foreing term for By. The following are equivalent:

(1) LBk,

(2) there ewists p e 8, p bompatible with B,,,, such that p I OV,

Proof. The implication (1) = (2) is immediate by the Truth Lemma
for forecing. For (2)= (1) let us argue by contradiction and suppose that
there is a condition g, ¢ § which is compatible with By, such that

L[Bi]E® and - gl 7 OUPA,

Let G be a generic collection of conditions converging to D w A®. There
is a condition p, e & such that p, | GUBH, Clearly, p, is compatible with
Byyy; and since @ is generic, we can suppose that domp,D domg,. Seb
Z = {{ay B> e domgy: pyla, B) # gya, B)}. We define an aut—amorphism o
~of 8 by :
1=ple, ) i <o, pyeZ,

op(a, f) = p(a, ) otherwise .
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COlearly Z and ¢ liein L and op,D ¢,. Now consider the set oG = {op:p < G};
this is a generic collection of conditions eontaining op, which converges
to o(Dw A®) = (D wv'A®) A Z, where A denotes symmetric difference.
We seb .

By = {<a, B ¢ 6(D v A%): |H(a)| < h(a)—n and

Vy, 8y # 0 and (y, 8y e H(a) = <y, 8> e a(D v 4°)]}.
By well known symametry arguments (cf. [3], [6]), we have (singe ¢ = o)
ogy I T QEEB

Since p, > 04,, We can suppose that ogy ¢ ¢. Thus LD v A%] k —] QLieBHl,
that is, L[oBg] F 71@. On the other hand, L[B]F @ and @ has para-
meters restricted to L. To reach the desired contradiction, we ghall show
that L[oBx] = L[Bz]. .

Partition Z into three subsets:

| Z,= {a, B> < Z: | B(a)| < h(a)—F},
Zy= {<a, p> € Z: |H(a)| = h(a)— B},
 Zy= {<a, B> ¢ Z: |E(a) > (@)=~} .

Congider {a, f) € Z,. Note that H(a)~Z= F(a) ~Z,. Since Z; C domg,
and ¢, is compatible with By, it follows that o ¢ dom By, . T?erefore,
there exists (y, 6> ¢ H(a) such that y #0 and <y, 0 ¢D~L{.A . If we
take y to be smallest possible, we have (y, z?) ¢Z a;ld Ey)ynZ=0.
Thus, we conclude that I (a)< h(a)—% implies either
C(a,fy 44 and B@nZ=0
or _
Wy, 8[<y, 8> « B(a) and (y, 0y ¢% and H(y) nZ =0 and
k {y, 8y ¢ Dw A”].

7] i i By . vSili.Ge By
Whence |F(a)] < h(a)—Fk implies <a, B ¢ By <2, Brega Z
= {<a, B> € Bz [T (a)] < h(a)—k}, we have By, € LBl ~ L[oBy]; in
fact, 0By, = Byyy. Now set

W= {(a, > € Zy: B(a) € By} -
We remark that W e L[By,,]. Since |
B, = By, v {{a, B> ¢ D A% B (a)] = hla)—Fk and B(a) € Byy}
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and .
0B, = 0B, v {¢a, Y e (D A®) A Z: B(a) e UB]]«+1 and
1B (a)l = h(a)—1},

we conclude that 0By = By A W, and By = oBx A W,, which completes |

the proof of the lemma.

To establish (ii) it suffices to check that every set of ordinals which
is definable in L[By] by means of a formuls with parameters in I, is in
fact a seb in L[By,,]. Suppose therefore that X is a set of ordinals which
ig defined in L[By] by a formula & (v) with parameters in L; that is,

ae X L[Bglk @fa] .-

By the above lemmsa we have

aeX<HUp[pe8, p compatible with B,,,, and p D (a)].

The comprehension scheme holds in L[B,,,] and
fn 80 X ¢ L[B, ,]. Hence
HODYA = I,[B, .1 and (i) is proved. ' il

4. Proof of (iif). To simplify notation, we denote M L[Bx] by HOD,
k<o o

Reeall. from § 2 that L and L[B,] ﬁave the same cardinals and that GOH
holds in both models. Therefore, since HOD,, ig an inner model of L[B,],

if P(w) ~HOD, is well ordered in HOD , ther i
o n e must exist
X, ¢ HOD,, X,C o, such that - e et

1) HOD,, k V(¢ C o—>.e LLX,]) .

Recall from § 3 that P (w,) » L[Bi] = P(w e
= 1) ~ L[ D¥] and so P HOD
= P(w,) nkQ L[D*. We will need the following ()2 :

Lemwa. Suppose that X COn and that X e (Y LLD"]. Then there
e2isls o << w; such that X'e LD A (w X a)]. i

to DPricg)ff. Wail say that an au.to.morphism o of B, ceL, is restricted
o :be alo;- Ly 'eR, domp disjoint from (%-1)x @y implies op == p.
‘»tCOn il orc;z}ig ter.m.sueh that the empty condition weakly forces
s vv.hjch i:a;‘ismvii‘;etd fozgde:;:ng:’nt of .i)k iff for ewir‘y automorphism o

7 ¢ ' & VO P I aeteop | aetforall p and a.
N miem;i (ﬁ,ﬁ ;sofgell;ene over L[D*], for every % there is a termzt) ‘which
the cpontat Dr §ueh ths%t. Valp(t) = X. The ordered set B satisfies

ountable antichain condition in L, and so there exists an ordinal

<< o, and a gequence Gudnew OF terms satisfying

(a) the sequence {tx) is an element of LD A (0 x a)]
M
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(b) for every n the term ?#, is independent of Dy and Valp(ts) = X,
(e) for every n there exists ¢ ¢ B, domqC w X a, ¢ compatible with D

guch that g4, = t,,,.
‘We claim that

(2) PpeXeHTnHp [domp Cwxa, p is compatible with D and
’ PI*Bety].

Since the comprehension scheme is valid in L[D ~ (w X a)], the equiva-
lence (2) will suffice to -establish the lemma. We note that the di-
rection < is immediate. So suppose g ¢ X. There exists then a condition ¢
compatible with D such that g Be?. Let & be an integer such that
dom g C (k-+1) X w,. By (c) there is a condition g, with domain a subset
of wxa such that gkt =1 = ..=1. Define g,=¢[{wxa). The
condition g, v g, is compatible with D and its domain is a subset of o X a.
We now want to show that

3) G G Bety.

Suppose that (3) fails to hold and that there is a condition rD gV G,

such that 7+ f ¢te. Let W= {(n,yd>: r(n,y) # g(n,y)}. Note that
¢n,yy e W implies n< % and o <y. So we define an automorphism v

of R by .
p(m,y) it im,p)EW,

(M, y) = 1-—p(m, p) i <m,pyeW.

Clearly z(qu qo) =7qv g and 1w g r=14v 7 is also a condition.
Since 7 is the identity on all conditions with domain disjoint from (k+1) X
X @y, it is restricted to Dy. On the other hand, t is independent of Dx
and so, since g v ¢, ¥ B € tx, we have 1w g I* B e t; and at the same
time we have zq w r I 8 ¢ # which is a contradiction. This establishes (3)

and the lemma.
We shall now show that (1) is impossible. Applying the above lemma,
we find an ordinal a,<< w; such that

P(w) A L[X]C LD n (@ X a)] -
Consider the set #C o defined by
N € me> {Ny Gy eD.

The set; o is Cohen generic over L[D ~ (o X ;)] and 50 @ ¢ LD, N (X a)]
However, for every ke w,

o—(k+1) = {n: <n, a0} € D'}
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is. an element of L[D*]; hence for every k, # ¢ L[By]. Thus &< XIOD
but @ ¢ L[X,]. This contradicts (1) and completes the proof of (iii). :

5. Proof of (iii*). We will establish a general result from which (iii*)
easily follows. To conform with Boolean notation, cf. [9], we shall reverse
the sense of the ordering on conditions and write p << ¢ to mean that p i
an extension or refinement of ¢. - pE

We say that a set of conditions P in L satisfies the condition of |

decreasing sequences (c.d.s.) iff every monotone decreasing sequence in I,
of elements of P has a lowet bound.

o PR]&?]?;%?? ALeet P satisfy c.d.8. in L and let G be P generic over L,
Len g g ‘
oo :'é:’E,_ . Furthermore, if fqrj all Tew, HODY® £ 1., then
Proof. The ordered set P can be embedded i i
n L in a compl
Bogleax} algebra B so that P is dense in B. Let B™ denote the succeIs)sfiz
derivatives of. B in L. We can suppose that the B™ are all atom free
The P generic set G extends canonically to an L complete ultraiiltell
on B which we shall denote by G,. We set Gy%= G, ~B® and we
have, by Vopenka’s result '
: : . HODLU® — L[Gy].
We say that p <P is compatible with @ i *
) % i p ¥ be@, = beGy, where G i
a canonical term for 6. We set X = : s o with GO,
» panemon bar & {p ¢ P: Wk(p is compatible with Gx)}.
HODL® — L,[X] L.
First we show that X ¢ HODY%!, Remark that
P compatible with G, and m=n = p cdmpé.tible with Gn .

Thus X e L{G] for all & and LIX]CH
. : EE O L[G]. i
oston. 3t roftien b 1;]53,1;}— D, To establish the converse

Y,COn and ¥,¢HODUI - Y, cL[X].

(Basically this is & proof by induction; we can reduce to ¥, C On since

Xc
CL and L[X]F AC.) By the fact that P satisfies c.d.s. in XL, there ig

a sequence (>, of forcing terms, the sequence lying in I, such that

Valg (t2) = ¥,. Let : i
lg, . PpeX Dbe a condition
= Vals"+x(tn +1) for all n e w. We assert that Freh Thed 2o b Vel i)

aeYoeUplpeX,p<p, and Valp I @ e Valg,(t,)] -

The directi is i ;

b aﬂ“;f‘i‘:; b=> 2 Emtedﬁﬂf;'e. So suppose p < p, and that p I « € Valg (f,)

p € X, there ergsts n Eséﬂ]h t-h;i’ebhave P " by, € Gy for all m. Hence, siringe
N (1] .

foreing, a e Val, (f,) — ¥ no € O thus, by the Truth Lemma for

0°
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It remains to show that X ¢ L. Following Solovay—Tennenbaum [9],
we define (ph =glb{be B®: p<b}=glb{beB®: p I+ beSy}. We note
the following fact: if p,qeP, there are p’, ¢’ such that p' <p, 7 <q
and (p') and (¢')x are disjoint. To check this we use the fact that B® is
atom free to find by < (P, ba < (q)x such that b, and b, are digjoint
non-zero elements of B, Since P is dense in B, there exist ' < p, g <q
such that p’ < b, and p’ I by Sk, ¢ < b, and ¢ I b, < S

Tet & be a canonical term for X and let p e P. Suppose that X, e L
and that p L= X,. If ¢ < p, then clearly g1-* g X and 80 ge X,. In

‘other words, pirLeL=1p M V(g < p—>qeX). Now we can construet

in L a pair of monotone decreasing sequences Padnew 0L {Gndn e, SaLISTYING
(@) py<p and g <D,
(o) Pulr gu ¢ 8, and gn - Pn ¢ G,
Let p’ be a lower bound of (P> and ¢’ a lower bound of (g.>. We have
p'Iq ¢G, for all new and ¢'FF P’ ¢Gn for all n € w. Therefore, p +* p’
¢ L—¢q' ¢ L which means that p can not force L < L. Since p was arbitrary
we conclude that X ¢ L. :

6. Remarks. (Added in proof). In recent (independent) work,
T. Jech has

(a) For arbitrary %elL, to constructed models L[G] where the
sequence HOD, is strictly decreasing for o< 1; and HOD, FAC for a < A

(b) Constructed models TL[G] where the sequence HOD,, new, i8
strictly decreasing and where HOD, = L.
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