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Linear independence of ‘logarithms’ in linear varieties

by

Ronmwro DyvorNiogr (Pisa)

1. Introduction. Tn this paper we prove a result analogons to Baker’s
$heorem on linear independence of logarithms (see [1], Th. 2.1, p. 10,
amd [27) in the case of linear varicties. Our main result is the following:

Temoram L. Let My, ..., M, be complew dxd invertible matrices
and lot X, be the vector space over (b spanned by the eigenvalues of M;
(i ==1,...,n). Suppose that

() expM; e M(d; Q) for 4 ==1,...,m

(i) Xy ooo X, 4y a direct swm. _

Then, for every choice of matrices Cyy Uy, -y 0., not all zero and with al-
gebraio cogfficionts,

}0 -} C;;M,l - 'E’Onﬂfn # 0.

The proof of Theorem 1 and of other similar results is in Section 3.
In Hection 4 we produce several counterexamples: partly to fix some limits
to fuwrthor oxtensions of Baker’s theorem and partly to prevent false
amjectures.

9. Notation and auxiliary results. Let M(d; ) be the ring of complex
4 @ mabrices. An element 4 e M (d; €) is said to be a block malriz when-
Ve

where the A/s are »,xr, matvicos, ri+... 7, = and each 4; has
exactly one oigenvalue.

Tf ench oloment of a subgroup I of M (d; C) or of GL(d; €) is a block
madrix, H will be ealled a blook group; if at least one of the conjugate
subgronps of H is ot the same time & riangulable and a block group, ¥il
will bo said block triangulable.
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When there will be no confusion we shall use the word triangular
ingtead of upper friangular; we warn the reader that we use the same
letter for a matrix 4 e M(d; C) and the linear funetion A: €?— (%
associated with that matrix. I hope no confusion is possible.

ProposITION 1. Any (multiplicative) commutative group H = GL(d; )
18 block triangulable. :

Proof Let 4 cH. I 2 is an eigenvalue of 4, for any b =1, the
subspace of ¢

Wi = ker(4 —iI)*
is an eigenspace for all the functions in H. For, if B ¢ H and x € W%, then
(A=A By = B-(A ~A'gx = 0.
Henee if we let ' '

We = () ker (A — AL

_ m=l

we obfain a.'deéomposition of C“ of the form
) € = W ... SWs)

where 4, ..., 2; are the eigenvalues of A. :

Let #; = dmWg (0 =1,...,k); let {fy, -y i) e a basis for W3,
{fep1s s fopin,} & basis for W5 and so on; then {f,,...,f;} is 4 basis
for C% If {e,, ..., ¢;} is the canonical basis and the matrix B gives the

change of bagis e, +>f;, then every element BeK = EHE™' can be
written in the form

where the Bs are r; x#, matrices. After this transformation, it ecould

happen that there is an clement D e K which is not 8 block matrix, for

one of fts blocks, say D;, has more than one eigenvalue. Applying the

above argument to D, and to the space Wi, we get a deecomposition
1

W =11&®...0T

Ry
into subspaces T (7 =1,..., n,) of lower dimension. Hence it is posgible
to tramsform H into a block group in a finite number of steps.

 As for iriangulating, we can clearly suppose that the matrices of &
have éxactly one block. Let 4 e H, i, the eigenvalue of 4, and let

V., =ker(4d—A,1).
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Tasmsa 1, In the preceding hypotheses, we have

Proof, 1 we had ¥ {0}, we could find o finite sequence 44, ..., A,
of wulricos in A such that

dim ¥V - dim (Vg m Vo) o din(V, nVyn..nV,) =0

Hinee dim (V40 en Vi, Jor 0and Vyonooon Vi, 18 an eigenspace
for A,, wo have

Ay Ay ey iy, =0

for A sufficiontly large, and therefora ¥, n ... 0¥, o {0}, which is a con-
tradiction., The lemma is proved, . .

Now obsorve that A [ == A [ for any A el; then choosing a basis
for V1 and cotnpleting it fio s banis for ( ¥ (and chzmging bagid, as befo_re.),
we have done the fivst stop for the triangalation, hecsuse the matrices
so transformed have the form

Ay 0 1
Ao \ﬂ.,;i' Al
Lat’
vt v, i ¥V, v,
Vit > |k.m'( Vo—a b i V= s

2 ontadng property VY dor d iy an
Under thix definition, 1%, containy property V:,_ for every 4 an &
elgonapiee for every olemont in H. Leb us definge

1”2 n l""l:l‘!1

el
¢ y 72 o V' oand Vo Vo chooke
Wo have, an i thoe proof of (he leng, V° 2 Vhand Vg T oehe
any subspace Wy (and any buse Tor it) sueh that
P VERWE
VR

thow A . -+ AT 1S, whove [ is s linear fanetion such that f Wy
In u!ﬂmi‘-‘wm'rlﬂ, with this new basis our matriees fake the form

l‘”f' ‘ \

{)

, - ot anladkion. Proceeding in
and fhis completes tho seeond step for the b iangniation. Proceeding
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this way, we obtain a sequence of subspaces
| _ M§W§WQM§W=W

the last one being €% for which the triangulation holds, m

PrOPOSITION 2. Lot A e a complew d X d matrin such thet all the cocf-
ficients of exp A are algebraic. Then there is o malriz B e GL(d; 0) such
that BAB™ and oxp(BAB™Y) = B-exp(d)-B~' are block triangular and
have algebraic coefficients everywhere oulside the diagonal.

Proof. We can suppose that expd s a block matrix (possibly after
a suitable transformation) and moreover that it has only one cigenvalue:

eall it A, Since 4 commutes with exp A4 (remember the series oxpansion), 4
is a bloek matrix too and ‘

" W, = kex(exp A —AI)

is an eigenspace for A. Change the basis go that the elements wy, ..., w,
of the new basis {w,, ..., w,} form a basis for W,; the matrix 4 will take

the form
Alﬁ"
: (—0 I -X)

where expd,; == AI; hence A, = (logd)I, as it follows from the following
lemmnia.

Lemya 2. Lot X e M(r; €) be such that expX = Al. Then, chosen
a determination for the logarithm, ‘

X = (logh)I.

Proof. Let Ae GL(r; C) be such that ¥ = AXA™' is triangular.

Then exp¥ = A-exp(X)-A7" = I, hence all the terms on the diagonal
of T are equal to logd. More precigely,

Y = (logh)I+ N,
where X is o nilpotent matrix. It follows

exp ¥ = Al-exp N = A1,
henee :
e_xpN =1.
On tho other hand,
) . N Nt
exPN = T4+ N4 — 4 .o e,
Y + X4 Y et YT

Let N = (n;); locking at the (i, 4-1)-terms in the preceding equation,
one observes that they appear only in ¥, so that ., = 0 for every 4.
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" Moreover this implies that the (¢, ¢+ 2)-lerms appear only in N, so.that

Ny gpe = 0 for cvery i, and so on, until wo conclude that N = 0. The
lemma is proved.

Tot us define W, = ker(expd —i)* W, is an eigengpace for A.
Change the hagis again, RO that the elements Wy ooy Wy Wepiny »o vy Wiy
of the new basis foy} form a basis for Wy (the basis of W is left unehanged);
we havo

AL\R (logh)I14’
oxpd = [AL|B"), A= |4, |47
0 : 6

Sineo expd, = AI, it follows from the lemma that A, = (logd)I. Go on
this way wnbil, for a certain &, W, = lker(exp 4 — AI}* ig the whole space C%.
Then A has become triangular, all the terms on its diagonal are equal
to logi, and moreover all the trangformations we have done involved
algelraic numbers, heeauso the equations defining the W,’s have al-
sebraio coefficients. If wo pub

A = (logA)I 1L
we havo

The coctficients of I can he found solving the polynomial gqua,tions with
algebraic cocticients above, and therafore they are algebraic. m

3. Results swnd proofs. We can now prove Theorem 1.

Proof of Theorem 1. By Proposition 2, there exists for every ¢,
i=1,...,n o invertible matrix B; with algebraic coefficients such that
BM,B7" and By-exy (M) B! ave bloek friangular. The blocks of the
matrices Mp = B, Bi* will be of the type

al -,
where & is nilpotent algehraic, We cat algo write

m

i) e ,
My es “\\ (mod. algebrmc matirices).
"o
Lot O} == B0, Bi" == (¢4). Then
() LML == (dhymi) mod M (d; 0)

and O, = By*C\M,B,. Suppose that Co+Oulat ... +0u M, = 0.
Mhe coeMficients of tho matrices C;MJs (i =1, ooy m) B glements_ of
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(§ R X )E Q Since the Xy are spanned by logarithms of algebraie
numbers, this implies, by Baker’s theorem, that

O, = 0mod M{@; Q)
hence _
O\ M, = 0mod M (d; Q).

But the last equation implies, by (x), that ¢ == 0 and thercefore ¢, = 0
for ¢4 = 1,..., n. Finally take the differcnce to show that ¢y == 0. =

TaporeM 2. Let H e GL(d; C) be a trianguloble subgrong (in par-
tioular, by Proposition 1, one can suppose that H is a ecommutative subgroup),
Let My, ..., M, be muatrices of T, (H) (the tangent space at the point zero)
such that: _

(i) exp M, cGL (d; Q) for i =1, ..., n; .

(i} the matriz LM+ ... +A,M, is inverlible for every choice of not
all zero integers Ay, ..., A,. ‘

Then, for every choice of algebraic matrices in T,(H), Cy, U4y ..., O,
a0t all zero, we have

O O My 4 o + O, M, o 0.

Proof. Suppose H hag been triavgulated: on the diagonal of cach
element of H theve are logarithms of algebraic numbers. Suppose €y, C,, ...
.y O, are algebraic matrices of T,(H) not all zero and such that
(1) Co+ O M+ ... +CO M, =0.

Give teo the paii's (h, k), with % < k, the lexicographic order:

k<A or
(h, By (W, ) if .
Bo== B und b=t

Let (r, s) be the least pair sueh that there exisbs an index 4y 02545 m,
for which the coefficient cf) of the matrix ¢, is not zovo. Gonsidoering the
(r, s)-term in equation (1), we obtain

o
no
o)+ Xl = 0.
P

It follows, by Baker’s theorem, that there are integers Ay, ...y A, DOG
all zero, such that

Amd A LA =0,

But this contradicts (ii), for the matrix MMy A M, 1 triangular
and hasg & zero on the diasgonal, w
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Wo want now o prove gomo theorems similar bo those of [17], p. 11.
Among thewm, thoe following ix the only one holding in the fnll generality
for a linear group.

TnmogeM 3. Let My, ..., M, be matrices of M(d; C), not all nilpo-
tond and such that exp M, 8 agebraic for @ =1, .. ,n If 4y..., 4, orve
algebrate nawmbers such that the numbers 1y Ay, ooy Ay are linearly independent
over Q, then :

OxP (A My -1 v A A M)

is transeondentol.
Praof, Buppose thaet

A A oo AN, = M,

and exp M,y i algebrafe. Let X, (3 =1,..., n--1) be the vector spaco
over Q0 spanned by the cigenvalues of the A,M;’s (define 4,,, =1). If
y; & ¥y, then g, == A;a; where o 18 the logarithm of an algebraic number.
Tt follows from DBakor’s theoreimn that
Yok vee FYppn =0

implicy

Yy = Yy = e =Yg =0
that is, the sum ¥y -+ ... - ¥,y I8 direet. Apply Theorem 1 to conclude
the proof, = _

Tn the vost of the seetion H = GL{d; €) will be a triangniable group
(which we shall suppose triangulated); My, ..., M, will })e algebraic
matrices of 1, (H), not all nilpetents and such that expM, e HnGL(d; Q)
for 4 =1,..., % Then tho following theorems hold:

TrroRnM 4. For every choice of algebraic matvicos of (1), Cy, Oy ...
veny O, the mabyio :

B s Opeb- Oy M A o -0, M,

is eithor milpolont or tramscendental.
Proof, IF B ix not nilpotent, it has @ non-zero cocfficicnt on the
dingonal, sy by, Then :

by == d) - Al A o i

iy transcendontal by Theorem 2.2 of [1]. ® :
Tt : Tard n o miT A
TaRoReM 5. For every choice of algebraic matrices of T,(HY €y, Oy,
vory Uy, where Gy g not nilpotend, the matria
| X wm oxp (Ogrl Gy My oo+ Oy )

s transcendental,
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— . - ¢t w M L T —__
Proof. Suppose that X e GL{d; Q) and let @ have, defining € = B0, By and My == BM, By,
M,y w2 Oy Oy My A+ ooy O, 0, - size Op € pbp and  wize M) < p,
Since Cy is not nilpotent, it has a non-zero cocfficient on the diagonal, 1o nnwrithen constants depending only npon d,
o) ‘ ,
say GEJ" It follows that 4. Counterexamples,
| df = ~(dfm{+ ... + AP aml?) -t 1V Txamers 1, Theorem 2 i not frue for any Hoear group, fox the hypo-
; : resis (1) s wot soallicient. T fact,; led
and this contradicts Theorem 2.2 of [1]. m esis (1) i not sulticiont o
THEOREM 6. Suppose that M, ..., M, are invertible matrices omd _ w0 ar oV
hat Ay, ..., A, ave algebraie matrices of T, (H) satisfying the condition TV g oo T im0
() for every choice of not all zero dntegers ly, by, ...y by, the malriz hen
hol +hyd+ ... +h, A, @8 dnvertible. o .
: o coRw--eNine 0
i M40 +A,M,) iz transcendontal. GxXp dLy e o
Then the matma,. exp(/.ll;’lfl f A, M) i8 transcendental | _ p ALy 0 cox - isin2i |
Proof. It iy sufficient to show that A,M; ... -4, M, 50 for .
every choice of algebraie matrices of T',(H) satistying the condition: oxp My o ( s HIIW)
(B) it Ry, ..., hy, are nob all zero integers, the matwix hydy-- ... b, 4, ' SlILE - CORY
- s invertible. nd both these madyices ave algobraie when wo clwose @ = q=, g e Z — {0}
In fact, the theorem follows when we substitute o with # -1 andl pub £ A, and A, ave Integors, not both zere, woe have
= - = — Tl 4 [} Wl o, . - . 12 8 -
A, 11 I. Buppose A,M,-+ ... -4, M, =0. By Theoren 8, there ot (A My Ag DMy o (~20 - a7 0.

are integers a., ..., a,, not all zero, such that

Myt .. Fa M, = D = (dy) . the other hand,

. 1
where D) is degenerate; that is, D has a zere on the diagonal. Suppose My (‘. )M g ==
that a, # 0 and d;; = 0. Substituting, we obtain ' 20 '
(O dy =y Ag) Myt (0 Ay =y A,) My = —d, D Noto that MM, < Mylly)

Txamern 2. The following statoment iy false:
: — if, for evary choice of not all zero integers 4y, ..., A,, We have
(0, 8 — @y Aymf) - ... + (@ ™ — APy afyY = 0, M- M, 540, then we have also

and looking at the (j, j)-term

By Theorem: 2.4 of [1] the numbers mﬂ/’tg’;)——a.ﬁ,ﬂgj“ are lineaxly  depoen- a My b My 0
dent over @ and therefore the A% % are lincarly dependent over € too.
But this contradiets (8) and the theorem iy proved, m

Remark. If & matrix of the type

o every ehoies of Dot afl zero algebrade numbers oy, oy @y,
Observe fisi that, for o b :

ot 8“
Cot- O My ... 40,0, (“" "'“) eIy
. ’ . ) : X ax)) . 2] o B
I8 notb zero, wo can easily find a Iower bound for its size. Tt sufficos to 0 b 0 el
aq:?ply Well-lc_now_n theorems (see for instance Theorem 8.1 of 1], p. 22) . '
with a slight correetion, depending on the changes of basis we performed st
m our proofs. More precisely, i ' logs log3/2 R 3.1
S . : My e = ), oxp My == '
slze C; <y and  sige M, < p 0 log2 0 2
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3 Vilogs 2 s V8
1[1[2 o (10,‘.’:5 1...410;—’: )’/ ), pr ‘1”-2 i ( l/)),

0 log2 0 2
13 V3logs /2 _ 3 V8

ar, = (1083 1/319;;3/ ), o 1, - 2 V8,
0 log2 ' 0 2

There  are clearly three nown-zero algebraic mumbers o, 8,9 such that
aMy-- Mg -y My == 0

(solve the equations a--f-49 = 0 and «- 'I/Qﬁ --]m-V’ f,’;y =2 ) but thiy is

impossible with rational numbers.

- Bxamerr 3, In Theovem 116 would be desivable to substitute con-
dition (ii) with the following:

linearly independent over the rationals,
This example shows that thiy is impossible. Lot

10,.(;'3' log3 /2 , 31
"ﬂil == ’ (HXl) .["']] i s

0 log2 o 2

log6 0 5 0
M, = ( " ‘ ), oxp My e J .
—log2 log3/2 — 0L 32

The matrices M, M, satisfy our new condition (but not condition (ii)
of Theorem 1) and '

" N (% NVar, =0
10/ 1”.11) B

Examers 4. The following statement s falye:
— If, for evary choice of not all zevo integral matrices By, ..., B,,
we have ByM;+ ... - B,M, + 0, then for cvery choice of not all zero
algebraic matrices Cy, Oy, ..., C, : '

Cyrb O My b (LB, 240,
In fact, lot .
o, = (mg:s V2log3 /2), " ( log 6 0
B

0 log2 —V22)log2 logd /2
We have '

OUM OOM
vi o/ T lyg g =0

but & similar equation is impossible with integral matrices as coetficients.
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'br, if By M- ByAMy = 0, in. the sum thoere must be no term of the form
2mlogs or. Vinlog? (m,nc? —{0}}; henee B, and B, must have the

L
0 o ¢ 0
J% et Iz, o
L ( 0 b ) ) 8 ((l 0 )

olog6  alog?
dlog6  Llog2)

101

By My | By My (

‘hich implics J3y =5 43, =2 0,
Exavers 5. Theovemy 4 and 5 are false in the general case of a linear
roup. Leb @,y e O —~ {0},

log2 = log2 0
M'l o g" ’ EWE ] = '
' 0 log2 ¥ log2

'o prove that Theoram 4 ig false in the general case, observe that

#

m
), deti (M) —My) = oy 0.

Ml ""'“Iwg i ( __’,l 0

& for Theorem B, lob Gy = My —~MW,, Op = T, 0, = 1.
Examrry 6. Theorem ¢ is Lalse in the general case of o linear group.
at M, and M, be as in Hxanmplo 1,

A, = oI, 4 0 ~a
, =« Ay = :
1 ) 2 —2& 0 H

here o ig an algebraic number of degree = 3. 'We havo
Ay My Ay My, ==

at deb (g 7o) By dy |- hydg) == (B3 - 208 a®-[ 2Ry hya--B; i differont from
wo if Ry, By Ry e noti all zoro.,
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