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Sufficient condition for Pareto optimization
in Banach spaces

by
S. ROLEWICZ (Warszawa)

Abstract. The paper contains sufficient conditions for vector optimization in
Banach spaces.

The aim of this paper is an extension of the results of [3] concerning
sufficient conditions for vector optimization to Banach spaces.

Let X,Y,, Ys,%Z,P be Banach spaces over reals. Let ¥, Y,, P
be ordered. Let F, @, @, H be continuously differentiable operators
mapping a domain U < X into

F: U~P,
Gy: U~>Y,,
Gy U—+1X,,

H: U~Z.
We are looking for a local Pareto minimum of the following problem
F(z)—inf,

Gi(2)< 0,

P Gy (2) <0,

H(x) = 0.

‘We recall that x, € U is a local Pareto minimum of problem (VP) if
there is a neighbourhood @ of @, such that for #'e @ satystying constra-
ints of problem (VP) ' .

F(z)< F(z,) implies = T () < F(o).
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TEEOREM 1. Suppose that

(i) there are comtinuous linear functionals

aeP*, ALeXi, MeX;,, ypeiZ

such that
a(VE)+ 24, (VG)+ 2,(VGy) +y(VH) =0,

where VI, VG, V@, VH are the differentials of I, Gy, Gy, H taken at the
point x, (this is called a necessary condition of optimality of the Kuhn—Tucker
type);

(ii) the functionals a, Ay, A, are uniformly positive, i.c., there are positive
constant C,, Oy, O, such that for p = 0, yy = 0, y, > 0

21 < Cue(p),
gl < C1aa(yy),
lyll < Cols(ya);

(iii) the comstrainis ave active at ®y, i.e.,

Go(my) =0, Go(me) =0, H{zm) =0;

(iv) VI is a surjection on P amd (V@, VG5, VH) is o wrjeciioﬂ on
Y, x Y, xH;
(v) the space L, = kerVEF and the halfsubspace

L, = kerV@nker VHN {: VG,(2) < 0}
have a positive gap d, i.e.,
d = max(int{jo—yl, v €Iy, y € Ly, o] = 1},
inf{lz—yll, » e Ly, y € Ly, |yl = 1}) > 0.

Then wm, is a local Pareto minimum of problem (VP).

Proof. The prof will be conducted in 3 steps. In the first step we shall
show that @, is a local minimum of the following sealar problem:

C‘(F(m)) + B F (@) — F (2,) || —+int,

(MPe) G4(z) =0,
G (2) <0,
H(z) =0

for all § > 0. In the second step, using results of [3] we shall show that @,

icm

Sufficient condition for Parelo optimization 113

is a local solution of the following problem

ol F'(3)) + B | F (#) — F ()| —~int,

Gy(2)< 0,

(MP) @
:(2) <0,
H(x) = 0.

The third step consists of the showing that for sufficiently small 8
each local solution of the problem (MP) is a local Pareto soltition of prob-

. lem (VP).

‘We shall start with the first step. By assumption (iv) and by the Ljus-
ternik theorem [1] for each & > 0 there is  such that for z € @, such that
Gy (0) = 0, Gy(x)< 0, H(w) = 0, there is k € L, such that
&) ll2g+ T —a | < el/hil.

Baging ourselves on (v) and (iv), we find that there is a & > 0 such that
2) 1R < BUVE®) -
Now we shall estimate a(F(w)——F(mo)) irom below. By assumption (i),
a(VF (b)) > 0. Thus by (1) and (2),

ol P (2) —F (@) = —ellbll> —ek|VE @]

By (1) and by the definition of a differential there is a neighbourhood
Q. = @ such that for x €@, satisfying the constraint there is an % € L,
such that (1) holds and -

IVE (1) < 2 | (F(@) —F (@)l
Hence
a;(F(m)) —a(F(w,)) = —2¢h ||F(2) —F (2.

Taking § > 2sh, we find that z, is a local solution of the problem (MPe).

Taking p sufficiently small, by Theorem 1 of [3] we conelude that #,
is a local minimum of problem (MP). Here we use the fact that 4, is uni-
formly positive. To finish the proof we shall take B < 1/0. Then the func-
tion a(lf’(m))+ BIF (@) —F(x,)|| is an ordering function af the point =,
which means that F(z) < F (w,) implies that

a(F (@) +BIF (@) —F (@)l < a(F (%))
In fact,
a(F(we) — F () = (1O F () — F (@o)l| = BITF (@) —F (wo) Il
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Thus (see for example [4]) the fact that », is & minimum of the function
a(F (@) +B|IF (v) — F(m,)]| implies that it is a local Pareto minimum of
problem (VP). ,
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Commutative differential algebras with
an algebraic element

by
L. BERG (Rostock)

Dedicated to Jan Mikusisiski
on the 70th birthday

Abstract. There are constructed commutative differential algebras containing
an element h, which satisfies a polynomial equation. For the commutativity it is neces-
sary that the polynomial possesses a double zero. In one case the algebras contain
also an integral of h.

P. Antosik, J. Mikusidski and R. Sikorski in [2] suggested the study
of associative differential algebras confaining an element k with the
properties ‘

@) h o= he

and b’ s 0. Since % should be interpreted as Heaviside’s jump function,
the derivative of % was denoted by

@) s =M.

Axrticle [3] gives a survey of such algebras. Afterwards article [4] was writ-
ten, where (1) was replaced by

(3) h = 3h*—2h3

corresponding to the property h(0) = 1/2. However, the results obtained
so far are not satistactory; particulary, all differential algebras with (1)
or (3) are noncommutative. '

In what follows we construct commutative differential algebras
(ef. [B]) where h satisfies other algebraic relations than (1) and (3). At the
end of this article we list the references [8]-[16], which were omitted in [3]
in printing (the numbering of references refers to this in paper [3]). In
[12] one finds similar differential algebras without an algebraic relation
for h.
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