COLLOQUIUM MATHEMATICUM

VOL. LX/LXI DEDIE A M. ANTONI ZYGMUND 1990

ON THE TOTAL POSITIVITY
OF THE TRUNCATED POWER KERNEL

BY

BORISLAV BOJANOYV (SOFIA)

A kernel K(z,t) is said to be totally positive on X x T if there is an
€ = +1 or ¢ = —1 such that

(1) edet{K(zi,t;)}{L; L, 20

for each choice of the points z; < ... < zyin X andt; < ...< ity in T.
The truncated power kernel

=1 ._ (.’B—t)r-l ifz—-t2>0,

(z -0 ’{o ifz—t<0,

is totally positive on X x T for each X,T C R (see Karlin [4]). This fact
plays a fundamental role in the theory of spline functions. The purpose of
this note is to show that the relation (1) remains true in a more general
setting involving Birkhoff type matrices {K(z;,t;)}.

1. Preliminaries. B-splines with Birkhoff knots. Consider a pair
(x,F) with x = (z;)%,, 21 < ... < Zy, and with an incidence matrix
E = (eij)2,, 2o Denote by |E| the number of 1-entries in E.

We shall say that the pair (x, E) is regular (respectively, s-regular) if:

(i) E is conservative;

(ii) E satisfies the Pélya condition (respectively, the strong Pélya con-
dition).

All notions used above are well known in the theory of Birkhoff interpo-
lation (see [5] for details).

Let (x, E) be a regular pair with |E| = r + 1. Then, by the Atkinson-
Sharma theorem [1], the Birkhoff interpolation problem

(2) P (2i) = fO(zi) if ej=1
has a unique solution p; € =, (7, denotes the set of all algebraic polynomials
of degree n). Equivalently, there exists a unique linear functional

D[(x,E); fl= ) _ cijf\9)(z:)

e;j=1
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satisfying the conditions:
D[(x,E);fl=0 for f(z)=2*, k=0,...,r—1,
D[(x,E);fl=1 for f(z)=2z".

D[(x, E); f] is called the divided difference of f at (x,E). Note that

D[(x, E); f] coincides with the coefficient of " in the polynomial p; which
interpolates f at (x, F), i.e., which satisfies (2).

LEMMA 1. Suppose that the pair (x, E) is regular, x = (z1,...,Zm),

E = (eij)2y, =0 and |E| = r + 1. Then cp,x > 0, where A is the order of
the highest derivative of f at z,,, appearing in the ezpression D[(x, E); f].

Proof. Let ¢ be the polynomial from =, that satisfies the interpolation
conditions
P (2;) = bimbix if ej=1.
Then
Cmi = D[(X’E);(P] .
On the other hand, D[(x, E); ¢] is the coefficient C of " in the polynomial
. Thus

(3) sign ¢y = sign C = sign (M (z ).

Now a very careful study of the behaviour of the sign changes in the
sequence ¢(z),¢'(z),...,¢")(z) when z runs from a := z; to b := z,,
shows that ¢(*)(b),...,4(")(b) does not contain a sign change. Therefore
sign (") (b) = sign () (b) = 1, which, in view of (3), completes the proof.

For regular (x, E) with |E| = r + 1, the function
B[(x7 E);t] = D[(x, E)’( .y _t):-l

is said to be a B-spline of degree r — 1 with knots (x, F). This natural
extension of the original Curry-Schoenberg B-splines was introduced and
studied in [2). Many of the crucial properties of the extended B-splines
B[(x, E);t] were proved there. It is known, for instance, that B[(x, E);1]
has a finite support and does not change sign on R. This could be derived
from a general theorem about the number of zeros of polynomial splines
with Birkhoff knots (see Theorem 7.13 in [5]). We give here a new, simple
direct proof of this fact.

PROPOSITION 1. Let a pair (x, E) be s-regular and |E| =r + 1. Then

(5) B[(x,E);t]=0 for t¢[z1,2m],
(6) B[(x,E);t]>0 for te€ (z1,2m).
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Proof. The equality (5) is clear since the function g(z) := (z — t)}™*
vanishes on (z,,z,,) for t > z,, and g coincides on (z;,z,) with the poly-
nomial (z — )" for each fixed ¢ < z;.

Let us prove (6). According to the remark after the definition of the
divided difference, B(t) := B[(x, E);t] is the coefficient of z” in the poly-
nomial p € w, which interpolates g at (x,E). Notethat p Z0and p# g
in (z;,%,), and consequently, in any subinterval of (z;,2z,,). Therefore
p(z) — g(z) has only isolated zeros in (z1,z,,). Since p(z) — g(z) van-
ishes at (x, E), we see by Rolle’s theorem and the s-regularity assump-
tion that p("~V(z) — ¢("~1(z) must have at least two sign changes in
(1,%m). This is possible only if p{"~1)(z) is an increasing linear func-
tion, i.e., if p has positive leading coefficient B(t). This completes the
proof.

Our further considerations are based on the total positivity of a certain
matrix of the form {B[(x;, F;); t;]}. In order to formulate the result we need
some definitions.

Given an mteger r > 0 and a pair (x,F) such that z; < ... < z,,
E = (&), 5 J_o, |E| = r+ N, we defined in [2] the (r + 1)-partition
of (x,E) to be a sequence of pairs {(x;, E;)}L, obtained from (x, E) in
the following way. Order the elements of E row by row, i.e., in the man-
NeT €10,.+-5€1,r—13+++y€m0s -+ +3€m,r—1 and number the 1-entries in this se-
quence from'1 tor+ N. Let e,€,41,...,€, be the rows of E which contain
r 4+ 1 consecutive l-entries starting from the ith one. Suppose that the
first row e, (respectively, the last row e;) contains n; (respectively, ny) 1-
entries of this (r + 1)-sample. We denote by E; the matrix {e,,...,e;} in
which all 1’s in the sequence ey, ..., €p 1 (respectively, in eq,...,€4,r-1)
except the first n; (respectively, ny) are replaced by 0. Finally, define
Xi = (Tp,...,%q).

We say that the (7 + 1)-partition {(x;, E;)} of (x, E) is s-regular if each
(xi, E;) is s-regular.

PROPOSITION 2. Let x = (Zoy...,Zm41), To < 1 < ... < Typ_1,
= (ei;)h! ;:0 and |E| = r + N. Suppose that the (r + 1)-partition

{(xk, Ex)}Y_, of (x, E) is s-regular. Then

(7 A := det{B(1j)}izy, g 2 0

Joranyn <...< 7N satisfying T; < T4y, j = 1,...,N — r, where By :=
B[(xk, Ex); - ]. Moreover, A is positive if and only if

Tx €Esupp B, k=1,...,N.

This extension of the Schoenberg-Whitney theorem (see [6]) was proved
in [2].
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2. Main result. A spline function of degree 7 — 1 with knots & < ... <
&, of respective multiplicities 1,...,v, is any expression of the form

n y-1

s(2) = p(2)+ 3 Y analz - &)1

k=1 A=0
where {a;)} are real constants and p € 7,_;.

Let (x, E) be a given pair with x = (zo,...,Zm41), @ = 2o < 23 <

... < Zm41 = b, and with an incidence matrix E = (e;;)72}’ jZp such that

|E] = r + N. Consider the Birkhoff interpolation problem

(8) s (z;) = fi; if ej= 1,‘

where {f;;} are given values and p(z) is written in the form
p(z)=ap+ai(z—a)+...+ar1(z—a)" L.

In what follows we define s(/)(z) as s(9)(z + 0) in case s(9) is discontinuous
at z. Denote by V = V[(x, E),(&,v)] the matrix of the system (8) with
respect to the unknowns

A0y yQr—1,8105+++9Q1 0y =1y+++38n0y+++38p py, —1 -
We shall show that
edetV[(x, E),(&,v)] >0

for each x and £ with some € = (—1)? where o depends only on the structure
of E. In a fairly general situation, including quasi-Hermitian E, we find the
explicit value of ¢ and thus provide a new proof of a fundamental result of
S. Karlin [4).

We start with an auxiliary lemma.

Denote, for simplicity, by

{ul(t)’ ceey un(t)}(j)|¢=i.'
eij=1, ej€FE

the matrix consisting of the rows
u(lj)(t,-), ceey ugj)(t,-)

ordered according to the position of the l-entries e;; in the sequence of
consecutive rows of the incidence matrix E = (e;;).

LEMMA 2. Let (y,G) be a given pair with'y = (41,...,yx) and with an

incidence matriz G = (g:;)5-, ;;(1, such that |G| = r. Let

A= [{lvz—a,-"’(z_a)r—l}(j)|3=yi] .
9i;=1 9i;€G
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Suppose that (y,E) is a regular pair. Then there is a positive integer o
depending only on G such that

(-1)°detA >0

for each a < y3 < ... < yk. Moreover, if the l-entries of g; :=
(gioy- - -+ 9i,r—1) remain in the lowest |g;| positions of the 1-entries in the
coalescence of g; and g, ., fori=1,...,k—1, then 0 = 0, and if this holds
fori=2,...,k—1, then

o=plp+1)/2+i1+...+1,,
where 1,,...,i, are the positions of 1’s in g, .
Proof. Since (y,G) is a regular pair, by the Atkinson-Sharma theorem
[1], the interpolation problem ,
{ao+ar(z—a)+...+a,_1(z—a) 1} . =0 if g;j=1

has a unique solution. Thus det A # 0 for eacha < y; < ... < yx. One
can even find the sign of det A. In order to do this, note that for fixed
Y1s---5Yk—1, det A is a polynomial function of z := y; — yx—1. Denote this
function by Ax(z). By Taylor’s formula,

(9) Ax(z) =) AP (0)ed /51,

j=0
Let AY‘)(O) be the first nonzero coefficient in (9). It is not difficult to see

that A?)(O) is equal (up to a positive integer factor) to a determinant Ax_,
that is obtained from Ag(z) by replacing its last n := |g,| rows with rows
of the form '
{Liz-a,...,(z- a)r-l}(j)lr=yk—1

for 3 = 51,...,7n, where j1,...,j, are the positions of the first n 0-entries in
the sequence (gk—1,4,- -+, 9k—1,,—1), p being the position of the first 1-entry
in g;. Clearly,

sign Ax(z) = sign Ax_y
for sufficiently small z > 0.

Now Ak_; is a determinant corresponding to 4; < ... < yx_; and an
incidence matrix G—; which is obtained from G by coalescence of the last
two rows g, _; and g;.

Repeating this procedure with respect to Ax_; we get Ax_5, and so on.
Finally, we come to the relation

sign Ax(z) = sign A4, ,
where A, is a Taylor matrix

[{l,a: —a,...,(z - a)"‘l}(j)|,=a]

J =30y -5 Jr1
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with (jo,...,Jr—1) a certain permutation of (0,...,r — 1). Thus

signdet A = (-1)7,
where o is the number of transpositions needed to rearrange the numbers
(Joy---5Jr—1) in the natural order.

It is easily seen that o = 0, i.e., (jo,...,5r-1) = (0,...,7 — 1), if the
assumption of the lemma holds for ¢ = 1,...,k — 1. For example, this
clearly holds if g; contains only one block §; := [gi 1, ..., gii+4] of 1-entries
(I is the level of B;) for ¢ = 1,...,k and the level increases or remains the
same when ¢ increases. This condition holds for Hermitian matrices G.

Another particular case: if the previous assumption holds fori = 2,...,k
and ¢#;,...,%, are the positions of the 1-entries in g;, then

(jOa- -'vjr-l) = (il,- . -,'ipakl,' . °akr—p) ’
where k) < ... < ky_p and thus

o= -1)+(@-2)+...+(p—-p)=p(p+1)/2+41+...+1%,.
The lemma is proved.

THEOREM 1. Letx = (20, Z1y-++yTm+1), 8 =20 < 23 < ... < Tyy1 = b,

E = (ei;)2t! 520 ond |E| = r+ N. Suppose that {(xx, Ex)}L, is an s-

regular (v + 1)-partition of (x, E). Then there is a o, depending only on E,
such that

(-1)7 det V[(x, E), (§,v)] 2 0
for each choice of the set
6 = (Tla'“’TN) = ((élaul)a"-’(fnvun))

of points §; < ... < £, with respective multiplicities v,,...,v, such that
1<y;<r,i=1,...,n,n+...+ v, = N. Moreover,

(-1)° det V|[(x, E),(&,v)] >0
if and only if 7; € supp B[(x;, E;);t),i=1,...,N.
Proof. Clearly the matrix V[(x, E), (§,v)] consists of the rows
wi; = {L,(z—a),...,(z - a)"" 1, K(z,6),..., K" (z,6,)}D| .=,
where (2, j) runs over the indices of all 1-entries eij in the sequence

€00y ---1€0,r—1y+++3€10s+++3€1,r—1s++yCm41,05+++yCm41,r—1

and K(z,t) := (z - t)}"!, KY(z,t) := (87/0t/)K(z,t). In order to find
det V' we shall perform some elementary transformations in V, writing in
rowr+ k (k=1,...,N) alinear combination of rows

Vrtk = Z Ci;Wij

e;j=1
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where the sum is over the 1-entries of E; and {c;;} are the coefficients in
the divided difference

D[(xk, Ex); f1= ) €ijf9(zi).
€ij =1
Denote by a, the coefficient of the highest derivative at the last point of x;
appearing in D[(xg, Ex); f]. According to Lemma 1,
(10) ar > 0.

Denote by Vj the matrix obtained from V by the described transformation
ofrowsr+1,...,7+ N. Clearly det V = adetVp with a :=1/(a;...axn),
and the (7 + k)th row of V is of the form

vork = {Di[1),..., Dil(z — a)""], Di[K (2, &41)), . . ., De[ K~V (2, £,)]}

where Dy := D[(xk, Ex); - ]. Using the property Di[f] = 0 for all f € 7,_;
and the definition of B-splines we see that

v0, =1{0,...,0,Bi(&1),..., BV (&)} -

Let #;,...,i, be the positions of the 1-entries in (eqq,...,€0,r-1). Then, by
the Laplace formula,

(11) detV = adetA- det{Bk('r_,')}f:':l,_?f__l

where
A= [{l’z - a. ,,,(:E - a)r-l}(j)|3=3.‘]
€ij = 1, €;; € Ey

and Ep is obtained from E; by replacing the last 1-entry (i.e., the last 1
in the last row of E;) by 0. Since E; was assumed to be s-regular, E is
regular. Then, by Lemma 2, det A # 0. Further, by Proposition 2,

A= det{Bk(Tj)}g=l,,]iv=l >0

and strict inequality holds if and only if 7 € supp By, k= 1,..., N. There-
fore, in view of (10) and (11), det V' # 0 if and only if A # 0, and

(12) signdet V =signdet A.
The theorem is proved.

Next we derive Karlin’s total positivity theorem as a particular case of
Theorem 1.

COROLLARY 1. Let (x, E) be any pair with x = (z9,21,...,Zm41), @ =

Zo < 23 < ...< ZTypy1 = b, and with a quasi- Hermitian incidence matriz
E = (e;i;)7xk! 525 such that |E| = r + N. Suppose that {(xk, Ex)}_, is an
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s-regular (r + 1)-partition of (x, E). Then

det {1’ (z - a)’ . .,(2 - a)r—l’ K(za El)’ o -’K(y.—l)(zacn)}(j)|z=z.~

n >0
eij=1, e;€EE

for each choice of points & < ... < &, with respective multiplicities
Vige.oglp Such that 1 < y; <r,t=1,....n, 1 +...4+v, = N. Here
E is the matriz obtained from E by replacing the first r 1-entries by 0 (i.e.,
annihilating the matriz Ey). Strict inequality holds if and only if

T; € supp B[(x;, E;);t], i=1,...,N.

Proof. Denote the determinant considered by W. Clearly, up to a
positive constant,

W = (—1)° detV = (—1)° det A - det{Bi(r;)} ,

where o and A are as in the theorem. Since F,; is quasi-Hermitian, sign det A
= (—1)? and the assertion follows from Theorem 1.

REFERENCES

[1] K.Atkinsonand A.Sharma, A partial characterization of poised Hermite—Birkhoff
interpolation problems, SIAM J. Numer. Anal. 6 (1969), 230-235.

[2] B. Bojanov, B-splines with Birkhoff knots, Constr. Approx. 4 (1988), 147-156.

(3] H.B.Curryandl. J. Schoenberg, On Pdlya frequency functions. IV. The funda-
mental spline functions and their limits, J. Analyse Math. 17 (1966), 71-107.

[4] S. Karlin, Total positivity, interpolation by splines and Green’s function of differen-
tial operators, J. Approx. Theory 4 (1971), 91-112.

[5] G.G.Lorentz, K. Jetter and S. D. Riemenschneider, Birkhoff Interpolation,
Encyclopedia Math. Appl. 19, Addison—-Wesley, Reading, Mass., 1983.

(6] I. J. Schoenberg and A. Whitney, On Pdlya frequency functions. III, Trans.
Amer. Math. Soc. 74 (1953), 246-259.

DEPARTMENT OF MATHEMATICS
UNIVERSITY OF SOFIA

BOUL. A. IVANOV 5

1126 SOFIA, BULGARIA

Regu par la Rédaction le 20.4.1990



