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#### Abstract

Applying the topological transversality method of Granas and the a priori bounds technique we prove some existence results for systems of differential inclusions of the form $y^{\prime \prime} \in F\left(t, y, y^{\prime}\right)$, where $F$ is a Carathéodory multifunction and $y$ satisfies some nonlinear boundary conditions.


§1. Introduction. In this paper we study the existence of solutions to differential inclusions of the form

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right)  \tag{*}\\
y \in \mathcal{B}
\end{array}\right.
$$

where $F:[a, b] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a multifunction and $\mathcal{B}$ denotes the (in general, nonlinear) boundary conditions. Our approach applies the topological transversality method of Granas and the a priori bounds technique for a class of multifunctions $F$ with compact convex values satisfying Carathéodory conditions (cf. [35], [36]).

Differential inclusions have been studied by many authors, for example [1], [9], [6], [7], [5], [17], [28], [35], [36], [39] (see [36] for a historical outline and extensive list of references).

The topological transversality method of Granas and the a priori bounds technique have been used before in the study of boundary value problems in [27], [23], [24], [25], [26] (for scalar second order equations with continuous function $F$ ), in [17] (for scalar second order equations with multivalued function $F$ ) and in [22] (for scalar equations and Carathéodory function $F$ ).

In this paper we apply the method of Granas to the study of second order systems of differential inclusions. The results obtained in this way may be viewed as improvements, even in the case where $F$ is a single-valued

[^0]Carathéodory multifunction (cf. [27], [2], [11], [13], [31], [32], [30]). In fact, the classical methods are not always applicable in some situations treated here.

We also show the existence of solutions $y(t)$ to $(*)$ such that $y(t)$. $P(t) y(t) \leq r^{2}$, where $P(t)$ is a given symmetric positive definite matrix. Such problems were considered in [31], [32], [11] and [14] (see also [16] and [15]). In addition in $\S 6$ we apply results obtained in the previous sections to study differential inclusions on the infinite interval $[0, \infty)$.

The problems studied in $\S 6$ are related to [27] and [17] where differential equations of second order on an infinite interval were studied by similar methods. (See also [6], [7], [39]).
§ 2. Preliminaries. Suppose that $\mathbb{E}$ and $\mathbb{F}$ are spaces and $X \subset \mathbb{E}$ and $Y \subset \mathbb{F}$ are subsets. By $\mathcal{K}(Y)$ we denote the family of all nonempty convex and compact subsets of $Y$. A multivalued map $\Gamma: X \rightarrow \mathcal{K}(Y)$ is called upper semi-continuous (u.s.c.) if $\{x \in X: \Gamma(x) \subset U\}$ is an open subset of $X$ for any open $U$ in $Y . \Gamma$ is said to be compact if $\Gamma(X)=\bigcup\{\Gamma(x): x \in X\}$ is relatively compact in $Y$. We denote by $\mathcal{C}$ the class of all multivalued, compact and upper semi-continuous maps $\Gamma$ with nonempty, closed and convex values. Let $K$ be a convex subset of the Banach space $\mathbb{E}$. For any bounded closed subset $A$ and $B$ of $K$, such that $B \subset A$, we denote by $\mathcal{C}_{K}(A, B)$ the set of all multivalued maps $\Gamma: A \rightarrow \mathcal{K}(Y)$ such that (i) $\Gamma \in \mathcal{C}$ and (ii) $x \notin \Gamma(x)$ for all $x \in B$.

Let us present a short outline of the topological transversality method of Granas.
(2.1) Definition. A multivalued map $\Gamma \in \mathcal{C}_{K}(A, B)$ is called essential if for every multivalued map $G \in \mathcal{C}_{K}(A, B)$ such that $\left.\left.G\right|_{B} \equiv \Gamma\right|_{B}$ there exists a fixed point $x \in A$ of $G$, i.e. $x \in G(x)$.

It is well known (see [10]) that if $U$ is a bounded open subset of $K$ and $p \in U$ then the map $G(x) \equiv\{p\}, x \in \bar{U}$, is essential in $\mathcal{C}_{K}(\bar{U}, \partial U)$.
(2.2) Definition. Two multivalued maps $\Gamma, G \in \mathcal{C}_{K}(A, B)$ are said to be homotopic (notation $\Gamma \sim G$ ) if there is a compact homotopy $H: A \times[0,1] \rightarrow \mathcal{K}(K)$ such that $H \in \mathcal{C}$ and (i) $\Gamma \equiv H_{0}, G \equiv H_{1}$, (ii) $H_{\lambda} \in$ $\mathcal{C}_{K}(A, B)$ for all $\lambda \in[0,1]$, where $H_{\lambda}(x):=H(x, \lambda), x \in A, \lambda \in[0,1]$.
(2.3) Theorem (Topological Transversality Theorem). Let $\Gamma, G \in \mathcal{C}_{K}(A, B)$ be two homotopic multivalued maps. Then one of these maps is essential if and only if the other is.

The Topological Transversality Theorem can be reformulated as the following alternative:
(2.4) Corollary. Suppose that $\Gamma \in \mathcal{C}_{K}(A, B)$ and let $H: A \times[0,1] \rightarrow$ $\mathcal{K}(K)$ be a multivalued homotopy such that $H \in \mathcal{C}, H_{0} \equiv \Gamma$ and put $G \equiv H_{1}$. If $\Gamma$ is essential, then either
(i) $G$ is essential, or
(ii) there exist $x \in B$ and $\lambda \in[0,1]$ such that $x \in H(x, \lambda)$.

Suppose that $U$ is a bounded open subset of $K$. As a consequence of (2.3) we have the following corollaries:
(2.5) Corollary (Nonlinear Alternative). Suppose that $\Gamma: \bar{U} \rightarrow$ $\mathcal{K}(K)$ is a multivalued map such that $\Gamma \in \mathcal{C}$ and let $p \in U$. Then either
(i) $\Gamma$ is essential in $\mathcal{C}_{K}(\bar{U}, \partial U)$, or
(ii) there exist $x \in \partial U$ and $\lambda \in(0,1]$ such that $x \in \lambda \Gamma(x)+(1-\lambda) p$.

We say that $\Gamma: K \rightarrow \mathcal{K}(K)$ is completely continuous if $\left.\Gamma\right|_{X} \in \mathcal{C}$ for every bounded subset $X$ of $K$.
(2.6) Corollary (Leray-Schauder Alternative). Suppose that $0 \in K$ and let $\Gamma: K \rightarrow \mathcal{K}(K)$ be a completely continuous multivalued map. Then either
(i) $\Gamma$ has a fixed point in $K$, i.e. there is $x \in K$ such that $x \in \Gamma(x)$, or
(ii) the set $\{x \in K: \exists \lambda \in(0,1)$ with $x \in \lambda \Gamma(x)\}$ is unbounded.

For more facts concerning the topological transversality method for multivalued maps and the proofs of the above results we refer to [10], [17], [36], [21], [30].

In what follows we will consider the following Banach function spaces:

$$
C\left([a, b] ; \mathbb{R}^{m}\right)=\left\{u:[a, b] \rightarrow \mathbb{R}^{m}: u \text { is continuous on }[a, b]\right\}
$$

with the norm $\|u\|_{\infty}=\sup _{t \in[a, b]}\|u(t)\|$ where $\|\cdot\|$ denotes the usual euclidean norm in $\mathbb{R}^{m}$;

$$
L^{2}\left([a, b] ; \mathbb{R}^{m}\right)=\left\{u:[a, b] \rightarrow \mathbb{R}^{m}:\|u(t)\| \text { is } L^{2} \text {-integrable }\right\}
$$

with the norm

$$
\|u\|_{2}=\left(\int_{a}^{b}\|u(t)\|^{2} d t\right)^{1 / 2}
$$

$H^{k}\left([a, b] ; \mathbb{R}^{m}\right)=\left\{u:[a, b] \rightarrow \mathbb{R}^{m}: u\right.$ has weak derivatives

$$
\left.u^{(i)} \in L^{2}\left([a, b] ; \mathbb{R}^{m}\right) \text { for } 0 \leq i \leq k\right\}
$$

with the norm

$$
\|u\|_{2 ; k}=\max \left\{\left\|u^{(i)}\right\|_{2}: 0 \leq i \leq k\right\}
$$

The spaces $H^{k}\left([a, b] ; \mathbb{R}^{m}\right)$ are usual Sobolev spaces of vector functions denoted also by $W^{k, 2}\left([a, b] ; \mathbb{R}^{m}\right)$ (for more details see $[3]$ ).

We now introduce the notion of a Carathéodory map or multifunction which will be central in the results to follow.
(2.7) Definition. A multifunction $F:[a, b] \times \mathbb{R}^{m} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is said to be a Carathéodory multifunction in case it satisfies the following conditions:
(i) the map $t \rightarrow F(t, u)$ is Lebesgue measurable for each $u \in \mathbb{R}^{m}$;
(ii) the map $u \rightarrow F(t, u)$ is u.s.c. for each $t \in[a, b]$;
(iii) for any $r \geq 0$ there is a function $\psi_{r} \in L^{2}[a, b]$ such that for all $t \in[a, b], u \in \mathbb{R}^{m}$ with $\|u\| \leq r$ and $y \in F(t, u)$ we have $\|y\| \leq \psi_{r}(t)$.

We note that as a consequence of conditions (i) and (ii) it follows (cf. [5]) that for each measurable $u:[a, b] \rightarrow \mathbb{R}^{m}$ the map $t \rightarrow F(t, u(t))$ has measurable single-valued selections.

We recall that if $F:[a, b] \times \mathbb{R}^{m} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ then the associated Nemytskiĭ operator $N_{F}: C\left([a, b] ; \mathbb{R}^{m}\right) \rightarrow L^{2}\left([a, b] ; \mathbb{R}^{n}\right)$ is given by

$$
N_{F}(u):=\left\{w \in L^{2}\left([a, b] ; \mathbb{R}^{n}\right): w(t) \in F(t, u(t)) \text { for a.e. } t \in[a, b]\right\}
$$

As a consequence of results of [35], [36], if $F$ is a Carathéodory map, then the Nemytskiĭ operator is well defined with nonempty closed convex values and is such that the composed multivalued map $\left(J \circ N_{F}\right)(u):=J\left(N_{F}(u)\right)$ is completely continuous for any completely continuous linear operator $J$ : $L^{2}\left([a, b] ; \mathbb{R}^{n}\right) \rightarrow C\left([a, b] ; \mathbb{R}^{m}\right)$ (cf. Prop. 1.7 in $\left.[35]\right)$.

Consider now a function $f:[a, b] \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ such that $f=\left(f_{1}, \ldots, f_{n}\right)$, where $f_{i}:[a, b] \times \mathbb{R}^{m} \rightarrow \mathbb{R}, i=1, \ldots, n$. We define
$\underline{f}(t, u):=\left(\underline{f}_{1}(t, u), \ldots, \underline{f}_{n}(t, u)\right) \quad$ and $\quad \bar{f}(t, u)=\left(\bar{f}_{1}(t, u), \ldots, \bar{f}_{n}(t, u)\right)$,
where

$$
\underline{f}_{i}(t, u)=\liminf _{y \rightarrow u} f_{i}(t, y) \quad \text { and } \quad \bar{f}_{i}(t, u)=\limsup _{y \rightarrow u} f_{i}(t, y)
$$

for $i=1, \ldots, n$. Assume that $f_{i}$ and $\bar{f}_{i}$ are well defined finite-valued functions. We introduce the multivalued function $F:[a, b] \times \mathbb{R}^{m} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ defined by

$$
F(t, u):=[\underline{f}(t, u), \bar{f}(t, u)]:=\left[\underline{f}_{1}(t, u), \bar{f}_{1}(t, u)\right] \times \cdots \times\left[\underline{f}_{n}(t, u), \bar{f}_{n}(t, u)\right] .
$$

(2.8) Definition. We say that the multifunction $F$ is of type $\mathcal{M}$ if both $\underline{f}_{i}(t, u(t))$ and $\bar{f}_{i}(t, u(t))$ are measurable for every measurable function $u:[a, b] \rightarrow \mathbb{R}^{m}, i=1, \ldots, n(c f .[17])$.

We note that if the function $f:[a, b] \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ satisfies (i) and (ii) of Definition (2.7), then $\underline{f}_{i}=\bar{f}_{i}=f$ and $f$ is evidently of type $\mathcal{M}$. Moreover, by the definition of the functions $\underline{f}_{i}$ and $\bar{f}_{i}$ we find that $\underline{f}_{i}$ is lower semicontinuous and $\bar{f}_{i}$ is upper semi-continuous with respect to $u$. Therefore $F$ is upper semi-continuous with respect to the variable $u$. This implies that
if $F$ is of type $\mathcal{M}$, and satisfies the growth condition (iii) of Definition (2.7) then $F$ is a Carathéodory map.
§3. Abstract existence theorems for differential inclusions. Let $a_{0}<a_{1}$ be real numbers and assume that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction. Suppose that $g_{i}: \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}, i=0,1$, are continuous functions and let

$$
w_{i}(\widetilde{y}):=A_{i 0} y_{0}+A_{i 1} y_{0}^{\prime}+B_{i 0} y_{1}+B_{i 1} y_{1}^{\prime}, \quad i=0,1
$$

where $A_{i j}, B_{i j} \in \mathbb{R}^{n^{2}}, i, j=0,1$, are matrices and $\widetilde{y}=\left(y_{0}, y_{0}^{\prime}, y_{1}, y_{1}^{\prime}\right) \in \mathbb{R}^{4 n}$. Thus, $w_{i}, i=0,1$, are linear operators from $\mathbb{R}^{4 n}$ to $\mathbb{R}^{n}$.

In this section we study the existence problem for solutions $y \in$ $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ to the differential inclusion

$$
L y \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]
$$

where $L y=y^{\prime \prime}+b(t) y^{\prime}+c(t) y$, and $b, c:\left[a_{0}, a_{1}\right] \rightarrow \mathbb{R}^{n^{2}}$ are $L^{2}$-functions which satisfy the boundary conditions

$$
w_{i}(\widetilde{y})=g_{i}(\widetilde{y}), \quad i=0,1
$$

where $\widetilde{y}=\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)$. It is clear that $L$ maps continuously $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ into $L^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.

Let $\mathcal{B}_{0}$ be the set of all functions $y:\left[a_{0}, a_{1}\right] \rightarrow \mathbb{R}^{n}$ satisfying the homogeneous boundary conditions: $w_{i}(\widetilde{y})=0, i=0,1$. We set

$$
\begin{aligned}
H_{\mathcal{B}_{0}}^{2} & :=\left\{y \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right): y \in \mathcal{B}_{0}\right\} \\
L^{2} & :=L^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)
\end{aligned}
$$

We shall make the following assumption in some of the results to follow: (A) The operator $\left.L\right|_{H_{\mathcal{B}_{0}}^{2}}: H_{\mathcal{B}_{0}}^{2} \rightarrow L^{2}$ is one-to-one.

The main result of this section is the following existence theorem. It may also be proved using the results of [36]. However, the proof given below is different.
(3.1) TheOrem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ and $L y=y^{\prime \prime}+b(t) y^{\prime}+c(t) y$ are such that $F$ is a Carathéodory multifunction and $L$ satisfies the assumption (A). If there is a constant $M<\infty$ such that $\left\|\left(y, y^{\prime}\right)\right\|_{0}:=\max \left\{\|y\|_{\infty},\left\|y^{\prime}\right\|_{\infty}\right\}<M$ for all solutions $y$ to the differential inclusion

$$
\begin{cases}L y \in \lambda F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\ w_{i}(\widetilde{y})=\lambda g_{i}(\widetilde{y}), & i=0,1\end{cases}
$$

for $\lambda \in[0,1]$, then the differential inclusion

$$
\begin{cases}L y \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{2}\\ w_{i}(\widetilde{y})=g_{i}(\widetilde{y}), & i=0,1\end{cases}
$$

has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
Proof. Put

$$
\begin{aligned}
& C:=C\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n} \times \mathbb{R}^{n}\right), \quad H^{2}:=H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right), \\
& \widetilde{L}: H^{2} \rightarrow L^{2} \times \mathbb{R}^{n} \times \mathbb{R}^{n}, \quad \widetilde{L} u=\left(L u, w_{0}(\widetilde{u}), w_{1}(\widetilde{u})\right),
\end{aligned}
$$

$j: H^{2} \rightarrow C, j(u)=\left(u, u^{\prime}\right)$, where $u \in H^{2}$ and $\widetilde{u}=\left(u\left(a_{0}\right), u^{\prime}\left(a_{0}\right), u\left(a_{1}\right)\right.$, $\left.u^{\prime}\left(a_{1}\right)\right) \in \mathbb{R}^{4 n}$. By the Ascoli theorem $j$ is a completely continuous linear operator.

Next, we define a multivalued map $\Gamma: C \rightarrow L^{2} \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ by

$$
\Gamma(u, v):=\left\{w \in L^{2}: w(t) \in F(t, u(t), v(t)) \text { a.e. }\right\} \times\left\{g_{1}(\bar{u}, \bar{v})\right\} \times\left\{g_{2}(\bar{u}, \bar{v})\right\}
$$

where $(u, v) \in C$ and $(\bar{u}, \bar{v})=\left(u\left(a_{0}\right), v\left(a_{0}\right), u\left(a_{1}\right), v\left(a_{1}\right)\right) \in \mathbb{R}^{4 n}$.
We consider the following diagram:


By the assumption (A) the operator $\left.L\right|_{H_{\mathcal{B}}^{2}}: H_{\mathcal{B}_{0}}^{2} \rightarrow L^{2}$ is one-to-one, and therefore the linear operator $\widetilde{L}: H^{2} \rightarrow L^{2} \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ is an isomorphism. Indeed, by the open mapping theorem it is sufficient to verify that $\widetilde{L}$ is surjective. Let $r_{0}, r_{1} \in \mathbb{R}^{n}$ and let $y_{0} \in H^{2}$ be the unique solution to the equation $L y_{0}=0$ which satisfies $w_{i}\left(\widetilde{y}_{0}\right)=r_{i}, i=0,1$. Then $\widetilde{L}^{-1}\left(x, r_{0}, r_{1}\right)=L^{-1} x+y_{0}$, where $L^{-1}$ is the inverse of $L: H_{\mathcal{B}_{0}}^{2} \rightarrow L^{2}$.

Since the operator $\widetilde{L}$ is invertible, we can define a multivalued map $\mathcal{F}$ : $C \rightarrow C$ by $\mathcal{F}(w):=j \circ \widetilde{L}^{-1} \circ \Gamma(w), w \in C$. Since $F$ is a Carathéodory map, $\mathcal{F}$ is a completely continuous multivalued map with nonempty compact convex values, i.e. $\left.\mathcal{F}\right|_{X} \in \mathcal{C}$ for all bounded sets $X \subset C$.

We wish to solve (2), i.e. we are looking for $y \in H^{2}$ such that $\widetilde{L} y \in$ $\Gamma(j(y))$, that is, $y \in \widetilde{L}^{-1} \circ \Gamma(j(y))$. It follows that $j(y) \in j \circ \widetilde{L}^{-1} \circ \Gamma(j(y))$ and we see that the problem (2) is equivalent to the fixed point problem

$$
w \in \mathcal{F}(w), \quad w=(u, v) \in C
$$

Put $U:=\left\{(u, v) \in C:\|(u, v)\|_{0}<M\right\}$ and let $H: \bar{U} \times[0,1] \rightarrow C$ be the homotopy defined by $H(w, \lambda)=\lambda \mathcal{F}(w), w \in \bar{U}, \lambda \in[0,1]$. The homotopy $H$ is a well defined multivalued homotopy such that $H \in \mathcal{C}$. Suppose that $w \in H(w, \lambda)$ for some $\lambda \in[0,1]$. Then by definition of $H$, it follows that $w \in \operatorname{Im}(j)$, thus $w=\left(u, u^{\prime}\right)$, and therefore $u$ satisfies the differential inclusion $\left(2_{\lambda}\right)$. By hypothesis, $\|w\|_{0}<M$, thus $w \in U$. Now we can apply Corollary (2.5) or Theorem (2.3) to obtain the existence of a fixed point of $\mathcal{F}$ in the set $U$. Indeed, for every $\lambda \in(0,1]$ there is no $w \in \partial U$ such
that $w \in \lambda F(w)$, therefore the condition (ii) of Corollary (2.5) cannot be satisfied, and it follows that $\mathcal{F}_{0}:=\left.\mathcal{F}\right|_{\bar{U}}: \bar{U} \rightarrow C$ is essential in $\mathcal{C}_{C}(\bar{U} ; \partial U)$.

We should remark that Theorem (3.1) may be stated in the following, slightly more general form, admitting a broader class of deformations of the boundary conditions. The proof is essentially the same and therefore is omitted.
(3.2) Theorem. Let L satisfy (A) and let $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ be a Carathéodory multifunction such that $\mathcal{F}_{0}: \bar{U} \rightarrow C$ (defined in the proof of (3.1)) is an essential map in $\mathcal{C}_{C}(\bar{U} ; \partial \bar{U})$. Suppose that $h_{i}: \mathbb{R}^{4 n} \times[0,1] \rightarrow$ $\mathbb{R}^{n}, i=0,1$, are continuous maps such that $h_{i}(\cdot, 0) \equiv g_{i}$ for $i=0,1$. If $\left\|\left(y, y^{\prime}\right)\right\|_{0}<M$ for all solutions $y$ to the differential inclusion

$$
\begin{cases}L y \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\ w_{i}(\widetilde{y})=h_{i}(\widetilde{y}, \lambda), & i=0,1\end{cases}
$$

for $\lambda \in[0,1]$, then the differential inclusion

$$
\begin{cases}L y \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{3}\\ w_{i}(\widetilde{y})=h_{i}(\widetilde{y}, 1), & i=0,1\end{cases}
$$

has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
Finally, we can apply the Leray-Schauder Alternative (Corollary (2.6)) to obtain the following theorem.
(3.3) TheOrem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction and $L y=y^{\prime \prime}+b(t) y^{\prime}+c(t) y$ satisfies the assumption (A). Let $U \subset C\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ be an open and bounded neighborhood of zero. Suppose that for all $\lambda \in(0,1)$ the differential inclusion

$$
\begin{cases}L y \in \lambda F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right], \\ w_{i}(\widetilde{y})=\lambda g_{i}(\widetilde{y}), & i=0,1\end{cases}
$$

has no solution $y \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ such that $\left(y, y^{\prime}\right) \in \partial U$. Then the differential inclusion

$$
\begin{cases}L y \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{2}\\ w_{i}(\widetilde{y})=g_{i}(\widetilde{y}), & i=0,1,\end{cases}
$$

has a solution $y \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ such that $\left(y, y^{\prime}\right) \in \bar{U}$.
Proof. We use the same notation as in the proof of (3.1). We have the diagram

and the problem (2) is equivalent to the fixed point problem

$$
w=\mathcal{F}(w):=j \circ \widetilde{L}^{-1} \circ \Gamma(w), \quad w \in C .
$$

We have $\mathcal{F}_{0}:=\left.\mathcal{F}\right|_{\bar{U}} \in \mathcal{C}$, thus we can apply Corollary (2.6). Since the inclusion $w \in \lambda \mathcal{F}_{0}(w), \lambda \in(0,1)$, is equivalent to $\left(2_{\lambda}\right)$, we find that the condition (ii) of (2.6) cannot be satisfied. This implies that $\mathcal{F}_{0}$ has a fixed point in $\bar{U}$.
§4. Existence results for nonlinear differential inclusions. The proofs for the abstract theorems, presented in §3, depend on finding bounds for the solutions and their derivatives of first order. This section deals with a priori bounds which are applied to prove the Main Theorem characterizing the existence of solutions to the differential inclusion $y^{\prime \prime} \in F\left(t, y, y^{\prime}\right)$ with the nonlinear boundary conditions.

In this section, unless otherwise specified, we shall assume that $F$ : $\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right), a_{0}<a_{1}$, is a Carathéodory multifunction and $w_{i}, i=0,1$, denotes one of the following sets of linear boundary operators:
$(\alpha) \quad w_{i}(\widetilde{y})=y_{i}$,
( $\beta$ ) $w_{i}(\widetilde{y})=y_{i}^{\prime}$,
$(\gamma) \quad w_{0}(\widetilde{y})=A y_{1}-y_{0}$, or $w_{1}(\widetilde{y})=B y_{1}^{\prime}-y_{0}^{\prime}$, where $A \in O(n), B \in G L(n)$, and $x \cdot A B^{-1} y \leq 0$ provided $x \cdot y \leq 0$,
where $\widetilde{y}=\left(y_{0}, y_{0}^{\prime}, y_{1}, y_{1}^{\prime}\right) \in \mathbb{R}^{4 n}$. As in $\S 3$, let $\mathcal{B}_{0}$ denote the set of functions satisfying the homogeneous boundary conditions $w_{i}(\widetilde{y})=0, i=0,1$, and $H_{\mathcal{B}_{0}}^{2}:=\left\{y \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right): y \in \mathcal{B}_{0}\right\}, L^{2}:=L^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$. It is well known that the operator $L_{0}: H_{\mathcal{B}_{0}}^{2} \subset L^{2} \rightarrow L^{2}, L_{0} y:=y^{\prime \prime}$, has a discrete denumerable spectrum $\sigma\left(L_{0}\right) \subset \mathbb{R}$ (cf. [4]), thus for all small $\varepsilon>0$ the operator $L y:=y^{\prime \prime}-\varepsilon y$ satisfies the assumption (A).

We shall state the following hypothesis, which is a generalization of analogous conditions from [27], [23], [24], [25], [26], [17], [13].
(H1) There exists a constant $R>0$ such that if $\left\|y_{0}\right\|>R$ and $y_{0} \cdot y_{0}^{\prime}=0$ then there is a $\delta>0$ such that

$$
\underset{t \in\left[a_{0}, a_{1}\right]}{\operatorname{ess} \inf } \inf \left\{y \cdot w+\left\|y^{\prime}\right\|^{2}: w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0
$$

where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}:\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
In the case where $F$ is a continuous function (H1) reduces to the classical Nagumo-Hartman condition (cf. [29]) and becomes simply $y \cdot F\left(t, y, y^{\prime}\right)+$ $\left\|y^{\prime}\right\|^{2}>0$ if $\|y\|>R$ and $y \cdot y^{\prime}=0$. In the scalar case (H1) in a modified form was used in, for example, [27], [23], [24], [25], [26], [22]. In the latter, the authors considered an even more general condition for the case when $F$ is a Carathéodory function. Another example of a multivalued function satisfying (H1) was considered in [12].

The next two lemmas will be used to obtain the necessary a priori bounds required in Theorems (3.1) and (3.2).
(4.1) Lemma. Let $\varepsilon>0$ be such that Ly $=y^{\prime \prime}-\varepsilon y$ satisfies (A) and suppose that $F$ satisfies $(\mathrm{H} 1)$. Let $Y$ be a solution to the differential inclusion $y^{\prime \prime}-\varepsilon y \in \lambda\left[F\left(t, y, y^{\prime}\right)-\varepsilon y\right], \lambda \in[0,1]$, such that the function $r(t)=\|y(t)\|^{2}$ achieves its maximum at a point $t_{0} \in\left[a_{0}, a_{1}\right]$ with $r^{\prime}\left(t_{0}\right)=0$. Then $\|y(t)\| \leq$ $R$ for all $t \in\left[a_{0}, a_{1}\right]$.

Proof. Notice that the multifunction $F_{\lambda}\left(t, y, y^{\prime}\right):=\lambda F\left(t, y, y^{\prime}\right)+(1-$ $\lambda) \varepsilon y$ also satisfies (H1). For, let $w_{1} \in F_{\lambda}\left(t, y, y^{\prime}\right)$ and $\lambda w=w_{1}-(1-\lambda) \varepsilon y$, where $w \in F\left(t, y, y^{\prime}\right)$. We can suppose that $\lambda>0$. If $\left\|y_{0}\right\|>R$ and $y_{0} \cdot y_{0}^{\prime}=0$ then for $\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}$, where $\delta>0$ is given by (H1), we have

$$
\begin{aligned}
y \cdot w_{1}+\left\|y^{\prime}\right\|^{2} & =\lambda y \cdot w+(1-\lambda) \varepsilon\|y\|^{2}+\left\|y^{\prime}\right\|^{2} \\
& =\lambda\left(y \cdot w+\left\|y^{\prime}\right\|^{2}\right)+(1-\lambda)\left[\varepsilon\|y\|^{2}+\left\|y^{\prime}\right\|^{2}\right] \\
& \geq \lambda\left[y \cdot w+\left\|y^{\prime}\right\|^{2}\right]
\end{aligned}
$$

thus

$$
\begin{aligned}
\underset{t \in\left[a_{0}, a_{1}\right]}{\operatorname{ess} \inf } \inf & \left\{y \cdot w_{1}+\left\|y^{\prime}\right\|^{2}: w_{1} \in F_{\lambda}\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\} \\
& \geq \lambda \underset{t \in\left[a_{0}, a_{1}\right]}{\operatorname{ess} \inf } \inf \left\{y \cdot w+\left\|y^{\prime}\right\|^{2}: w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0 .
\end{aligned}
$$

Suppose now that $r\left(t_{0}\right)=\max r(t)>R^{2}$ and $r^{\prime}\left(t_{0}\right)=2 y\left(t_{0}\right) \cdot y^{\prime}\left(t_{0}\right)=0$. Since $\left(y(t), y^{\prime}(t)\right) \rightarrow\left(y\left(t_{0}\right), y^{\prime}\left(t_{0}\right)\right)$ as $t \rightarrow t_{0}$, there exists an $\alpha>0$ and an $\eta>0$ such that for almost every $t \in A_{\eta}:=\left\{t \in\left[a_{0}, a_{1}\right]:\left|t_{0}-t\right|<\eta\right\}$

$$
\inf \left\{y(t) \cdot w+\left\|y^{\prime}\right\|^{2}: w \in F_{\lambda}\left(t, y(t), y^{\prime}(t)\right)\right\}>\alpha>0
$$

and therefore

$$
\frac{1}{2} r^{\prime \prime}(t)=y(t) \cdot y^{\prime \prime}(t)+\left\|y^{\prime}(t)\right\|^{2}>0
$$

for almost every $t \in A_{\eta}$. But this contradicts the maximum principle (see [3]).
(4.2) Lemma. Let $\phi:(0, \infty) \rightarrow[0, \infty)$ be a function such that $s / \phi(s) \in$ $L_{\mathrm{loc}}^{\infty}[0, \infty)$ and let $\alpha, K, R, \tau$ be nonnegative constants such that

$$
\begin{align*}
& \int_{M_{1}}^{\infty} \frac{s d s}{\phi(s)}>\frac{T}{2} M_{1}+2 \alpha R^{2}  \tag{4}\\
& \quad \text { where } M_{1}:=\frac{4 R(1+\alpha R)}{T}+\frac{K T}{4}, T=a_{1}-a_{0}
\end{align*}
$$

Then there exists a constant $M$ (depending only on $\phi(s), \alpha, R, \tau, K)$ with the following property. Suppose $x \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ satisfies

$$
\begin{equation*}
\left\|x^{\prime \prime}(t)\right\| \leq \phi\left(\left\|x^{\prime}(t)\right\|\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right], a_{1}-a_{0} \geq \tau \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\|x(t)\| \leq R \quad \text { for all } t \in\left[a_{0}, a_{1}\right], \tag{6}
\end{equation*}
$$

$$
\left\|x^{\prime \prime}(t)\right\| \leq \alpha r^{\prime \prime}(t)+K \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right],
$$

where $r(t)=\|x(t)\|^{2}$. Then $\left\|x^{\prime}(t)\right\| \leq M$ for all $t \in\left[a_{0}, a_{1}\right]$.
Proof. The proof is standard and is similar to the proof of this result when $x \in C^{2}$ (cf. [29]). However, we have to apply here the following lemma (cf. [17]).

Lemma. Let $f \in W^{1,1}[a, b]$ be a function such that $k_{1}<f(t)<k_{2}$ for all $t \in[a, b]$ and let $g:\left[k_{1}, k_{2}\right] \rightarrow \mathbb{R}$ be measurable and bounded. Then

$$
\int_{f(a)}^{f(b)} g(x) d x=\int_{a}^{b} g(f(t)) f^{\prime}(t) d t
$$

Before we present the existence results, we shall state some additional hypotheses on the mutlifunction $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ :
(H2) There is a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that $s / \phi(s) \in$ $L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$, and $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:\|x\| \leq R\right\}$, where $R$ is the same as in (H1).
(H3) There exist constants $k, \alpha>0$ such that

$$
\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \alpha\left(y \cdot w+\left\|y^{\prime}\right\|^{2}\right)+k
$$

for a.e. $t \in\left[a_{0}, a_{1}\right]$, all $\left(y, y^{\prime}\right) \in \mathcal{D}$ and $w \in F\left(t, y, y^{\prime}\right)$.
The conditions (H2) and (H3) are related to the usual Bernstein-Nagumo growth conditions (cf. [29], [25], [17], etc.) and for a continuous single-valued function $F$ they coincide with these conditions.

Now we introduce the hypotheses which are related to the classes of boundary conditions which we shall study.

Let $G_{i}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{n}, i=0,1$, be continuous functions. For a fixed function $G_{i}, i=0,1$, we introduce the following conditions:
(N1) One of the following inequalities is satisfied for all $u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime} \in$ $\mathbb{R}^{n}$ :

$$
(-1)^{i}\left[u_{i} \cdot u_{i}^{\prime}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right) \cdot u_{i}^{\prime}\right] \geq 0 .
$$

(N2) One of the following inequalities is satisfied for all $u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime} \in$ $\mathbb{R}^{n}$ :

$$
(-1)^{i}\left[u_{i} \cdot u_{i}^{\prime}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right) \cdot u_{i}\right] \geq 0 .
$$

(N3) One of the following relations is satisfied for all $\lambda \in[0,1]$ and all $u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime} \in \mathbb{R}^{n}$ such that $\left\|u_{i}\right\|>R$ :

$$
u_{i} \neq \lambda\left[u_{i}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)\right] .
$$

The conditions (N1) and (N2) are associated with the conditions $(-1)^{i} g_{i}(\widetilde{y}) \cdot y_{i} \geq 0$ and $(-1)^{i} g_{i}(\widetilde{y}) \cdot y_{i}^{\prime} \geq 0$ resp., where $i=0,1, \widetilde{y}=$ $\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)$ and $G_{i}(\widetilde{y})=y_{i}-g_{i}(\widetilde{y})$ and $G_{i}(\widetilde{y})=y_{i}^{\prime}-g_{i}(\widetilde{y})$ respectively. Special cases of these have been considered by many authors, see e.g. [25], [36], [32].

Theorem 4.3 (Main Theorem). Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses $(\mathrm{H} 1)-(\mathrm{H} 3)$ are satisfied, and let $G_{i}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{n}, i=0,1$, be continuous functions satisfying one of the conditions (N1)-(N3). Then the nonlinear boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right],  \tag{P}\\
G_{i}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)=0, \quad i=0,1,
\end{array}\right.
$$

has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
Proof. If $G_{i}$ satisfies (N1) or (N3) we consider the nonlinear boundary condition

$$
\begin{equation*}
y\left(a_{i}\right)=\lambda\left[y\left(a_{i}\right)-G_{i}(\widetilde{y})\right]:=\lambda g_{i}(\widetilde{y}), \tag{7}
\end{equation*}
$$

and if $G_{i}$ satisfies (N2) then

$$
\begin{equation*}
y^{\prime}\left(a_{i}\right)=\lambda\left[y^{\prime}\left(a_{i}\right)-G_{i}(\widetilde{y})\right]:=\lambda g_{i}(\widetilde{y}), \tag{8}
\end{equation*}
$$

where $i=0,1$ and $\widetilde{y}=\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)$.
We denote the linear boundary conditions given by the left-hand side of (7) or (8) by $w_{i}(\widetilde{y}), i=0,1$, they are of the type $(\alpha),(\beta)$, or $(\gamma)$ mentioned before. Consider the following family of nonlinear boundary value problems:

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\varepsilon y \in \lambda\left\{F\left(t, y, y^{\prime}\right)-\varepsilon y\right\} \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\
w_{i}(\widetilde{y})=\lambda g_{i}(\widetilde{y}), \quad i=0,1, \lambda \in[0,1]
\end{array}\right.
$$

We note that for sufficiently small $\varepsilon>0$, the operator $L y:=y^{\prime \prime}-\varepsilon y$, defined on the space $H_{\mathcal{B}_{0}}^{2}$, satisfies the assumption (A) and we also observe that we can choose this $\varepsilon$ such that

$$
\int_{M_{1}}^{\infty} \frac{s d s}{\widetilde{\phi}(s)}>\frac{T \widetilde{M}_{1}}{2}+2 \alpha R^{2}
$$

where $\widetilde{k}:=k+\varepsilon R, \widetilde{M}_{1}:=4 R(1+\alpha R) / T+\widetilde{k} T / 4, T=a_{1}-a_{0}$, and $\widetilde{\phi}(s)=$ $\phi(s)+\varepsilon R$. Thus we can apply Lemma (4.2) with the constants $\alpha, \widetilde{K}, R, T$ and function $\widetilde{\phi}$, to obtain the existence of a constant $M$ (depending only on
$\alpha, R, K, \varepsilon$ and $\phi(s))$ such that every solution $y(t)$ to $\left(\mathrm{P}_{\lambda}\right)$ with $\|y(t)\| \leq R$ satisfies $\left\|y^{\prime}(t)\right\| \leq M$.

In order to apply Theorem (3.1) we need a priori bounds on $\|y(t)\|$ for all solutions $y$ to $\left(\mathrm{P}_{\lambda}\right)$. Let $y(t)$ be a solution to $\left(\mathrm{P}_{\lambda}\right)$, and put $r(t)=\|y(t)\|^{2}$. Suppose that $r(t)$ achieves its maximum at $t_{0} \in\left(a_{0}, a_{1}\right)$. Then the a priori bound $\left\|y\left(t_{0}\right)\right\| \leq R$ follows from Lemma (4.1). Suppose then that $r(t)$ achieves its maximum at $t_{0}=a_{i}, i=0$ or 1 . We consider the following cases:
$G_{i}$ satisfies (N1): We have

$$
\begin{aligned}
0 & \geq(-1)^{i} r^{\prime}\left(a_{i}\right)=(-1)^{i} 2 y\left(a_{i}\right) \cdot y^{\prime}\left(a_{i}\right) \\
& =(-1)^{i} 2 \lambda\left[y\left(a_{i}\right) \cdot y^{\prime}\left(a_{i}\right)-G_{i}(\widetilde{y}) \cdot y^{\prime}\left(a_{i}\right)\right] \geq 0
\end{aligned}
$$

and thus $r^{\prime}\left(a_{i}\right)=0$. Therefore we can apply again Lemma (4.1) to obtain the a priori bound $\|y(t)\| \leq R$.
$G_{i}$ satisfies (N2): We have

$$
\begin{aligned}
0 & \geq(-1)^{i} r^{\prime}\left(a_{i}\right)=(-1)^{i} 2 y\left(a_{i}\right) \cdot y^{\prime}\left(a_{i}\right) \\
& =(-1)^{i} 2 \lambda\left[y\left(a_{i}\right) \cdot y^{\prime}\left(a_{i}\right)-G_{i}(\widetilde{y}) \cdot y\left(a_{i}\right)\right] \geq 0
\end{aligned}
$$

and thus $r^{\prime}\left(a_{i}\right)=0$. By (4.1) we find that $\|y(t)\| \leq R$.
$G_{i}$ satisfies (N3): We can suppose that $\lambda>0$ and thus we have the equality

$$
y\left(a_{i}\right)=\lambda\left[y\left(a_{i}\right)-G_{i}(\widetilde{y})\right]
$$

and hence $\left\|y\left(a_{i}\right)\right\| \leq R$. Thus the conclusion follows from Theorem (3.1).
Let $\mathcal{B}$ denote the set of all functions $y(t)$ satisfying one of the following sets of boundary conditions:
(I) $\quad y\left(a_{0}\right)=r, \quad y\left(a_{1}\right)=s$,
(II) $\quad y^{\prime}\left(a_{0}\right)=0, \quad y^{\prime}\left(a_{1}\right)=0$,
(III) $\quad-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=r, \quad C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s$,
(IVa) $y\left(a_{0}\right)=r, \quad C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s$,
(IVb) $\quad-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=r, \quad y\left(a_{1}\right)=s$,
(Va) $\quad y^{\prime}\left(a_{0}\right)=0, \quad C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s$,
$(\mathrm{Vb}) \quad-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=r, \quad y^{\prime}\left(a_{1}\right)=0$,
where $A, B, C, D$ are nonnegative definite symmetric $n \times n$-matrices and $r, s \in \mathbb{R}^{n}$. We suppose that if $y\left(a_{0}\right)=r$ (resp. $y\left(a_{1}\right)=s$ ), then $\|r\| \leq R$ (resp. $\|s\| \leq R$ ), and if $-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=r\left(\right.$ resp. $\left.C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s\right)$, then $A, B$ (resp. $C, D$ ) are nonsingular and $\left\|B^{-1}\right\|\left\|A^{-1} B\right\|\|r\| \leq R$ (resp. $\left\|C^{-1}\right\|\left\|D^{-1} C\right\|\|s\| \leq R$ ) but if $r=0$ (resp. $s=0$ ), we suppose that only one of the matrices $A, B$ (resp. $C, D$ ) is nonsingular.

The boundary conditions (I)-(V) in the scalar case were studied in [27], [23], [24], [25], [26], [22]. For the case of a Carathéodory function or a
multivalued scalar operator $F$ these conditions were considered in [17]. For second order systems similar problems were considered in [14]. We also refer the reader to [35], [36].

Under the above hypotheses we have the following corollary:
(4.4) Corollary. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses (H1)-(H3) are satisfied. Then the differential inclusion

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right],  \tag{9}\\
y \in \mathcal{B},
\end{array}\right.
$$

has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
Proof. First, consider the cases of boundary conditions $\mathcal{B}$, where the conditions $-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=r$ and $C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s$ are replaced by the homogeneous conditions $-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=0$ and $C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=$ 0 respectively. We define for $i=0,1$

$$
\begin{aligned}
& G_{i}^{1}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=u_{i}-r, \quad G_{i}^{2}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=u_{i}^{\prime} \\
& G_{0}^{3}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=-A u_{0}+B u_{0}^{\prime}, \quad G_{1}^{3}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=C u_{1}+D u_{1}^{\prime}
\end{aligned}
$$

Note that $G_{i}^{1}$ satisfies (N3) and $G_{i}^{2}$ satisfies (N2). We shall verify that $G_{0}^{3}$ and $G_{1}^{3}$ satisfy one of the conditions (N1) or (N2). Assume first that $A$ is nonsingular. Then $A^{-1} B$ is a nonnegative definite matrix and thus

$$
u_{0} \cdot u_{0}^{\prime}+A^{-1} G_{0}^{3}(\widetilde{u}) \cdot u_{0}^{\prime}=A^{-1} B u_{0}^{\prime} \cdot u_{0}^{\prime} \geq 0, \quad \text { where } \widetilde{u}=\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)
$$

and therefore (N2) is satisfied. Suppose now that $B$ is nonsingular. Then

$$
u_{0} \cdot u_{0}^{\prime}-B^{-1} G_{0}^{3}(\widetilde{u}) \cdot u_{0}=B^{-1} A u_{0} \cdot u_{0} \geq 0
$$

and thus ( N 1 ) is satisfied.
It can be verified in a similar way that $G_{1}^{3}$ satisfies (N1) or (N2). By Theorem (4.3), it follows that the differential inclusion

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{9}\\
y \in \mathcal{B}
\end{array}\right.
$$

has a solution.
Before we prove Corollary (4.4) in the general case, we need to recall some notation used in the proof of Theorem (3.1). Put

$$
U=\{(u, v) \in C:\|(u, v)\|<\max (M, R)+1\}
$$

where $M$ is given by Lemma (4.2), and let $\mathcal{F}_{0}: \bar{U} \rightarrow C$ be defined by

$$
\mathcal{F}_{0}(w)=j \circ \widetilde{L}^{-1} \circ \Gamma(w), \quad w \in C
$$

(see the proof of (3.1) for notation), where $L y=y^{\prime \prime}-\varepsilon y$. Then it is known that $\mathcal{F}_{0}$ is essential in $\mathcal{C}_{C}(\bar{U}, \partial U)$ (Theorem (4.3)). We shall apply Theorem
(3.2). We consider the family of differential inclusions

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \\
y \in \mathcal{B}_{\lambda}
\end{array}\right.
$$

where $\mathcal{B}_{\lambda}$ denotes one of the boundary conditions of $\mathcal{B}$ with $-A y\left(a_{0}\right)+$ $B y^{\prime}\left(a_{0}\right)=r$ and $C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=s$ replaced by $-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=\lambda r$ and $C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=\lambda s$ respectively, for $\lambda \in[0,1]$. By the same argument as in the proof of (4.3), we need only prove that if $r(t)=\|y(t)\|^{2}$, where $y(t)$ is a solution to $\left(9_{\lambda}\right)$, achieves its maximum at $t_{0}=a_{0}$ or $a_{1}$ then $\left\|y\left(t_{0}\right)\right\| \leq R$. Suppose first that $t_{0}=a_{0}$ and $-A y\left(a_{0}\right)+B y^{\prime}\left(a_{0}\right)=\lambda r$. Then we have

$$
\begin{aligned}
0 & \geq r^{\prime}\left(a_{0}\right)=2 y\left(a_{0}\right) \cdot y^{\prime}\left(a_{0}\right)=2 y\left(a_{0}\right) \cdot\left[B^{-1} \lambda r+B^{-1} A y\left(a_{0}\right)\right] \\
& =2 y\left(a_{0}\right) \cdot B^{-1} \lambda r+2 y\left(a_{0}\right) \cdot B^{-1} A y\left(a_{0}\right) .
\end{aligned}
$$

Evidently, if $r=0$, then $r^{\prime}\left(a_{0}\right)=0$. If $r \neq 0$, then, by assumption, $A>0$ and $B>0$. Since $B^{-1} A>0$, we have $x \cdot B^{-1} A x \geq \frac{1}{\left\|A^{-1} B\right\|}\|x\|^{2}$ and thus

$$
\begin{aligned}
0 & \geq r^{\prime}\left(a_{0}\right) \geq 2\left[\frac{1}{\left\|A^{-1} B\right\|}\left\|y\left(a_{0}\right)\right\|^{2}-\left\|y\left(a_{0}\right)\right\|\left\|B^{-1}\right\|\|\lambda r\|\right] \\
& \geq 2\left\|y\left(a_{0}\right)\right\|\left[\frac{\left\|y\left(a_{0}\right)\right\|}{\left\|A^{-1} B\right\|}-\left\|B^{-1}\right\|\|r\|\right]
\end{aligned}
$$

and this implies

$$
\left\|y\left(a_{0}\right)\right\| \leq\left\|A^{-1} B\right\|\left\|B^{-1}\right\|\|r\| \leq R
$$

Suppose now that $r\left(a_{1}\right)=\max r(t)$ and $C y\left(a_{1}\right)+D y^{\prime}\left(a_{1}\right)=\lambda s$. Thus $r^{\prime}\left(a_{1}\right) \geq 0$ and we have

$$
\begin{aligned}
0 & \leq r^{\prime}\left(a_{1}\right)=2 y\left(a_{1}\right) \cdot y^{\prime}\left(a_{1}\right)=2 y\left(a_{1}\right) \cdot\left[D^{-1} \lambda s-D^{-1} C y\left(a_{1}\right)\right] \\
& =2 y\left(a_{1}\right) \cdot D^{-1} \lambda s-2 y\left(a_{1}\right) \cdot D^{-1} C y\left(a_{1}\right) \\
& \leq-2\left\|y\left(a_{1}\right)\right\|^{2} \frac{1}{\left\|C^{-1} D\right\|}+2\left\|y\left(a_{1}\right)\right\|\left\|D^{-1}\right\|\|s\| \\
& =2\left\|y\left(a_{1}\right)\right\|\left[-\frac{\left\|y\left(a_{1}\right)\right\|}{\left\|C^{-1} D\right\|}+\left\|D^{-1}\right\|\|s\|\right]
\end{aligned}
$$

and thus $\left\|y\left(a_{1}\right)\right\| \leq\left\|C^{-1} D\right\|\left\|D^{-1}\right\|\|s\| \leq R$.
Now we can apply Theorem (3.2) and the existence of a solution to the differential inclusion (9) follows.

We remark that if we replace $r$ and $s$ by any bounded functions $r\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)$ and $s\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)$ such that the required inequalities, such as: $\|r(\widetilde{u})\| \leq R,\|s(\widetilde{u})\| \leq R,\left\|B^{-1}\right\|\left\|A^{-1} B\right\|\|r(\widetilde{u})\| \leq R$ or $\left\|C^{-1}\right\|\left\|D^{-1} C\right\|$ $\times\|s(\widetilde{u})\| \leq R$ (depending on the boundary conditions), are satisfied, then Corollary (4.4) is still true.
(4.5) Definition. We say that two matrices $A \in O(n)$ and $B \in G L(n)$ have the property (P) if $u \cdot v \leq 0$ implies $u \cdot A B^{-1} v \leq 0$ for all $u, v \in \mathbb{R}^{n}$. If $A: X \rightarrow O(n)$ and $B: X \rightarrow G L(n)$ are two maps, then we say that $A$ and $B$ have the property $(\mathrm{P})$ if $A(x)$ and $B(x)$ have ( P$)$ for all $x \in X$.
(4.6) Theorem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses (H1)-(H3) are satisfied and let $A: \mathbb{R}^{4 n} \rightarrow O(n)$ and $B: \mathbb{R}^{4 n} \rightarrow G L(n)$ be continuous maps having the property $(\mathrm{P})$. Then the boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{10}\\
y\left(a_{0}\right)=A(\widetilde{y}) y\left(a_{1}\right) \\
y^{\prime}\left(a_{0}\right)=B(\widetilde{y}) y^{\prime}\left(a_{1}\right)
\end{array}\right.
$$

where $\widetilde{y}=\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right) \in \mathbb{R}^{4 n}$, has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.

Proof. Since the space $\mathbb{R}^{4 n}$ is contractible, there exists a homotopy $h: \mathbb{R}^{4 n} \times[0,1] \rightarrow \mathbb{R}^{4 n}$ between the identity map and a constant map, say $h_{0} \equiv x_{0} \in \mathbb{R}^{4 n}$ and $h_{1} \equiv \operatorname{Id}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{4 n}$. Denote by $\widetilde{A}, \widetilde{B}: \mathbb{R}^{4 n} \times[0,1] \rightarrow$ $G L(n)$ the composed maps $\widetilde{A}=A \circ h$ and $\widetilde{B}=B \circ h$. It is clear that $\widetilde{A}$ and $\widetilde{B}$ still have the property $(\mathrm{P})$, and $A_{\lambda}:=\widetilde{A}(\cdot, \lambda)$ and $B_{\lambda}:=\widetilde{B}(\cdot, \lambda)$ are two homotopies such that

$$
A_{0} \equiv A\left(x_{0}\right), \quad B_{0} \equiv B\left(x_{0}\right), \quad A_{1}=A, \quad B_{1}=B
$$

We consider the diagram

where

$$
\begin{aligned}
& C:=C\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n} \times \mathbb{R}^{n}\right), \\
& H^{2}:=H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right), \\
& L^{2}:=L^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right), \\
& \Gamma(u, v)=\left\{w \in L^{2}: w(t) \in \mathcal{F}_{\varepsilon}(t, u(t), v(t)) \text { a.e. }\right\} \\
& \times\left\{A(\widetilde{w}) u\left(a_{1}\right)\right\} \times\left\{B(\widetilde{w}) v\left(a_{1}\right)\right\}, \\
& F_{\varepsilon}(t, u, v)=F(t, u, v)-\varepsilon u, \quad w=(u, v), \\
& \widetilde{w}=\left(u\left(a_{0}\right), v\left(a_{0}\right), u\left(a_{1}\right), v\left(a_{1}\right)\right), \\
& j(u)=\left(u, u^{\prime}\right), \quad \widetilde{L} u=\left(u^{\prime \prime}-\varepsilon u, u\left(a_{0}\right), u^{\prime}\left(a_{0}\right)\right) .
\end{aligned}
$$

The operator $\widetilde{L}$ is a continuous, linear and one-to-one map of $H^{2}$ onto $L^{2} \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ and thus it has a continuous inverse map $\widetilde{L}^{-1}$. The problem
(10) is equivalent to the fixed point problem

$$
(u, v) \in j \circ \widetilde{L}^{-1} \circ \Gamma(u, v), \quad(u, v) \in C
$$

We define a multivalued homotopy $H: C \times[0,1] \rightarrow C$ by $H(w, \lambda)=j \circ$ $\widetilde{L}^{-1} \circ \Gamma_{\lambda}(w), w=(u, v) \in C, \lambda \in[0,1]$, where

$$
\begin{aligned}
\Gamma_{\lambda}(w)=\Gamma_{\lambda}(u, v)= & \left\{w \in L^{2}: w(t) \in \lambda F_{\varepsilon}(t, u(t), v(t)) \text { a.e. }\right\} \\
& \times\left\{A_{\lambda}(\widetilde{w}) u\left(a_{1}\right)\right\} \times\left\{B_{\lambda}(\widetilde{w}) v\left(a_{1}\right)\right\} .
\end{aligned}
$$

$H$ is a well defined multivalued homotopy such that $H \in \mathcal{C}$, and if $w \in$ $H(w, \lambda)$ then $w=\left(u, u^{\prime}\right)$ and $u$ satisfies the differential inclusion

$$
\left\{\begin{array}{l}
u^{\prime \prime}-\varepsilon u \in \lambda\left\{F\left(t, u(t), u^{\prime}(t)\right)-\varepsilon u\right\} \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right], \\
u\left(a_{0}\right)=A_{\lambda}(\widetilde{u}) u\left(a_{1}\right), \\
u^{\prime}\left(a_{0}\right)=B_{\lambda}(\widetilde{u}) u^{\prime}\left(a_{1}\right), \quad \lambda \in[0,1] .
\end{array}\right.
$$

Observe that for $\lambda=0, H(w, 0)=j \circ \widetilde{L}^{-1} \circ \Gamma_{0}(w) \equiv\{0\}$, since the equation $u^{\prime \prime}-\varepsilon u=0$ with the boundary conditions $u\left(a_{0}\right)=A\left(x_{0}\right) u\left(a_{1}\right), u^{\prime}\left(a_{0}\right)=$ $B\left(x_{0}\right) u^{\prime}\left(a_{1}\right)$ has only the trivial solution. Therefore, the constant map $\left.H_{0}\right|_{\bar{U}}$ is essential in $\mathcal{C}_{C}(\bar{U} ; \partial U)$ for every neighborhood $U$ of zero in $C$, and it is sufficient, by (2.2), to prove that there exists a constant $M<\infty$ such that for any solution $y(t)$ to the inclusion $\left(10_{\lambda}\right)$ we have

$$
\left(y, y^{\prime}\right) \in U:=\{(u, v):\|(u, v)\|<M\}
$$

Exactly in the same way as in the proof of (4.3) we observe that it is enough to show that if $r(t)=\|y(t)\|^{2}$ achieves its maximum at $t_{0}=a_{i}, i=0$ or 1 , then $r\left(t_{0}\right) \leq R^{2}$. First we notice that

$$
\begin{aligned}
r\left(a_{0}\right) & =y\left(a_{0}\right) \cdot y\left(a_{0}\right)=\widetilde{A}_{\lambda} y\left(a_{1}\right) \cdot \widetilde{A}_{\lambda} y\left(a_{1}\right) \\
& =y\left(a_{1}\right) \cdot \widetilde{A}_{\lambda}^{T} \widetilde{A}_{\lambda} y\left(a_{1}\right)=y\left(a_{1}\right) \cdot y\left(a_{1}\right)=r\left(a_{1}\right)
\end{aligned}
$$

where $\widetilde{A}_{\lambda}:=A_{\lambda}(\widetilde{y})$. Hence, $r\left(a_{0}\right)=r\left(a_{1}\right)=\max r(t)$, and thus $r^{\prime}\left(a_{0}\right) \leq 0 \leq$ $r^{\prime}\left(a_{1}\right)$. Since $\widetilde{A}_{\lambda}$ and $\widetilde{B}_{\lambda}$ have the property $(\mathrm{P})$ and $r^{\prime}\left(a_{0}\right)=2 y\left(a_{0}\right) \cdot y^{\prime}\left(a_{0}\right) \leq$ 0 , it follows that

$$
\begin{aligned}
0 & \leq r^{\prime}\left(a_{1}\right)=2 y\left(a_{1}\right) \cdot y^{\prime}\left(a_{1}\right)=2 \widetilde{A}_{\lambda}^{T} y\left(a_{0}\right) \cdot \widetilde{B}_{\lambda}^{-1} y^{\prime}\left(a_{0}\right) \\
& =2 y\left(a_{0}\right) \cdot \widetilde{A}_{\lambda} \widetilde{B}_{\lambda}^{-1} y^{\prime}\left(a_{0}\right) \leq 0
\end{aligned}
$$

and we have $r^{\prime}\left(a_{1}\right)=0$. We can now apply Lemma (4.1) to obtain the $a$ priori bound $\|y(t)\| \leq R$ and the result follows.

Suppose that $G_{i}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{n}, i=0,1$, are continuous functions satisfying one of the conditions (N1)-(N3), and $A: \mathbb{R}^{4 n} \rightarrow O(n)$ and $B: \mathbb{R}^{4 n} \rightarrow G L(n)$ are continuous maps having the property (P). By $\Lambda$ we denote one of the boundary conditions (I)-(V) or

$$
G_{i}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)=0, \quad i=0,1
$$

or

$$
y\left(a_{0}\right)=A(\widetilde{y}) y\left(a_{1}\right), \quad y^{\prime}\left(a_{0}\right)=B(\widetilde{y}) y^{\prime}\left(a_{1}\right) .
$$

Then we have the following corollary:
(4.7) Corollary. Let $f:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a Carathéodory function. Suppose that there are nonnegative constants $\alpha, k, R$ and a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that the following conditions are satisfied:
(a) If $\left\|y_{0}\right\|>R$ and $y_{0} \cdot y_{0}^{\prime}=0$ then there is a $\delta>0$ such that

$$
\underset{t \in\left[a_{0}, a_{1}\right]}{\operatorname{ess} \inf \inf }\left\{y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}:\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0
$$

where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
(b) $s / \phi(s) \in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$
for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq R\right\}$.
(c) $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq 2 \alpha\left(y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}\right)+k$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}$.

Then the boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}=f\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\
y \in \Lambda
\end{array}\right.
$$

has at least one solution $y(t)$ in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
The previous results may be further extended by introducing the generalized height function (cf. [12]) that replaces the usual euclidean norm in the space $\mathbb{R}^{n}$.

Suppose that there is given a function $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of class $C^{2}$ such that $\Psi$ is convex and coercive, i.e. $\Psi(x) \rightarrow \infty$ as $\|x\| \rightarrow \infty$. This implies that for every $R \in \mathbb{R}$ the set $\Psi^{-1}(-\infty, R]$ is bounded and we can put $\xi(R):=$ $\sup \left\{\|y\|: y \in \Psi^{-1}(\infty, R]\right\}$. We will call the function $\Psi$ a height function.

Now, let us introduce the following modified version of the hypotheses (H1)-(H3):
(A1) There exists a constant $R>0$ such that if $\Psi(a), \Psi(b) \leq R$ and if $\Psi\left(x_{0}\right)>R$ then for every $x_{0}^{\prime} \in \mathbb{R}^{n}$ such that $D \Psi\left(x_{0}\right) \cdot x_{0}^{\prime}=0$ there exists a $\delta>0$ such that

$$
\begin{aligned}
\underset{t \in\left[a_{0}, a_{1}\right]}{\operatorname{ess} \inf } \inf \left\{D \psi(x) \cdot w+D^{2} \psi(x) x^{\prime} \cdot x^{\prime}: w\right. & \in F\left(t, x, x^{\prime}\right) \\
& \left.\left(x, x^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0,
\end{aligned}
$$

where $\mathcal{D}_{\delta}:=\left\{\left(x, x^{\prime}\right) \in \mathbb{R}^{2 n}:\left\|x_{0}-x\right\|+\left\|x_{0}^{\prime}-x^{\prime}\right\|<\delta\right\}$.
(A2) There is a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that $s / \phi(s)$ $\in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq \xi(R)\right\}$.
(A3) There exist constants $K, \alpha>0$ such that

$$
\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \alpha\left(y \cdot w+\left\|y^{\prime}\right\|^{2}\right)+K
$$

for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}, w \in F\left(t, y, y^{\prime}\right)$.
It is very easy to construct examples, even in the case of single-valued mappings, that satisfy the conditions (A1), (A2) and (A3) for some height function $\Psi$, but do not satisfy the condition (H1).

The following two conditions are modifications of the conditions (N1) and (N2). Assume that $G_{i}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{n}, i=0,1$, are continuous functions such that for a fixed function $G_{i}, i=0,1$, one of the following conditions is satisfied:
$(-1)^{i} D \Psi\left(u_{i}\right) \cdot\left[u_{i}^{\prime}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)\right] \geq 0, i=0,1$ for all $u_{0}, u_{0}^{\prime}$, $u_{1}, u_{1}^{\prime} \in \mathbb{R}^{n}$.
(M2) There exists a constant $M<\xi(R)$ such that

$$
(-1)^{i} D \Psi\left[u_{i}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)\right] \cdot u_{i}^{\prime} \geq 0, \quad i=0,1
$$

for all $u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime} \in \mathbb{R}^{n}$ and $u_{i} \neq \lambda\left[u-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{0}^{\prime}\right)\right]$ for all $\lambda \in(0,1]$ and $u_{0}, u_{0}^{\prime}, u_{1} \in \mathbb{R}^{n}$ such that $\left\|u_{i}\right\|>M, i=0,1$.
Now we can state the following result which generalizes Theorem (4.3).
(4.8) Theorem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses (A1)-(A3) are satisfied and suppose that $G_{i}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{n}, i=0,1$, are continuous functions satisfying one of the conditions (M1) or (M2). Then the nonlinear boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t) \in F\left(t, y(t), y^{\prime}(t)\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{11}\\
G_{i}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)=0, \quad i=0,1
\end{array}\right.
$$

has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
Proof. First, we consider the case where $G_{i}, i=0,1$, satisfy the condition (M1). Let us introduce the following family of nonlinear boundary conditions:

$$
\begin{aligned}
y^{\prime}\left(a_{0}\right) & =\lambda\left[y^{\prime}\left(a_{0}\right)-G_{0}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)\right] \\
& =: \lambda g_{0}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)=\lambda g_{0}(\widetilde{y}), \\
y^{\prime}\left(a_{1}\right) & =\lambda\left[y^{\prime}\left(a_{1}\right)-G_{1}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)\right] \\
& =: \lambda g_{1}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)=\lambda g_{1}(\widetilde{y}),
\end{aligned}
$$

where $\lambda \in[0,1]$ and $\widetilde{y}=\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)$.
Using the topological transversality method, in a standard way we conclude that in order to prove the existence result for (11) it is sufficient to find a priori bounds on solutions (with respect to the $C^{1}$-norm) for the family
of differential inclusions

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\varepsilon y \in \lambda\left\{F\left(t, y(t), y^{\prime}(t)\right)-\varepsilon y(t)\right\} \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right], \\
y^{\prime}\left(a_{0}\right)=\lambda g_{0}(\widetilde{y}), y^{\prime}\left(a_{1}\right)=\lambda g_{1}(\widetilde{y}), \quad i=0,1, \quad \lambda \in[0,1],
\end{array}\right.
$$

where $\varepsilon>0$ is chosen to be a sufficiently small number. Suppose then that $y(t)$ is a solution to $\left(11_{\lambda}\right)$. We can assume that $\lambda \in(0,1]$. Consider the function $\gamma(t):=\Psi(y(t))$. If $\gamma(t)$ achieves its maximum at $t \in\left(a_{0}, a_{1}\right)$, then exactly as in the proof of Theorem (3.4) in [12], the hypothesis (A1) will imply that $\Psi(y(t)) \leq R$ and thus $\|y(t)\| \leq \xi(R)$. We have to emphasize that in that proof the only one essential point was that $\gamma^{\prime}\left(t_{0}\right)=0$. Therefore, if we can show that if $\gamma\left(t_{0}\right)=\max \Psi(y(t))$ then $\gamma^{\prime}\left(t_{0}\right)=0$, the conclusion $\|y(t)\| \leq \xi(R)$ will follow.

Suppose now that $\gamma(t)$ achieves its maximum at $a_{0}$. We have

$$
\begin{aligned}
0 & \geq \gamma^{\prime}\left(a_{0}\right)=D \Psi\left(y\left(a_{0}\right)\right) \cdot y^{\prime}\left(a_{0}\right) \\
& =D \Psi\left(y\left(a_{0}\right)\right) \cdot \lambda\left[y^{\prime}\left(a_{0}\right)-G_{i}\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right)\right] \geq 0 .
\end{aligned}
$$

Thus $\gamma^{\prime}\left(a_{0}\right)=0$. In a similar way we deduce that if $t_{0}=a_{1}$ then $\gamma^{\prime}\left(a_{1}\right)=0$. Therefore the hypothesis (A1) implies that $\|y(t)\| \leq \xi(R)$. The hypotheses (A2), (A3) give the a priori bounds $\left\|y^{\prime}(t)\right\| \leq M_{1}$, and the result follows.

Consider now the case where the functions $G_{0}, G_{1}$ satisfy the condition (N2). In this case we consider the family of differential inclusions

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\varepsilon y \in \lambda\left\{F\left(t, y(t), y^{\prime}(t)\right)-\varepsilon y(t)\right\} \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\
y\left(a_{0}\right)=h_{0}(\widetilde{y}), \\
y\left(a_{1}\right)=h_{1}(\widetilde{y}), \quad \lambda \in[0,1]
\end{array}\right.
$$

where $h_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=u_{i}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)$. For $\lambda=0$, the system $\left(12_{\lambda}\right)$ becomes

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)-\varepsilon y(t)=0 \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right],  \tag{0}\\
y\left(a_{0}\right)=h_{0}(\widetilde{y}), \quad y\left(a_{1}\right)=h_{1}(\widetilde{y}) .
\end{array}\right.
$$

Now, we introduce the family of problems

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)-\varepsilon y(t)=0, \\
y\left(a_{0}\right)=\lambda \widetilde{h}_{0}(\widetilde{y}), \quad y\left(a_{1}\right)=\lambda \widetilde{h}_{1}(\widetilde{y}), \quad \lambda \in[0,1]
\end{array}\right.
$$

where

$$
\widetilde{h}_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)=u_{i}-G_{i}\left(u_{0}, u_{0}^{\prime}, u_{1}, u_{1}^{\prime}\right)
$$

For $\lambda=0$, the system $\left(13_{0}\right)$ can be reformulated as a fixed point problem involving a constant map, thus the topological transversality implies that in order to obtain the existence result for (11) it is sufficient to find a priori bounds on solutions to $\left(12_{\lambda}\right)$ and $\left(13_{\lambda}\right)$ (with respect to the $C_{1}$-norm).

In the same way as in the previous case it is sufficient to show that if the function $\gamma(t)=\Psi(y(t))$, where $y(t)$ is a solution to $\left(12_{\lambda}\right)$, achieves its maximum at an end-point $t_{0}$ of the interval $\left[a_{0}, a_{1}\right]$, then $\gamma^{\prime}\left(t_{0}\right)=0$. This
will imply, by (A1), that $\|y(t)\| \leq \xi(R)$. Suppose, for example, that $t_{0}=a_{0}$. Then

$$
\left.0 \geq \gamma^{\prime}\left(a_{0}\right)=D \Psi\left(y\left(a_{0}\right)\right) \cdot y^{\prime}\left(a_{0}\right)=D \Psi\left[y\left(a_{0}\right)-G_{0}(\widetilde{y})\right] \cdot y^{\prime}\left(a_{0}\right)\right] \geq 0
$$

Thus $\gamma^{\prime}\left(a_{0}\right)=0$. For $t_{0}=a_{1}$, we see exactly in the same way that $\gamma^{\prime}\left(a_{1}\right)=0$. Now, we have to show that if $y(t)$ is a solution to $\left(13_{\lambda}\right)$ then $\|y(t)\| \leq$ $\xi(R)$. But this follows from the hypothesis (A1) and the assumption (M2). Now, the hypotheses (A2) and (A3) imply the existence of a priori bounds $\left\|y^{\prime}(t)\right\| \leq M_{1}$ on all solutions to $\left(12_{\lambda}\right)$ and $\left(13_{\lambda}\right)$. Therefore, there exists a solution to (11) in the class $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.
(4.9) Definition. We say that two matrices $A \in O(n)$ and $B \in$ $G L(n, \mathbb{R})$ have the property $\left(\mathrm{P}^{\prime}\right)$ if $u \cdot v \leq 0$ implies $u \cdot A^{-1} B^{-1} v \leq 0$ for all $u, v \in \mathbb{R}^{n}$. If $A: X \rightarrow O(n)$ and $B: X \rightarrow G L(n, \mathbb{R})$ are two maps, then we say that $A$ and $B$ have the property $\left(\mathrm{P}^{\prime}\right)$ if $A(x)$ and $B(x)$ have $\left(\mathrm{P}^{\prime}\right)$ for all $x \in X$.

Moreover, we will say that $A$ is $\Psi$-invariant if $\Psi(A(x) y)=\Psi(y)$ for all $x \in X$ and $y \in \mathbb{R}^{n}$.
(4.10) Theorem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses (A1)-(A3) are satisfied and let $A: \mathbb{R}^{4 n} \rightarrow O(n)$ and $B: \mathbb{R}^{4 n} \rightarrow G L(n, \mathbb{R})$ be continuous maps having the property ( $\mathrm{P}^{\prime}$ ) such that $A$ is $\Psi$-invariant. Then the boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]  \tag{14}\\
y\left(a_{0}\right)=A(\widetilde{y}) y\left(a_{1}\right), \\
y^{\prime}\left(a_{0}\right)=B(\widetilde{y}) y^{\prime}\left(a_{1}\right),
\end{array}\right.
$$

where $\widetilde{y}=\left(y\left(a_{0}\right), y^{\prime}\left(a_{0}\right), y\left(a_{1}\right), y^{\prime}\left(a_{1}\right)\right) \in \mathbb{R}^{4 n}$, has at least one solution in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$.

Proof. Suppose that $h: \mathbb{R}^{4 n} \times[0,1] \rightarrow \mathbb{R}^{4 n}$ is a deformation of the identity map to a constant map, say $h_{0} \equiv x_{0}$ and $h_{1} \equiv \mathrm{Id}: \mathbb{R}^{4 n} \rightarrow \mathbb{R}^{4 n}$. Define $\widetilde{A}, \widetilde{B}: \mathbb{R}^{4 n} \times[0,1] \rightarrow \mathbb{R}^{4 n}$ by $\widetilde{A}=A \circ h, \widetilde{B}=B \circ h$. It is clear that $\widetilde{A}$ and $\widetilde{B}$ still have the property $\left(\mathrm{P}^{\prime}\right)$. Put

$$
A_{\lambda}:=\widetilde{A}(\cdot, \lambda), \quad B_{\lambda}:=\widetilde{B}(\cdot, \lambda), \quad A_{0}:=A\left(x_{0}\right), \quad B_{0}:=B\left(x_{0}\right)
$$

We now consider the family of differential inclusions

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\varepsilon y \in \lambda\left\{F\left(t, y(t), y^{\prime}(t)\right)-\varepsilon y(t)\right\} \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \\
y\left(a_{0}\right)=A_{\lambda}(\widetilde{y}) y\left(a_{1}\right), \\
y^{\prime}\left(a_{0}\right)=B_{\lambda}(\widetilde{y}) y^{\prime}\left(a_{1}\right), \quad \text { where } \lambda \in[0,1] .
\end{array}\right.
$$

Suppose that $y(t)$ is a solution to $\left(14_{\lambda}\right)$. It is enough to show that if $\gamma(t)=$ $\Psi(y(t))$ achieves its maximum at $t_{0}=a_{0}$ or $a_{1}$ then $\gamma\left(t_{0}\right)=\gamma\left(a_{1}\right)$ and
$\gamma^{\prime}\left(a_{1}\right)=0$. Observe first that

$$
\gamma\left(a_{0}\right)=\Psi\left(y\left(a_{0}\right)\right)=\Psi\left(A \lambda(\widetilde{y}) y\left(a_{1}\right)\right)=\Psi\left(y\left(a_{1}\right)\right)=\gamma\left(a_{1}\right) .
$$

If $\gamma(t)$ achieves its maximum at $t_{0}=a_{0}$ or $a_{1}$ then

$$
\begin{aligned}
0 & \leq \gamma^{\prime}\left(a_{1}\right)=D \Psi\left(y\left(a_{1}\right)\right) \cdot y^{\prime}\left(a_{1}\right)=D \Psi\left(A_{\lambda}^{T}(\widetilde{y}) y\left(a_{0}\right)\right) \cdot B_{\lambda}^{-1}(\widetilde{y}) y^{\prime}\left(a_{0}\right) \\
& =A_{\lambda}^{T}(\widetilde{y}) D \Psi\left(y\left(a_{0}\right)\right) \cdot B_{\lambda}^{-1}(\widetilde{y}) y^{\prime}\left(a_{0}\right)=D \Psi\left(y\left(a_{0}\right)\right) \cdot A_{\lambda}(\widetilde{y}) B_{\lambda}^{-1}(\widetilde{y}) y^{\prime}\left(a_{0}\right) .
\end{aligned}
$$

But $0 \geq \gamma^{\prime}\left(a_{0}\right)=D \Psi\left(y\left(a_{0}\right)\right) \cdot y^{\prime}\left(a_{0}\right)$, thus the property ( $\mathrm{P}^{\prime}$ ) implies that $\gamma^{\prime}\left(a_{1}\right) \leq 0$, therefore $\gamma^{\prime}\left(a_{1}\right)=0$.
§5. Other results for nonlinear differential inclusions. Let $F$ : $\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ be a Carathéodory multifunction. In this section we consider the differential inclusion

$$
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]
$$

and we investigate the following problem: under what conditions will there exist a solution $y(t)$ to $(\dagger)$, satisfying certain boundary conditions, which remains in

$$
\mathcal{P} \equiv\left\{(t, x): a_{0} \leq t \leq a_{1}, \quad x \cdot P(t) x \leq r^{2}\right\}
$$

where $r>0$ is a given real number and $P(t)$ is a given symmetric positive definite $n \times n$-matrix which is elementwise of class $C^{2}$ on $\left[a_{0}, a_{1}\right]$.

Problems of this type for differential systems have been considered by many authors, for example see [31], [33], [11] or [14]. For the Dirichlet problem Knobloch (cf. [31]) showed the existence and uniqueness results under certain positivity assumptions (see also [11]). In [14] some further existence results for such systems were obtained.

We introduce the following sets of boundary conditions:
$\left(\mathrm{B}_{\mathrm{I}}\right) \quad y\left(a_{0}\right)=0, \quad y\left(a_{1}\right)=0$,
( $\left.\mathrm{B}_{\mathrm{II}}\right) \quad y\left(a_{0}\right)=Q y\left(a_{1}\right), y^{\prime}\left(a_{0}\right)=Q y^{\prime}\left(a_{1}\right)$, where we suppose that $Q$ is an $n \times n$-matrix satisfying

$$
Q^{T} P\left(a_{0}\right) Q=P\left(a_{1}\right) \quad \text { and } \quad Q^{T} P^{\prime}\left(a_{0}\right) Q \geq P^{\prime}\left(a_{1}\right)
$$

$\left(\mathrm{B}_{\mathrm{III}}\right) \quad y\left(a_{0}\right)=A y^{\prime}\left(a_{0}\right), \quad y\left(a_{1}\right)=B y^{\prime}\left(a_{1}\right)$,
$\left(\mathrm{B}_{\mathrm{IV}}\right)_{\mathrm{a}} \quad y\left(a_{0}\right)=0, \quad y\left(a_{1}\right)=B y^{\prime}\left(a_{1}\right)$,
$\left(\mathrm{B}_{\mathrm{IV}}\right)_{\mathrm{b}} \quad y\left(a_{0}\right)=0, \quad y\left(a_{0}\right)=A y^{\prime}\left(a_{0}\right)$,
$\left(\mathrm{B}_{\mathrm{V}}\right)_{\mathrm{a}} \quad y^{\prime}\left(a_{0}\right)=0, \quad y\left(a_{1}\right)=B y^{\prime}\left(a_{1}\right)$ if $P^{\prime}\left(a_{0}\right) \geq 0$,
$\left(\mathrm{B}_{\mathrm{V}}\right)_{\mathrm{b}} \quad y^{\prime}\left(a_{1}\right)=0, \quad y\left(a_{0}\right)=A y^{\prime}\left(a_{0}\right)$ if $P^{\prime}\left(a_{1}\right) \leq 0$,
where $A$ and $B$ are two $n \times n$-matrices satisfying

$$
2 P\left(a_{0}\right) A+A^{T} P^{\prime}\left(a_{0}\right) A \geq 0 \quad \text { and } \quad 2 P\left(a_{1}\right) B+B^{T} P^{\prime}\left(a_{1}\right) B \leq 0
$$

Define

$$
\begin{aligned}
& \alpha\left(t, x, x^{\prime}\right):=2 x^{\prime} \cdot P(t) x^{\prime}+4 x^{\prime} \cdot P^{\prime}(t) x+x \cdot P^{\prime \prime}(t) x, \\
& \beta\left(t, x, x^{\prime}\right):=2 x^{\prime} \cdot P(t) x+x \cdot P^{\prime}(t) x,
\end{aligned}
$$

where $t \in\left[a_{0}, a_{1}\right], x, x^{\prime} \in \mathbb{R}^{n}$. Observe that for a fixed $t \in\left[a_{0}, a_{1}\right]$, the functions $\alpha(t, \cdot, \cdot)$ and $\beta(t, \cdot, \cdot)$ are quadratic forms on the phase space $\mathbb{R}^{n} \times$ $\mathbb{R}^{n}$. We shall make the following assumption:

$$
\begin{equation*}
\alpha\left(t, x, x^{\prime}\right) \geq 0 \quad \text { for all } t \in\left[a_{0}, a_{1}\right], x, x^{\prime} \in \mathbb{R}^{n} \tag{P0}
\end{equation*}
$$

Notice that in the special case where the matrix $P(x)$ satisfies the commutativity conditions

$$
P(t) P^{\prime}(t)=P^{\prime}(t) P(t) \quad \text { and } \quad P(t) P^{\prime \prime}(t)=P^{\prime \prime}(t) P(t) \quad \text { for all } t \in\left[a_{0}, a_{1}\right]
$$

the condition ( P 0 ) is equivalent to
$\left(\mathrm{P}^{\prime}\right) \quad P(t) P^{\prime \prime}(t)-2\left[P^{\prime}(t)\right]^{2} \geq 0, \quad P^{\prime \prime}(t) \geq 0 \quad$ for all $t \in\left[a_{0}, a_{1}\right]$.
Therefore, if the matrix $P(t)$ is diagonal, i.e.

$$
P(t)=\left[\begin{array}{ccc}
p_{1}(t) & & 0 \\
& \ddots & \\
0 & & p_{n}(t)
\end{array}\right]
$$

then (P0) can be replaced by the following assumptions:
(i) $p_{i}(t)>0$,
(ii) $p_{i}^{\prime \prime}(t) \geq 0$,
(iii) $p_{i}(t) p_{i}^{\prime \prime}(t)-2\left[p_{i}^{\prime}(t)\right]^{2} \geq 0$,
for all $t \in\left[a_{0}, a_{1}\right]$, where $i=1, \ldots, n$.
Now we shall state some hypotheses, which are the modified versions of the hypotheses (H1)-(H3), on the multifunction $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathcal{K}\left(\mathbb{R}^{n}\right)$ :
(P1) If $y_{0} \cdot P\left(t_{0}\right) y_{0}=r^{2}$ and $\beta\left(t_{0}, y_{0}, y_{0}^{\prime}\right)=0$ then there exists a $\delta>0$ and an open neighborhood $V$ of $t_{0}$ in $\left[a_{0}, a_{1}\right]$ such that $\underset{t \in V}{\operatorname{ess} \inf } \inf \left\{2 w \cdot P(t) y+\alpha\left(t, y, y^{\prime}\right): w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0$, where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
(P2) There is a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that $s / \phi(s) \in$ $L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq R\right\}$, where $R=\sup \{\|y\|:(t, y) \in \mathcal{P}\}$.
(P3) There exist constants $K, \mathrm{a}>0$ such that

$$
\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathrm{a}\left(y \cdot w+\left\|y^{\prime}\right\|^{2}\right)+K
$$

for a.e. $t \in\left[a_{0}, a_{1}\right]$, all $\left(y, y^{\prime}\right) \in \mathcal{D}$ and $w \in F\left(t, y, y^{\prime}\right)$.
(5.1) Theorem. Suppose that $F:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that $P(t)$ and $F$ satisfy the hypotheses (P0)-(P3). Then the differential inclusion

$$
\begin{equation*}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right] \tag{15}
\end{equation*}
$$

for each of the boundary conditions $\left(\mathrm{B}_{\mathrm{I}}\right)-\left(\mathrm{B}_{\mathrm{V}}\right)$ has at least one solution $y \in H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ satisfying

$$
y(t) \cdot P(t) y(t) \leq r^{2}
$$

Proof. Notice that for $\varepsilon>0$ sufficiently small, the operator $L y=$ $y^{\prime \prime}-\varepsilon y$ defined on the space $H_{\mathcal{B}_{0}}^{2}$, where $\mathcal{B}_{0}$ denotes one of the sets of boundary conditions $\left(B_{I}\right)-\left(B_{V}\right)$, satisfies the assumption (A1). Observe also that we can choose $\varepsilon>0$ such that

$$
\int_{\widetilde{M}_{1}}^{\infty} \frac{s d s}{\widetilde{\phi}(s)}>\frac{T \widetilde{M}_{1}}{2}+2 \mathrm{a} R^{2}
$$

$\underset{\sim}{\text { where }} \widetilde{K}:=K+\varepsilon R, \widetilde{M}_{1}:=4 R(1+\mathrm{a} R) / T+\widetilde{K} T / 4, T=a_{1}-a_{0}$, and $\widetilde{\phi}(s)=\phi(s)+\varepsilon R$. We can apply Lemma (4.2) to obtain the existence of a constant $M_{0}$ (depending only on $\mathrm{a}, R, K, \varepsilon$ and $\phi(s)$ ) such that every solution $y(t)$ to the differential inclusion

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\varepsilon y \in \lambda\left\{F\left(t, y, y^{\prime}\right)-\varepsilon y\right\} \\
y \in \mathcal{B}_{0}
\end{array}\right.
$$

satisfying $y(t) \cdot P(t) y(t) \leq r^{2}$, satisfies $\left\|y^{\prime}\right\|_{0}<M_{0}$. We put

$$
U:=\left\{(u, v) \in C: u(t) \cdot P(t) u(t)<r^{2} \text { and }\|v(t)\|<M_{0}\right\}
$$

We shall apply Theorem (3.3). We need to show that there is no solution $y(t)$ to the differential inclusion $\left(15_{\lambda}\right)$ such that $\left(y, y^{\prime}\right) \in \partial U$, where $\lambda \in$ $(0,1)$. Set $h(t)=y(t) \cdot P(t) y(t)$. Then $\left(y, y^{\prime}\right) \in \partial U$ implies that there is a point $t_{0} \in\left[a_{0}, a_{1}\right]$ such that $h\left(t_{0}\right)=r^{2}=\max h(t)$. Suppose first that $t_{0}=a_{i}, i=0$ or 1 . Since the case $y \in\left(\mathrm{~B}_{\mathrm{I}}\right)$ is excluded, we have to consider only the following cases:

Case $y \in\left(\mathrm{~B}_{\text {II }}\right)$ : In this case we have

$$
\begin{aligned}
h\left(a_{0}\right) & =y\left(a_{0}\right) \cdot P\left(a_{0}\right) y\left(a_{0}\right)=Q y\left(a_{1}\right) \cdot P\left(a_{0}\right) Q y\left(a_{1}\right) \\
& =y\left(a_{1}\right) \cdot Q^{T} P\left(a_{0}\right) Q y\left(a_{1}\right)=y\left(a_{1}\right) \cdot P\left(a_{1}\right) y\left(a_{1}\right)=h\left(a_{1}\right),
\end{aligned}
$$

thus $h\left(a_{0}\right)=h\left(a_{1}\right)=\max h(t)$, and hence $h^{\prime}\left(a_{0}\right) \leq 0 \leq h^{\prime}\left(a_{1}\right)$. But

$$
\begin{aligned}
h^{\prime}\left(a_{0}\right) & =2 y^{\prime}\left(a_{0}\right) \cdot P\left(a_{0}\right) y\left(a_{0}\right)+y\left(a_{0}\right) \cdot P^{\prime}\left(a_{0}\right) y\left(a_{0}\right) \\
& =2 y^{\prime}\left(a_{1}\right) \cdot Q^{T} P\left(a_{0}\right) Q y\left(a_{1}\right)+y\left(a_{1}\right) \cdot Q^{T} P^{\prime}\left(a_{0}\right) Q y\left(a_{1}\right) \\
& \geq 2 y^{\prime}\left(a_{1}\right) \cdot P\left(a_{1}\right) y\left(a_{1}\right)+y\left(a_{1}\right) \cdot P^{\prime}\left(a_{1}\right) y\left(a_{1}\right)=h^{\prime}\left(a_{1}\right)
\end{aligned}
$$

and thus $h^{\prime}\left(a_{0}\right)=h^{\prime}\left(a_{1}\right)=0$.

Case $y \in\left(\mathrm{~B}_{\mathrm{III}}\right)$ : We see that if $t_{0}=a_{0}$, then $h^{\prime}\left(a_{0}\right) \leq 0$ and since

$$
\begin{aligned}
h^{\prime}\left(a_{0}\right) & =2 y^{\prime}\left(a_{0}\right) \cdot P\left(a_{0}\right) y\left(a_{0}\right)+y\left(a_{0}\right) \cdot P^{\prime}\left(a_{0}\right) y\left(a_{0}\right) \\
& =2 y^{\prime}\left(a_{0}\right) \cdot P\left(a_{0}\right) A y^{\prime}\left(a_{0}\right)+y^{\prime}\left(a_{0}\right) \cdot A^{T} P^{\prime}\left(a_{0}\right) A y^{\prime}\left(a_{0}\right) \\
& =y^{\prime}\left(a_{0}\right) \cdot\left[2 P\left(a_{0}\right) A+A^{T} P^{\prime}\left(a_{0}\right) A\right] y^{\prime}\left(a_{0}\right) \geq 0
\end{aligned}
$$

we have $h^{\prime}\left(a_{0}\right)=0$. Similarly, if $t_{0}=a_{1}$ we find that $h^{\prime}\left(a_{1}\right)=0$.
Cases $y \in\left(\mathrm{~B}_{\text {IV }}\right)$ or $\left(\mathrm{B}_{\mathrm{V}}\right)$ are analogous to $\left(\mathrm{B}_{\mathrm{III}}\right)$. We conclude that if $t_{0}=a_{0}$ or $a_{1}$, then $h^{\prime}\left(t_{0}\right)=0$.

Consider now $h^{\prime \prime}\left(t_{0}\right)=2 y^{\prime \prime}\left(t_{0}\right) \cdot P\left(t_{0}\right) y\left(t_{0}\right)+\alpha\left(t_{0}, y\left(t_{0}\right), y^{\prime}\left(t_{0}\right)\right)$, where $h\left(t_{0}\right)=\max h(t)=r, t_{0} \in\left[a_{0}, a_{1}\right]$. We already know that $\beta\left(t_{0}, y\left(t_{0}\right), y^{\prime}\left(t_{0}\right)\right)$ $=h^{\prime}\left(t_{0}\right)=0$, thus by the assumption (P1) there are $\delta>0$ and an open neighborhood $V$ of $t_{0}$ in $\left[a_{0}, a_{1}\right]$ such that

$$
\underset{t \in V}{\operatorname{ess} \inf } \inf \left\{2 w \cdot P(t) y+\alpha\left(t, y, y^{\prime}\right): w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0
$$

Since $y(t)$ satisfies $\left(15_{\lambda}\right)$, we have

$$
y^{\prime \prime}(t) \in \lambda F\left(t, y, y^{\prime}\right)+(1-\lambda) \varepsilon y \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]
$$

and if we define $w(t)$ by $y^{\prime \prime}(t)=\lambda w(t)+(1-\lambda) \varepsilon y(t)$, then $w(t) \in F\left(t, y, y^{\prime}\right)$ and

$$
\begin{aligned}
h^{\prime \prime}(t) & =2 \lambda w(t) \cdot P(t) y(t)+2(1-\lambda) \varepsilon y(t) \cdot P(t) y(t)+\alpha\left(t, y(t), y^{\prime}(t)\right) \\
& \geq \lambda\left\{w(t) \cdot P(t) y(t)+\alpha\left(t, y(t), y^{\prime}(t)\right)\right\}
\end{aligned}
$$

But if $t$ is sufficiently close to $t_{0}$, then $\left\|y(t)-y\left(t_{0}\right)\right\|+\left\|y^{\prime}(t)-y^{\prime}\left(t_{0}\right)\right\|<\delta$ and this implies that there is an open neighborhood $V_{1} \subset V$ of $t_{0}$ such that

$$
h^{\prime \prime}(t) \geq \lambda\left\{2 w(t) \cdot P(t) y(t)+\alpha\left(t, y(t), y^{\prime}(t)\right)\right\}>0 \quad \text { for a.e. } t \in V_{1}
$$

But this is impossible by the maximum principle (see [2]), and hence we have a contradiction.
(5.2) Corollary. Let $r>0$ and let $f:\left[a_{0}, a_{1}\right] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function. Suppose that there are nonnegative constants $\mathfrak{a}, K$ and a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that
(a) $2 f\left(t, y, y^{\prime}\right) \cdot P(t) y+\alpha\left(t, y, y^{\prime}\right)>0$ if $\beta\left(t, y, y^{\prime}\right)=0$ and $y \cdot P(t) y=r^{2}$.
(b) $s / \phi(s) \in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq R\right\}$, where $R=\sup \{\|y\|:(t, y) \in \mathcal{P}\}$.
(c) $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathfrak{a}\left(y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}\right)+K$ for $\left(y, y^{\prime}\right) \in \mathcal{D}$ and $t \in\left[a_{0}, a_{1}\right]$.

Then the equation

$$
y^{\prime \prime}=f\left(t, y, y^{\prime}\right), \quad t \in\left[a_{0}, a_{1}\right]
$$

for each of the boundary conditions $\left(\mathrm{B}_{\mathrm{I}}\right)-\left(\mathrm{B}_{\mathrm{V}}\right)$ has at least one solution $y(t)$ in $C^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ satisfying

$$
y(t) \cdot P(t) y(t) \leq r^{2}
$$

(5.3) Corollary. Let $r>0$ and let $f:[0,1] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be $a$ Carathéodory function. Suppose that there are nonnegative constants a, $K$ and a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that:
(a) If $y_{0} \cdot P\left(t_{0}\right) y_{0}=r^{2}$ and $\beta\left(t_{0}, y_{0}, y_{0}^{\prime}\right)=0$ then there exist a $\delta>0$ and an open neighborhood $V$ of $t_{0}$ in $\left[a_{0}, a_{1}\right]$ such that

$$
\underset{t \in V}{\operatorname{ess} \inf } \inf \left\{2 f\left(t, y, y^{\prime}\right) \cdot P(t) y+\alpha\left(t, y, y^{\prime}\right):\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0,
$$

where $\mathcal{D}_{\delta}=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
(b) $s / \phi(s) \in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:\|x\| \leq R\right\}$, where $R=\sup \{\|y\|:(t, y) \in \mathcal{P}\}$.
(c) $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathbf{a}\left(y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}\right)+K$ for a.e. $t \in\left[a_{0}, a_{1}\right]$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}$.

Then the equation

$$
y^{\prime \prime}=f\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in\left[a_{0}, a_{1}\right]
$$

for each of the boundary conditions $\left(\mathrm{B}_{\mathrm{I}}\right)-\left(\mathrm{B}_{\mathrm{V}}\right)$ has at least one solution $y(t)$ in $H^{2}\left(\left[a_{0}, a_{1}\right] ; \mathbb{R}^{n}\right)$ satisfying

$$
y(t) \cdot P(t) y(t) \leq r^{2}
$$

$\S$ 6. Differential inclusions on the interval $[0, \infty)$. In this section we discuss boundary value problems for differential inclusions on the interval $[0, \infty)$. Such problems have been discussed in [23], [24] and [17] for the scalar case. We refer also to [6], [7], and [39].

Let $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ be a multifunction. We say that $F$ is a Carathéodory multifunction if $\left.F\right|_{[0, r]}$ is a Carathéodory multifunction for all $r>0$. In this section we study the problem of existence of solution to the differential inclusion

$$
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, \infty)
$$

where $F$ is a Carathéodory multifunction and $y$ satisfies a certain boundary condition $(\mathcal{A})$. More precisely, $(\mathcal{A})$ denotes the set of all functions satisfying one of the following boundary conditions:
$\left(\mathrm{C}_{\mathrm{I}}\right) \quad y(0)=r$.
$\left(\mathrm{C}_{\mathrm{II}}\right) \quad A y(0)-B y^{\prime}(0)=r$, where $A$ and $B$ are symmetric nonnegative definite $n \times n$-matrices such that if $r=0$ then at least one of these matrices is nonsingular, otherwise both are nonsingular.
$\left(\mathrm{C}_{\mathrm{III}}\right) \quad G\left(y(0), y^{\prime}(0)\right)=0$, where $G: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous function which satisfies either (N1) or (N3) for $i=0$, where $a_{0}=0$.
$\left(\mathrm{C}_{\mathrm{IV}}\right) \quad y^{\prime}(0)=0$.
$\left(\mathrm{C}_{\mathrm{V}}\right) \quad G\left(y(0), y^{\prime}(0)\right)=0$, where $G: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous function which satisfies (N2) for $i=0$, where $a_{0}=0$.
Note that $\left(\mathrm{C}_{\mathrm{I}}\right)$ is a special case of $\left(\mathrm{C}_{\mathrm{III}}\right)$, and $\left(\mathrm{C}_{\mathrm{IV}}\right)$ is a special case of $\left(\mathrm{C}_{\mathrm{V}}\right)$. Moreover, we can replace $r$ by any bounded function $r\left(u_{0}, u_{0}^{\prime}\right)$. In order to use the results of the previous sections we need some assumptions on the multifunction $F$.
(I1) There exists a constant $R>0$ such that if $\left\|y_{0}\right\|>R$ and $y_{0} \cdot y_{0}^{\prime}=0$ then for all compact subsets $[0, r] \subset[0, \infty), r>0$, there is a $\delta>0$ such that

$$
\underset{t \in[0, r]}{\operatorname{ess} \inf \inf }\left\{y \cdot w+\left\|y^{\prime}\right\|^{2}: w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0
$$

where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
(I2) There exists a function $\phi:[0, \infty) \rightarrow[0, \infty)$ such that $s / \phi(s) \in$ $L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in[0, \infty)$ for all $\left(y, y^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$.
(I3) There exist constants a and $k$ such that $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathfrak{a}(y \cdot w+$ $\left.\left\|y^{\prime}\right\|^{2}\right)+k$ for a.e. $t \in[0, \infty)$ and for all $\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}$ and $w \in$ $F\left(t, y, y^{\prime}\right)$.
We would like to emphasize that if we suppose that $\|r\| \leq R$ in $\left(\mathrm{C}_{\mathrm{I}}\right)$ and $\left\|B^{-1}\right\|\left\|A^{-1} B\right\|\|r\| \leq R$ in ( $\mathrm{C}_{\text {II }}$ ) then in the assumption (I2) (resp. (I3)) the inequality $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)\left(\right.$ resp. $\left.\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathfrak{a}\left(y \cdot w+\left\|y^{\prime}\right\|^{2}\right)+k\right)$ can be assumed to be satisfied only for $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq R\right\}$.
(6.1) Theorem. Suppose that $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that the hypotheses (I1)-(I3) are satisfied. Then the differential inclusion

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, \infty)  \tag{16}\\
y \in \mathcal{A}
\end{array}\right.
$$

has a solution $y \in H_{\mathrm{loc}}^{2}\left([0, \infty), \mathbb{R}^{n}\right)$. Moreover, if $\phi \in L_{\mathrm{loc}}^{\infty}[0, \infty)$, then $y \in W^{2, \infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$.

Proof. Consider the family of differential inclusions

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, m]  \tag{m}\\
y \in \mathcal{A}_{m}
\end{array}\right.
$$

where $\mathcal{A}_{m}$ denotes the set of all functions satisfying either $\left(\mathrm{C}_{\mathrm{I}}\right)$, ( $\mathrm{C}_{\mathrm{II}}$ ) or $\left(\mathrm{C}_{\mathrm{III}}\right)$ and the condition $y(m)=0$, or $\left(\mathrm{C}_{\mathrm{IV}}\right)$ or $\left(\mathrm{C}_{\mathrm{V}}\right)$ and the condition
$y^{\prime}(m)=0$. We can suppose that there is an $\varepsilon>0$ such that the operators $L_{m} y=y^{\prime \prime}-\varepsilon y$, defined on $H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$, satisfy the assumption (A1). Therefore, it follows from Theorem (4.3) and Corollary (4.4) that $\left(16_{m}\right)$ has a solution $y_{m} \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$. Moreover, we find that for all $m \in \mathbb{N}$ the sequence $\left\{y_{m+k}\right\}_{k=1}^{\infty}$ restricted to the space $H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ is bounded and thus it contains a subsequence convergent in $C^{1}$-norm. Using a "diagonal method" of choosing successively convergent subsequences of $\left\{y_{m+k}\right\}_{k}$ in $C^{1}\left([0, m] ; \mathbb{R}^{n}\right)$, as $m \rightarrow \infty$, we construct a subsequence $\left\{y_{m(k)}\right\}_{k}$ of $\left\{y_{m}\right\}_{m}$ such that there is a $C^{1}$-function $y:[0, \infty) \rightarrow \mathbb{R}^{n}$ such that $\left.\left.y_{m(k)}\right|_{[0, m]} \rightarrow y\right|_{[0, m]}$ in $C_{1}$-norm for all $m \in \mathbb{N}$. We have to show that for all $m \in \mathbb{N},\left.y\right|_{[0, m]} \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ and that $y$ satisfies (16). Set $C_{m}:=C\left([0, m] ; \mathbb{R}^{n} \times \mathbb{R}^{n}\right), L_{m}^{2}:=L^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ and $H_{m}^{2}:=H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ and consider the diagram

$$
\begin{array}{cc}
C_{m} & \xrightarrow{\Gamma_{m}} \\
\vdots & L_{m}^{2} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \\
j & \uparrow_{L_{m}} \\
H_{m}^{2}
\end{array}
$$

where

$$
\begin{aligned}
\Gamma_{m}(u, v) & =\left\{w \in L_{m}^{2}: w(t) \in F_{\varepsilon}(t, u, v) \text { a.e. }\right\} \times\{g(u, v)\} \times\left\{w_{m}(u, v)\right\}, \\
F_{\varepsilon}(t, u, v) & =F(t, u, v)-\varepsilon u, \quad w_{m}(u, v)=u(m) \text { or } v(m) \\
L_{m} u & =\left(u^{\prime \prime}-\varepsilon u, w_{0}\left(u, u^{\prime}\right), w_{m}\left(u, u^{\prime}\right)\right)
\end{aligned}
$$

and $w_{0}(u, v)=g(u, v)$ denotes the condition $(\mathcal{A})$, where $w_{0}(u, v)=u(0)$ or $v(0)$ (see the proof of (4.3) for more details). The function $u \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ satisfies (16) if and only if

$$
\left(u, u^{\prime}\right) \in j \circ L_{m}^{-1} \circ \Gamma_{m}\left(u, u^{\prime}\right)=: \mathcal{F}_{m}\left(u, u^{\prime}\right)
$$

By the assumption on $F$, we see that $\mathcal{F}_{m}: C_{m} \rightarrow C_{m}$ is a completely continuous and also upper semi-continuous multivalued map. Therefore, for all closed subsets $A \subset C_{m}$ the set $\mathcal{F}_{m}^{-1}(A)=\left\{w \in C_{m}: \mathcal{F}_{m}(w) \cap A \neq \emptyset\right\}$, $w=(u, v)$, is closed. Take

$$
A=\overline{\left\{\left(y_{m(k)}, y_{m(k)}^{\prime}\right)\right\}} \subset C_{m}
$$

It is clear that $\left(y_{m(k)}, y_{m(k)}^{\prime}\right) \in \mathcal{F}_{m}^{-1}(A)$, thus $\left(y, y^{\prime}\right) \in \mathcal{F}_{m}^{-1}(A)$ and this means that $\mathcal{F}_{m}\left(y, y^{\prime}\right) \cap A \neq \emptyset$. We shall show that $\left(y, y^{\prime}\right) \in \mathcal{F}_{m}\left(y, y^{\prime}\right)$. Suppose for contradiction that $\left(y, y^{\prime}\right) \notin \mathcal{F}_{m}\left(y, y^{\prime}\right)$. Thus there exists a subsequence $\left\{\left(y_{m\left(k_{l}\right)}, y_{m\left(k_{l}\right)}^{\prime}\right)\right\}$ such that $\left(y_{m\left(k_{l}\right)}, y_{m\left(k_{l}\right)}^{\prime}\right) \in \mathcal{F}_{m}\left(y, y^{\prime}\right)$ for $l=$ $1,2, \ldots$ Since $\mathcal{F}_{m}\left(y, y^{\prime}\right)$ is compact and $\left(y_{m\left(k_{l}\right)}, y_{m\left(k_{l}\right)}^{\prime}\right) \rightarrow\left(y, y^{\prime}\right)$, we find that $\left(y, y^{\prime}\right) \in \mathcal{F}_{m}\left(y, y^{\prime}\right)$ and this is a contradiction. Therefore we have proved that $\left(y, y^{\prime}\right) \in j \circ L_{m}^{-1} \circ \Gamma_{m}\left(y, y^{\prime}\right)$ and this implies that $y \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ for
all $m \in \mathbb{N}$ and

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, \infty), \\
y \in \mathcal{A}
\end{array}\right.
$$

Therefore $y$ satisfies (19) and $y \in H_{\text {loc }}^{2}\left([0, \infty) ; \mathbb{R}^{n}\right)$. It is left to prove that if $\phi \in L_{\text {loc }}^{\infty}[0, \infty)$ then $y \in W^{2, \infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$. Since $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ we have

$$
\left\|y^{\prime \prime}(t)\right\| \leq \phi\left(\left\|y^{\prime}(t)\right\|\right) \leq \operatorname{ess} \sup \left\{\phi(s): s \in\left[0,\left\|y^{\prime}\right\|_{0}\right]\right\}<\infty
$$

and this proves that $y \in W^{2, \infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$.
(6.2) Corollary. Suppose that $f:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous function and let $\mathfrak{a}, k, R$ be nonnegative constants and $\phi:[0, \infty) \rightarrow$ $(0, \infty)$ a function such that:
(a) If $y \cdot y^{\prime}=0$ and $\|y\|>R$ then $y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}>0$ for all $t \in[0, \infty)$.
(b) $s / \phi(s) \in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in[0, \infty)$ and all $\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}$.
(c) $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathbf{a}\left(y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}\right)+k$ for all $t \in[0, \infty)$ and all $\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}$.
Then the problem

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right), \quad t \in[0, \infty) \\
y \in \mathcal{A}
\end{array}\right.
$$

has at least one solution $y(t)$ in $W^{2, \infty}\left([0, \infty) ; \mathbb{R}^{n}\right) \cap C^{2}\left([0, \infty) ; \mathbb{R}^{n}\right)$.
(6.3) Corollary. Let $f:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a Carathéodory function. Suppose that there are nonnegative constants $\mathfrak{a}, k, R$ and a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that:
(a) If $\left\|y_{0}\right\|>R$ and $y_{0} \cdot y_{0}^{\prime}=0$ then for all compact subsets $[0, r] \subset[0, \infty)$, $r>0$, there is a $\delta>0$ such that

$$
\underset{t \in[0, r]}{\operatorname{ess} \inf \inf }\left\{y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}:\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0
$$

where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
(b) $s / \phi(s) \in L_{\text {loc }}^{\infty}[0, \infty), \int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in[0, \infty)$ and all $\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}$.
(c) $\left\|f\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathfrak{a}\left(y \cdot f\left(t, y, y^{\prime}\right)+\left\|y^{\prime}\right\|^{2}\right)+k$ for all $\left(y, y^{\prime}\right) \in \mathbb{R}^{2 n}$ and for a.e. $t \in[0, \infty)$.
Then the problem

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in f\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, \infty) \\
y \in \mathcal{A}
\end{array}\right.
$$

has at least one solution $y(t)$ in $W^{2, \infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$.

Let us now consider the symmetric positive definite $n \times n$-matrix $P(t)$ which is elementwise of class $C^{2}$ on $[0, \infty)$. Let $r>0$ be a given real number. We put (as in §5)

$$
\begin{aligned}
& \alpha\left(t, x, x^{\prime}\right):=2 x^{\prime} \cdot P(t) x^{\prime}+4 x^{\prime} \cdot P^{\prime}(t) x+x \cdot P^{\prime \prime}(t) x \\
& \beta\left(t, x, x^{\prime}\right):=2 x^{\prime} \cdot P(t) x+x \cdot P^{\prime}(t) x
\end{aligned}
$$

and we suppose that the following condition is satisfied:
$(\mathrm{P} 0)^{\prime} \quad \alpha\left(t, x, x^{\prime}\right) \geq 0$ for all $t \in[0, \infty), x, x^{\prime} \in \mathbb{R}^{n}$.
Let $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ be a Carathéodory multifunction such that the following hypotheses are satisfied:
$(\mathrm{P} 1)^{\prime} \quad$ If $y_{0} \cdot P\left(t_{0}\right) y_{0}=r^{2}$ and $\beta\left(t_{0}, y_{0}, y_{0}^{\prime}\right)=0$ then there is a $\delta>0$ and an open neighborhood $\mathcal{V}$ of $t_{0}$ in $[0, \infty)$ such that
$\underset{t \in \mathcal{V}}{\operatorname{ess} \inf } \inf \left\{2 w \cdot P(t) y+\alpha\left(t, y, y^{\prime}\right): w \in F\left(t, y, y^{\prime}\right),\left(y, y^{\prime}\right) \in \mathcal{D}_{\delta}\right\}>0$,
where $\mathcal{D}_{\delta}:=\left\{\left(y, y^{\prime}\right):\left\|y-y_{0}\right\|+\left\|y^{\prime}-y_{0}^{\prime}\right\|<\delta\right\}$.
$(\mathrm{P} 2)^{\prime} \quad$ There is a function $\phi:[0, \infty) \rightarrow(0, \infty)$ such that $s / \phi(s) \in L_{\mathrm{loc}}^{\infty}[0, \infty)$, $\int_{0}^{\infty}(s / \phi(s)) d s=\infty$ and $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq \phi\left(\left\|y^{\prime}\right\|\right)$ for a.e. $t \in[0, \infty)$ and all $\left(y, y^{\prime}\right) \in \mathcal{D}:=\left\{\left(x, x^{\prime}\right):\|x\| \leq R\right\}$, where $R=\sup \{\|y\|:$ $\left.y \cdot P(t) y \leq r^{2}, t \in[0, \infty)\right\}$.
(P3) ${ }^{\prime} \quad$ There exist constants $k, a>0$ such that $\left\|F\left(t, y, y^{\prime}\right)\right\| \leq 2 \mathfrak{a}(y \cdot w+$ $\left.\left\|y^{\prime}\right\|^{2}\right)+k$ for a.e. $t \in[0, \infty)$, all $\left(y, y^{\prime}\right) \in \mathcal{D}$ and $w \in F\left(t, y, y^{\prime}\right)$.
(6.4) Theorem. Suppose that $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that $P(t)$ and $F$ satisfy the hypotheses (P0)'-(P3)'. Then the differential inclusion

$$
\left\{\begin{array}{l}
y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) \quad \text { for a.e. } t \in[0, \infty)  \tag{17}\\
y(0)=A y^{\prime}(0)
\end{array}\right.
$$

where $A$ is an $n \times n$-matrix satisfying $2 P(0) A+A^{T} P^{\prime}(0) A \geq 0$, has at least one solution $y \in H_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathbb{R}^{n}\right)$ satisfying

$$
y(t) \cdot P(t) y(t) \leq r^{2}
$$

Proof. Consider the family of differential inclusions

$$
\begin{cases}y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in[0, m]  \tag{m}\\ y(0)=A y^{\prime}(0), & y(m)=0\end{cases}
$$

It follows from Theorem (5.1) that $\left(17_{m}\right)$ has a solution $y_{m} \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ such that $y_{m}(t) \cdot P(t) y_{m}(t) \leq r^{2}$ and the sequence $\left\{y_{m+k}\right\}_{k=1}^{\infty}$ restricted to the space $H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ is bounded in $H^{2}$-norm. Therefore, it contains a subsequence which is convergent in $C^{1}$-norm. Using the "diagonal method" of choosing successively convergent subsequences of $\left\{y_{m+k}\right\}_{k}$ in
$C^{1}\left([0, m] ; \mathbb{R}^{n}\right)$, as $m \rightarrow \infty$, we construct a subsequence $\left\{y_{m(k)}\right\}_{k}$ of $\left\{y_{m}\right\}_{m}$ such that there is a $C^{1}$-function $y:[0, \infty] \rightarrow \mathbb{R}^{n}$ such that $\left.y_{m(k)}\right|_{[0, m]} \rightarrow$ $\left.y\right|_{[0, m]}$ in $C^{1}$-norm for all $m \in \mathbb{N}$, and $y(t) \cdot P(t) y(t) \leq r^{2}$. We show exactly in the same way as in the proof of Theorem (6.1) that $\left.y\right|_{[0, m]} \in H^{2}\left([0, m] ; \mathbb{R}^{n}\right)$ and that $y$ satisfies (17).
(6.5) Corollary. Suppose that $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that $P(t)$ and $F$ satisfy the hypotheses $(\mathrm{P} 0)^{\prime}-(\mathrm{P} 3)^{\prime}$ and suppose that $\lim _{t \rightarrow \infty}\left\|P^{-1 / 2}(t)\right\|=0$. Then the differential inclusion

$$
\begin{cases}y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in[0, \infty), \\ y(0)=A y^{\prime}(0), & \lim _{t \rightarrow \infty} y(t)=0\end{cases}
$$

where $A$ is an $n \times n$-matrix satisfying $2 P(0) A+A^{T} P^{\prime}(0) A \geq 0$, has at least one solution $y \in H_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathbb{R}^{n}\right)$.
(6.6) Corollary. Let

$$
P(t)=\left[\begin{array}{ccc}
p_{1}(t) & & 0 \\
& \ddots & \\
0 & & p_{n}(t)
\end{array}\right]
$$

be a diagonal matrix such that $p_{i}(t)>0, p_{i}^{\prime \prime}(t) \geq 0$ and $p_{i}(t) p_{i}^{\prime \prime}(t)-2\left[p_{i}^{\prime}(t)\right]^{2}$ $\geq 0$ for $i=1, \ldots, n$ and $t \in[0, \infty)$. Suppose that $F:[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathcal{K}\left(\mathbb{R}^{n}\right)$ is a Carathéodory multifunction such that $P(t)$ and $F$ satisfy the hypotheses $(\mathrm{P} 1)^{\prime}-(\mathrm{P} 3)^{\prime}$ and suppose that for $i=1, \ldots, k, \lim _{t \rightarrow \infty} p_{i}(t)=\infty$, $k \leq n$. Then the differential inclusion

$$
\begin{cases}y^{\prime \prime} \in F\left(t, y, y^{\prime}\right) & \text { for a.e. } t \in[0, \infty), \\ y(0)=A y^{\prime}(0), & \lim _{t \rightarrow \infty} y_{i}(t)=0, i=1, \ldots, k\end{cases}
$$

where $A$ satisfies $2 P(0) A+A^{T} P^{\prime}(0) A \geq 0$, has at least one solution $y \in$ $H_{\text {loc }}^{2}\left([0, \infty) ; \mathbb{R}^{n}\right)$.

The authors are very grateful for the detailed comments of the referee on an earlier version.
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