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Nonlinear boundary value problems for
differential inclusions y′′ ∈ F (t, y, y′)

by L. H. Erbe and W. Krawcewicz* (Edmonton)

Abstract. Applying the topological transversality method of Granas and the a priori
bounds technique we prove some existence results for systems of differential inclusions of
the form y′′ ∈ F (t, y, y′), where F is a Carathéodory multifunction and y satisfies some
nonlinear boundary conditions.

§1. Introduction. In this paper we study the existence of solutions to
differential inclusions of the form

(∗)
{
y′′ ∈ F (t, y, y′) ,
y ∈ B ,

where F : [a, b] × Rn × Rn → Rn is a multifunction and B denotes the (in
general, nonlinear) boundary conditions. Our approach applies the topo-
logical transversality method of Granas and the a priori bounds technique
for a class of multifunctions F with compact convex values satisfying Cara-
théodory conditions (cf. [35], [36]).

Differential inclusions have been studied by many authors, for example
[1], [9], [6], [7], [5], [17], [28], [35], [36], [39] (see [36] for a historical outline
and extensive list of references).

The topological transversality method of Granas and the a priori bounds
technique have been used before in the study of boundary value problems in
[27], [23], [24], [25], [26] (for scalar second order equations with continuous
function F ), in [17] (for scalar second order equations with multivalued
function F ) and in [22] (for scalar equations and Carathéodory function F ).

In this paper we apply the method of Granas to the study of second
order systems of differential inclusions. The results obtained in this way
may be viewed as improvements, even in the case where F is a single-valued
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Carathéodory multifunction (cf. [27], [2], [11], [13], [31], [32], [30]). In fact,
the classical methods are not always applicable in some situations treated
here.

We also show the existence of solutions y(t) to (∗) such that y(t) ·
P (t)y(t) ≤ r2 , where P (t) is a given symmetric positive definite matrix.
Such problems were considered in [31], [32], [11] and [14] (see also [16] and
[15]). In addition in §6 we apply results obtained in the previous sections
to study differential inclusions on the infinite interval [0,∞).

The problems studied in §6 are related to [27] and [17] where differential
equations of second order on an infinite interval were studied by similar
methods. (See also [6], [7], [39]).

§2. Preliminaries. Suppose that E and F are spaces and X ⊂ E and
Y ⊂ F are subsets. By K(Y ) we denote the family of all nonempty convex
and compact subsets of Y . A multivalued map Γ : X → K(Y ) is called upper
semi-continuous (u.s.c.) if {x ∈ X : Γ (x) ⊂ U} is an open subset of X for
any open U in Y . Γ is said to be compact if Γ (X) =

⋃
{Γ (x) : x ∈ X}

is relatively compact in Y . We denote by C the class of all multivalued,
compact and upper semi-continuous maps Γ with nonempty, closed and
convex values. Let K be a convex subset of the Banach space E. For any
bounded closed subset A and B of K, such that B ⊂ A, we denote by
CK(A,B) the set of all multivalued maps Γ : A→ K(Y ) such that (i) Γ ∈ C
and (ii) x 6∈ Γ (x) for all x ∈ B.

Let us present a short outline of the topological transversality method
of Granas.

(2.1) Definition. A multivalued map Γ ∈ CK(A,B) is called essential
if for every multivalued map G ∈ CK(A,B) such that G |B ≡ Γ |B there
exists a fixed point x ∈ A of G, i.e. x ∈ G(x).

It is well known (see [10]) that if U is a bounded open subset of K and
p ∈ U then the map G(x) ≡ {p}, x ∈ U , is essential in CK(U, ∂U).

(2.2) Definition. Two multivalued maps Γ,G ∈ CK(A,B) are said to be
homotopic (notation Γ ∼ G) if there is a compact homotopy
H : A× [0, 1]→ K(K) such that H ∈ C and (i) Γ ≡ H0 , G ≡ H1, (ii) Hλ ∈
CK(A,B) for all λ ∈ [0, 1], where Hλ(x) := H(x, λ), x ∈ A, λ ∈ [0, 1].

(2.3) Theorem (Topological Transversality Theorem). Let
Γ,G ∈ CK(A,B) be two homotopic multivalued maps. Then one of these
maps is essential if and only if the other is.

The Topological Transversality Theorem can be reformulated as the fol-
lowing alternative:
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(2.4) Corollary. Suppose that Γ ∈ CK(A,B) and let H : A× [0, 1]→
K(K) be a multivalued homotopy such that H ∈ C , H0 ≡ Γ and put G ≡ H1.
If Γ is essential , then either

(i) G is essential , or
(ii) there exist x ∈ B and λ ∈ [0, 1] such that x ∈ H(x, λ).

Suppose that U is a bounded open subset of K. As a consequence of
(2.3) we have the following corollaries:

(2.5) Corollary (Nonlinear Alternative). Suppose that Γ : U →
K(K) is a multivalued map such that Γ ∈ C and let p ∈ U . Then either

(i) Γ is essential in CK(U, ∂U), or
(ii) there exist x ∈ ∂U and λ ∈ (0, 1] such that x ∈ λΓ (x) + (1− λ)p.

We say that Γ : K → K(K) is completely continuous if Γ |X ∈ C for
every bounded subset X of K.

(2.6) Corollary (Leray–Schauder Alternative). Suppose that
0 ∈ K and let Γ : K → K(K) be a completely continuous multivalued
map. Then either

(i) Γ has a fixed point in K, i.e. there is x ∈ K such that x ∈ Γ (x), or
(ii) the set {x ∈ K : ∃λ ∈ (0, 1) with x ∈ λΓ (x)} is unbounded.

For more facts concerning the topological transversality method for mul-
tivalued maps and the proofs of the above results we refer to [10], [17], [36],
[21], [30].

In what follows we will consider the following Banach function spaces:

C([a, b]; Rm) = {u : [a, b]→ Rm : u is continuous on [a, b]}
with the norm ‖u‖∞ = supt∈[a,b] ‖u(t)‖ where ‖ · ‖ denotes the usual eu-
clidean norm in Rm;

L2([a, b]; Rm) = {u : [a, b]→ Rm : ‖u(t)‖ is L2-integrable}
with the norm

‖u‖2 =
( b∫
a

‖u(t)‖2 dt
)1/2

;

Hk([a, b]; Rm) = {u : [a, b]→ Rm : u has weak derivatives

u(i) ∈ L2([a, b]; Rm) for 0 ≤ i ≤ k}
with the norm

‖u‖2;k = max{‖u(i)‖2 : 0 ≤ i ≤ k}.
The spaces Hk([a, b]; Rm) are usual Sobolev spaces of vector functions

denoted also by W k,2([a, b]; Rm) (for more details see [3]).
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We now introduce the notion of a Carathéodory map or multifunction
which will be central in the results to follow.

(2.7) Definition. A multifunction F : [a, b] × Rm → K(Rn) is said to
be a Carathéodory multifunction in case it satisfies the following conditions:

(i) the map t→ F (t, u) is Lebesgue measurable for each u ∈ Rm;
(ii) the map u→ F (t, u) is u.s.c. for each t ∈ [a, b];
(iii) for any r ≥ 0 there is a function ψr ∈ L2[a, b] such that for all

t ∈ [a, b] , u ∈ Rm with ‖u‖ ≤ r and y ∈ F (t, u) we have ‖y‖ ≤ ψr(t).
We note that as a consequence of conditions (i) and (ii) it follows (cf.

[5]) that for each measurable u : [a, b] → Rm the map t → F (t, u(t)) has
measurable single-valued selections.

We recall that if F : [a, b]×Rm → K(Rn) then the associated Nemytskĭı
operator NF : C([a, b]; Rm)→ L2([a, b]; Rn) is given by

NF (u) := {w ∈ L2([a, b]; Rn) : w(t) ∈ F (t, u(t)) for a.e. t ∈ [a, b]}.
As a consequence of results of [35], [36], if F is a Carathéodory map, then
the Nemytskĭı operator is well defined with nonempty closed convex values
and is such that the composed multivalued map (J ◦ NF )(u) := J(NF (u))
is completely continuous for any completely continuous linear operator J :
L2([a, b]; Rn)→ C([a, b]; Rm) (cf. Prop. 1.7 in [35]).

Consider now a function f : [a, b]×Rm → Rn such that f = (f1, . . . , fn),
where fi : [a, b]× Rm → R, i = 1, . . . , n. We define

f(t, u) := (f
1
(t, u), . . . , fn(t, u)) and f(t, u) = (f1(t, u), . . . , fn(t, u)) ,

where

f
i
(t, u) = lim inf

y→u
fi(t, y) and f i(t, u) = lim sup

y→u
fi(t, y)

for i = 1, . . . , n. Assume that f
i

and f i are well defined finite-valued func-
tions. We introduce the multivalued function F : [a, b] × Rm → K(Rn)
defined by

F (t, u) := [f(t, u), f(t, u)] := [f
1
(t, u), f1(t, u)]× · · · × [f

n
(t, u), fn(t, u)].

(2.8) Definition. We say that the multifunction F is of type M if
both f

i
(t, u(t)) and f i(t, u(t)) are measurable for every measurable function

u : [a, b]→ Rm , i = 1, . . . , n (cf. [17]).

We note that if the function f : [a, b]×Rm → Rn satisfies (i) and (ii) of
Definition (2.7), then f

i
= f i = f and f is evidently of type M. Moreover,

by the definition of the functions f
i

and f i we find that f
i

is lower semi-
continuous and f i is upper semi-continuous with respect to u. Therefore F
is upper semi-continuous with respect to the variable u. This implies that
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if F is of typeM, and satisfies the growth condition (iii) of Definition (2.7)
then F is a Carathéodory map.

§3. Abstract existence theorems for differential inclusions. Let
a0 < a1 be real numbers and assume that F : [a0, a1] × Rn × Rn → K(Rn)
is a Carathéodory multifunction. Suppose that gi : Rn × Rn × Rn × Rn →
Rn, i = 0, 1, are continuous functions and let

wi(ỹ ) := Ai0y0 +Ai1y
′
0 +Bi0y1 +Bi1y

′
1, i = 0, 1,

where Aij , Bij ∈ Rn2
, i, j = 0, 1, are matrices and ỹ = (y0, y′0, y1, y

′
1) ∈ R4n.

Thus, wi, i = 0, 1, are linear operators from R4n to Rn.
In this section we study the existence problem for solutions y ∈

H2([a0, a1]; Rn) to the differential inclusion

Ly ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],

where Ly = y′′ + b(t)y′ + c(t)y, and b, c : [a0, a1] → Rn2
are L2-functions

which satisfy the boundary conditions

wi(ỹ ) = gi(ỹ ), i = 0, 1,

where ỹ = (y(a0), y′(a0), y(a1), y′(a1)). It is clear that L maps continuously
H2([a0, a1]; Rn) into L2([a0, a1]; Rn).

Let B0 be the set of all functions y : [a0, a1] → Rn satisfying the homo-
geneous boundary conditions: wi(ỹ ) = 0, i = 0, 1. We set

H2
B0

:= {y ∈ H2([a0, a1]; Rn) : y ∈ B0},
L2 := L2([a0, a1]; Rn) .

We shall make the following assumption in some of the results to follow:

(A) The operator L|H2
B0

: H2
B0
→ L2 is one-to-one.

The main result of this section is the following existence theorem. It
may also be proved using the results of [36]. However, the proof given below
is different.

(3.1) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) and
Ly = y′′ + b(t)y′ + c(t)y are such that F is a Carathéodory multifunction
and L satisfies the assumption (A). If there is a constant M <∞ such that
‖(y, y′)‖0 := max{‖y‖∞, ‖y′‖∞} < M for all solutions y to the differential
inclusion

(2λ)
{
Ly ∈ λF (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = λgi(ỹ ), i = 0, 1,

for λ ∈ [0, 1], then the differential inclusion

(2)
{
Ly ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = gi(ỹ ), i = 0, 1,
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has at least one solution in H2([a0, a1]; Rn).

P r o o f. Put
C := C([a0, a1]; Rn × Rn), H2 := H2([a0, a1]; Rn),

L̃ : H2 → L2 × Rn × Rn, L̃u = (Lu,w0(ũ), w1(ũ)),

j : H2 → C , j(u) = (u, u′), where u ∈ H2 and ũ = (u(a0), u′(a0), u(a1),
u′(a1)) ∈ R4n. By the Ascoli theorem j is a completely continuous linear
operator.

Next, we define a multivalued map Γ : C → L2 × Rn × Rn by

Γ (u, v) := {w ∈ L2 : w(t) ∈ F (t, u(t), v(t)) a.e.} × {g1(u, v)} × {g2(u, v)},
where (u, v) ∈ C and (u, v) = (u(a0), v(a0), u(a1), v(a1)) ∈ R4n.

We consider the following diagram:

C
Γ−→ L2 × Rn × Rn

↖j
xL̃
H2

By the assumption (A) the operator L|H2
B

: H2
B0
→ L2 is one-to-one,

and therefore the linear operator L̃ : H2 → L2 × Rn × Rn is an isomor-
phism. Indeed, by the open mapping theorem it is sufficient to verify that
L̃ is surjective. Let r0, r1 ∈ Rn and let y0 ∈ H2 be the unique solution
to the equation Ly0 = 0 which satisfies wi(ỹ0) = ri , i = 0, 1. Then
L̃−1(x, r0, r1) = L−1x+ y0, where L−1 is the inverse of L : H2

B0
→ L2.

Since the operator L̃ is invertible, we can define a multivalued map F :
C → C by F(w) := j ◦ L̃−1 ◦ Γ (w) , w ∈ C. Since F is a Carathéodory
map, F is a completely continuous multivalued map with nonempty compact
convex values, i.e. F |X∈ C for all bounded sets X ⊂ C.

We wish to solve (2), i.e. we are looking for y ∈ H2 such that L̃y ∈
Γ (j(y)), that is, y ∈ L̃−1 ◦ Γ (j(y)). It follows that j(y) ∈ j ◦ L̃−1 ◦ Γ (j(y))
and we see that the problem (2) is equivalent to the fixed point problem

w ∈ F(w) , w = (u, v) ∈ C .
Put U := {(u, v) ∈ C : ‖(u, v)‖0 < M} and let H : U × [0, 1] → C

be the homotopy defined by H(w, λ) = λF(w) , w ∈ U , λ ∈ [0, 1]. The
homotopy H is a well defined multivalued homotopy such that H ∈ C.
Suppose that w ∈ H(w, λ) for some λ ∈ [0, 1]. Then by definition of H,
it follows that w ∈ Im(j), thus w = (u, u′), and therefore u satisfies the
differential inclusion (2λ). By hypothesis, ‖w‖0 < M , thus w ∈ U . Now we
can apply Corollary (2.5) or Theorem (2.3) to obtain the existence of a fixed
point of F in the set U . Indeed, for every λ ∈ (0, 1] there is no w ∈ ∂U such
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that w ∈ λF (w), therefore the condition (ii) of Corollary (2.5) cannot be
satisfied, and it follows that F0 := F|U : U → C is essential in CC(U ; ∂U).

We should remark that Theorem (3.1) may be stated in the following,
slightly more general form, admitting a broader class of deformations of
the boundary conditions. The proof is essentially the same and therefore is
omitted.

(3.2) Theorem. Let L satisfy (A) and let F : [a0, a1]×Rn×Rn → K(Rn)
be a Carathéodory multifunction such that F0 : U → C (defined in the proof
of (3.1)) is an essential map in CC(U ; ∂U). Suppose that hi : R4n× [0, 1]→
Rn, i = 0, 1, are continuous maps such that hi(·, 0) ≡ gi for i = 0, 1. If
‖(y, y′)‖0 < M for all solutions y to the differential inclusion

(3λ)
{
Ly ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = hi(ỹ, λ), i = 0, 1,

for λ ∈ [0, 1], then the differential inclusion

(3)
{
Ly ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = hi(ỹ, 1), i = 0, 1,

has at least one solution in H2([a0, a1]; Rn).

Finally, we can apply the Leray–Schauder Alternative (Corollary (2.6))
to obtain the following theorem.

(3.3) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction and Ly = y′′+b(t)y′+c(t)y satisfies the assump-
tion (A). Let U ⊂ C([a0, a1]; Rn×Rn) be an open and bounded neighborhood
of zero. Suppose that for all λ ∈ (0, 1) the differential inclusion

(2λ)
{
Ly ∈ λF (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = λgi(ỹ ), i = 0, 1,

has no solution y ∈ H2([a0, a1]; Rn) such that (y, y′) ∈ ∂U . Then the differ-
ential inclusion

(2)
{
Ly ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
wi(ỹ ) = gi(ỹ ), i = 0, 1,

has a solution y ∈ H2([a0, a1]; Rn) such that (y, y′) ∈ U .

P r o o f. We use the same notation as in the proof of (3.1). We have the
diagram

C
Γ−→ L2 × Rn × Rn

↖j
xL̃
H2
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and the problem (2) is equivalent to the fixed point problem

w = F(w) := j ◦ L̃−1 ◦ Γ (w) , w ∈ C .
We have F0 := F|U ∈ C, thus we can apply Corollary (2.6). Since the
inclusion w ∈ λF0(w) , λ ∈ (0, 1), is equivalent to (2λ), we find that the
condition (ii) of (2.6) cannot be satisfied. This implies that F0 has a fixed
point in U .

§4. Existence results for nonlinear differential inclusions. The
proofs for the abstract theorems, presented in §3, depend on finding bounds
for the solutions and their derivatives of first order. This section deals with
a priori bounds which are applied to prove the Main Theorem characterizing
the existence of solutions to the differential inclusion y′′ ∈ F (t, y, y′) with
the nonlinear boundary conditions.

In this section, unless otherwise specified, we shall assume that F :
[a0, a1]×Rn ×Rn → K(Rn), a0 < a1, is a Carathéodory multifunction and
wi, i = 0, 1, denotes one of the following sets of linear boundary operators:

(α) wi(ỹ ) = yi ,
(β) wi(ỹ ) = y′i ,
(γ) w0(ỹ ) = Ay1−y0, or w1(ỹ ) = By′1−y′0, where A ∈ O(n), B ∈ GL(n),

and x ·AB−1y ≤ 0 provided x · y ≤ 0,

where ỹ = (y0, y′0, y1, y
′
1) ∈ R4n. As in §3, let B0 denote the set of functions

satisfying the homogeneous boundary conditions wi(ỹ ) = 0, i = 0, 1, and
H2
B0

:= {y ∈ H2([a0, a1]; Rn) : y ∈ B0}, L2 := L2([a0, a1]; Rn). It is well
known that the operator L0 : H2

B0
⊂ L2 → L2 , L0y := y′′, has a discrete

denumerable spectrum σ(L0) ⊂ R (cf. [4]), thus for all small ε > 0 the
operator Ly := y′′ − εy satisfies the assumption (A).

We shall state the following hypothesis, which is a generalization of anal-
ogous conditions from [27], [23], [24], [25], [26], [17], [13].

(H1) There exists a constant R > 0 such that if ‖y0‖ > R and y0· y′0 = 0
then there is a δ > 0 such that

ess inf
t∈[a0,a1]

inf{y · w + ‖y′‖2 : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0,

where Dδ := {(y, y′) ∈ R2n : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
In the case where F is a continuous function (H1) reduces to the classical

Nagumo–Hartman condition (cf. [29]) and becomes simply y · F (t, y, y′) +
‖y′‖2 > 0 if ‖y‖ > R and y · y′ = 0. In the scalar case (H1) in a modified
form was used in, for example, [27], [23], [24], [25], [26], [22]. In the latter,
the authors considered an even more general condition for the case when
F is a Carathéodory function. Another example of a multivalued function
satisfying (H1) was considered in [12].
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The next two lemmas will be used to obtain the necessary a priori bounds
required in Theorems (3.1) and (3.2).

(4.1) Lemma. Let ε > 0 be such that Ly = y′′ − εy satisfies (A) and
suppose that F satisfies (H1). Let Y be a solution to the differential inclusion
y′′− εy ∈ λ[F (t, y, y′)− εy], λ ∈ [0, 1], such that the function r(t) = ‖y(t)‖2
achieves its maximum at a point t0 ∈ [a0, a1] with r′(t0) = 0. Then ‖y(t)‖ ≤
R for all t ∈ [a0, a1].

P r o o f. Notice that the multifunction Fλ(t, y, y′) := λF (t, y, y′) + (1 −
λ)εy also satisfies (H1). For, let w1 ∈ Fλ(t, y, y′) and λw = w1 − (1− λ)εy,
where w ∈ F (t, y, y′). We can suppose that λ > 0. If ‖y0‖ > R and y0·y′0 = 0
then for (y, y′) ∈ Dδ, where δ > 0 is given by (H1), we have

y · w1 + ‖y′‖2 = λy · w + (1− λ)ε‖y‖2 + ‖y′‖2

= λ(y · w + ‖y′‖2) + (1− λ)[ε‖y‖2 + ‖y′‖2]

≥ λ[y · w + ‖y′‖2],

thus
ess inf
t∈[a0,a1]

inf{y · w1 + ‖y′‖2 : w1 ∈ Fλ(t, y, y′), (y, y′) ∈ Dδ}

≥λ ess inf
t∈[a0,a1]

inf{y · w + ‖y′‖2 : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0.

Suppose now that r(t0) = max r(t) > R2 and r′(t0) = 2y(t0) · y′(t0) = 0.
Since (y(t), y′(t)) → (y(t0), y′(t0)) as t → t0, there exists an α > 0 and an
η > 0 such that for almost every t ∈ Aη := {t ∈ [a0, a1] : |t0 − t| < η}

inf{y(t) · w + ‖y′‖2 : w ∈ Fλ(t, y(t), y′(t))} > α > 0

and therefore
1
2r
′′(t) = y(t) · y′′(t) + ‖y′(t)‖2 > 0

for almost every t ∈ Aη. But this contradicts the maximum principle (see
[3]).

(4.2) Lemma. Let φ : (0,∞) → [0,∞) be a function such that s/φ(s) ∈
L∞loc[0,∞) and let α,K,R, τ be nonnegative constants such that

(4)
∞∫

M1

s ds

φ(s)
>
T

2
M1 + 2αR2,

where M1 :=
4R(1 + αR)

T
+
KT

4
, T = a1 − a0.

Then there exists a constant M (depending only on φ(s), α, R, τ, K) with
the following property. Suppose x ∈ H2([a0, a1]; Rn) satisfies

(5) ‖x′′(t)‖ ≤ φ(‖x′(t)‖) for a.e. t ∈ [a0, a1], a1 − a0 ≥ τ ,
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(6)
‖x(t)‖ ≤ R for all t ∈ [a0, a1],

‖x′′(t)‖ ≤ αr′′(t) +K for a.e. t ∈ [a0, a1],

where r(t) = ‖x(t)‖2. Then ‖x′(t)‖ ≤M for all t ∈ [a0, a1].

P r o o f. The proof is standard and is similar to the proof of this result
when x ∈ C2 (cf. [29]). However, we have to apply here the following lemma
(cf. [17]).

Lemma. Let f ∈ W 1,1[a, b] be a function such that k1 < f(t) < k2 for
all t ∈ [a, b] and let g : [k1, k2]→ R be measurable and bounded. Then

f(b)∫
f(a)

g(x) dx =
b∫
a

g(f(t))f ′(t) dt .

Before we present the existence results, we shall state some additional
hypotheses on the mutlifunction F : [a0, a1]× Rn × Rn → K(Rn):

(H2) There is a function φ : [0,∞) → (0,∞) such that s/φ(s) ∈
L∞loc[0,∞),

∫∞
0

(s/φ(s)) ds = ∞, and ‖F (t, y, y′)‖ ≤ φ(‖y′‖) for a.e.
t ∈ [a0, a1] and all (y, y′) ∈ D := {(x, x′) ∈ Rn × Rn : ‖x‖ ≤ R},
where R is the same as in (H1).

(H3) There exist constants k, α > 0 such that

‖F (t, y, y′)‖ ≤ 2α(y · w + ‖y′‖2) + k

for a.e. t ∈ [a0, a1], all (y, y′) ∈ D and w ∈ F (t, y, y′).

The conditions (H2) and (H3) are related to the usual Bernstein–Nagumo
growth conditions (cf. [29], [25], [17], etc.) and for a continuous single-valued
function F they coincide with these conditions.

Now we introduce the hypotheses which are related to the classes of
boundary conditions which we shall study.

Let Gi : R4n → Rn, i = 0, 1, be continuous functions. For a fixed
function Gi, i = 0, 1, we introduce the following conditions:

(N1) One of the following inequalities is satisfied for all u0, u
′
0, u1, u

′
1 ∈

Rn:

(−1)i[ui · u′i −Gi(u0, u
′
0, u1, u

′
1) · u′i] ≥ 0.

(N2) One of the following inequalities is satisfied for all u0, u
′
0, u1, u

′
1 ∈

Rn:

(−1)i[ui · u′i −Gi(u0, u
′
0, u1, u

′
1) · ui] ≥ 0.
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(N3) One of the following relations is satisfied for all λ ∈ [0, 1] and all
u0, u

′
0, u1, u

′
1 ∈ Rn such that ‖ui‖ > R:

ui 6= λ[ui −Gi(u0, u
′
0, u1, u

′
1)].

The conditions (N1) and (N2) are associated with the conditions
(−1)igi(ỹ ) · yi ≥ 0 and (−1)igi(ỹ ) · y′i ≥ 0 resp., where i = 0, 1, ỹ =
(y(a0), y′(a0), y(a1), y′(a1)) and Gi(ỹ) = yi − gi(ỹ ) and Gi(ỹ) = y′i − gi(ỹ )
respectively. Special cases of these have been considered by many authors,
see e.g. [25], [36], [32].

Theorem 4.3 (Main Theorem). Suppose that F : [a0, a1]×Rn×Rn →
K(Rn) is a Carathéodory multifunction such that the hypotheses (H1)–(H3)
are satisfied , and let Gi : R4n → Rn, i = 0, 1, be continuous functions
satisfying one of the conditions (N1)–(N3). Then the nonlinear boundary
value problem

(P)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
Gi(y(a0), y′(a0), y(a1), y′(a1)) = 0, i = 0, 1,

has at least one solution in H2([a0, a1]; Rn).

P r o o f. If Gi satisfies (N1) or (N3) we consider the nonlinear boundary
condition

y(ai) = λ[y(ai)−Gi(ỹ )] := λgi(ỹ ) ,(7)
and if Gi satisfies (N2) then

y′(ai) = λ[y′(ai)−Gi(ỹ )] := λgi(ỹ ) ,(8)

where i = 0, 1 and ỹ = (y(a0), y′(a0), y(a1), y′(a1)).
We denote the linear boundary conditions given by the left-hand side of

(7) or (8) by wi(ỹ ) , i = 0, 1, they are of the type (α), (β), or (γ) mentioned
before. Consider the following family of nonlinear boundary value problems:

(Pλ)
{
y′′ − εy ∈ λ{F (t, y, y′)− εy} for a.e. t ∈ [a0, a1],
wi(ỹ ) = λgi(ỹ ) , i = 0, 1, λ ∈ [0, 1].

We note that for sufficiently small ε > 0, the operator Ly := y′′−εy, defined
on the space H2

B0
, satisfies the assumption (A) and we also observe that we

can choose this ε such that
∞∫

M1

s ds

φ̃(s)
>
TM̃1

2
+ 2αR2,

where k̃ := k + εR, M̃1 := 4R(1 + αR)/T + k̃T/4, T = a1 − a0, and φ̃(s) =
φ(s) + εR. Thus we can apply Lemma (4.2) with the constants α, K̃, R, T
and function φ̃, to obtain the existence of a constant M (depending only on



206 L. H. Erbe and W. Krawcewicz

α, R, K, ε and φ(s)) such that every solution y(t) to (Pλ) with ‖y(t)‖ ≤ R
satisfies ‖y′(t)‖ ≤M .

In order to apply Theorem (3.1) we need a priori bounds on ‖y(t)‖ for all
solutions y to (Pλ). Let y(t) be a solution to (Pλ), and put r(t) = ‖y(t)‖2.
Suppose that r(t) achieves its maximum at t0 ∈ (a0, a1). Then the a priori
bound ‖y(t0)‖ ≤ R follows from Lemma (4.1). Suppose then that r(t)
achieves its maximum at t0 = ai, i = 0 or 1. We consider the following
cases:

Gi satisfies (N1): We have

0 ≥ (−1)ir′(ai) = (−1)i2y(ai) · y′(ai)
= (−1)i2λ[y(ai) · y′(ai)−Gi(ỹ ) · y′(ai)] ≥ 0

and thus r′(ai) = 0. Therefore we can apply again Lemma (4.1) to obtain
the a priori bound ‖y(t)‖ ≤ R.

Gi satisfies (N2): We have

0 ≥ (−1)ir′(ai) = (−1)i2y(ai) · y′(ai)
= (−1)i2λ[y(ai) · y′(ai)−Gi(ỹ ) · y(ai)] ≥ 0

and thus r′(ai) = 0. By (4.1) we find that ‖y(t)‖ ≤ R.
Gi satisfies (N3): We can suppose that λ > 0 and thus we have the

equality
y(ai) = λ[y(ai)−Gi(ỹ )]

and hence ‖y(ai)‖ ≤ R. Thus the conclusion follows from Theorem (3.1).

Let B denote the set of all functions y(t) satisfying one of the following
sets of boundary conditions:

(I) y(a0) = r, y(a1) = s ,
(II) y′(a0) = 0, y′(a1) = 0 ,
(III) −Ay(a0) +By′(a0) = r , Cy(a1) +Dy′(a1) = s ,
(IVa) y(a0) = r , Cy(a1) +Dy′(a1) = s ,
(IVb) −Ay(a0) +By′(a0) = r , y(a1) = s ,
(Va) y′(a0) = 0 , Cy(a1) +Dy′(a1) = s ,
(Vb) −Ay(a0) +By′(a0) = r , y′(a1) = 0 ,

where A, B, C, D are nonnegative definite symmetric n × n-matrices and
r, s ∈ Rn. We suppose that if y(a0) = r (resp. y(a1) = s), then ‖r‖ ≤ R
(resp. ‖s‖ ≤ R), and if −Ay(a0)+By′(a0) = r (resp. Cy(a1)+Dy′(a1) = s),
then A, B (resp. C, D) are nonsingular and ‖B−1‖ ‖A−1B‖ ‖r‖ ≤ R (resp.
‖C−1‖ ‖D−1C‖ ‖s‖ ≤ R) but if r = 0 (resp. s = 0), we suppose that only
one of the matrices A, B (resp. C, D) is nonsingular.

The boundary conditions (I)–(V) in the scalar case were studied in [27],
[23], [24], [25], [26], [22]. For the case of a Carathéodory function or a
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multivalued scalar operator F these conditions were considered in [17]. For
second order systems similar problems were considered in [14]. We also refer
the reader to [35], [36].

Under the above hypotheses we have the following corollary:

(4.4) Corollary. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that the hypotheses (H1)–(H3) are satisfied.
Then the differential inclusion

(9)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
y ∈ B,

has at least one solution in H2([a0, a1]; Rn).

P r o o f. First, consider the cases of boundary conditions B, where the
conditions −Ay(a0)+By′(a0) = r and Cy(a1)+Dy′(a1) = s are replaced by
the homogeneous conditions −Ay(a0)+By′(a0) = 0 and Cy(a1)+Dy′(a1) =
0 respectively. We define for i = 0, 1

G1
i (u0, u

′
0, u1, u

′
1) = ui − r, G2

i (u0, u
′
0, u1, u

′
1) = u′i ,

G3
0(u0, u

′
0, u1, u

′
1) = −Au0 +Bu′0, G3

1(u0, u
′
0, u1, u

′
1) = Cu1 +Du′1.

Note that G1
i satisfies (N3) and G2

i satisfies (N2). We shall verify that G3
0

and G3
1 satisfy one of the conditions (N1) or (N2). Assume first that A is

nonsingular. Then A−1B is a nonnegative definite matrix and thus

u0 · u′0 +A−1G3
0(ũ) · u′0 = A−1Bu′0 · u′0 ≥ 0, where ũ = (u0, u

′
0, u1, u

′
1) ,

and therefore (N2) is satisfied. Suppose now that B is nonsingular. Then

u0 · u′0 −B−1G3
0(ũ) · u0 = B−1Au0 · u0 ≥ 0

and thus (N1) is satisfied.
It can be verified in a similar way that G3

1 satisfies (N1) or (N2). By
Theorem (4.3), it follows that the differential inclusion

(9)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
y ∈ B,

has a solution.
Before we prove Corollary (4.4) in the general case, we need to recall

some notation used in the proof of Theorem (3.1). Put

U = {(u, v) ∈ C : ‖(u, v)‖ < max(M,R) + 1} ,
where M is given by Lemma (4.2), and let F0 : U → C be defined by

F0(w) = j ◦ L̃−1 ◦ Γ (w) , w ∈ C
(see the proof of (3.1) for notation), where Ly = y′′ − εy. Then it is known
that F0 is essential in CC(U, ∂U) (Theorem (4.3)). We shall apply Theorem
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(3.2). We consider the family of differential inclusions

(9λ)
{
y′′ ∈ F (t, y, y′),
y ∈ Bλ,

where Bλ denotes one of the boundary conditions of B with −Ay(a0) +
By′(a0) = r and Cy(a1)+Dy′(a1) = s replaced by −Ay(a0)+By′(a0) = λr
and Cy(a1)+Dy′(a1) = λs respectively, for λ ∈ [0, 1]. By the same argument
as in the proof of (4.3), we need only prove that if r(t) = ‖y(t)‖2, where
y(t) is a solution to (9λ), achieves its maximum at t0 = a0 or a1 then
‖y(t0)‖ ≤ R. Suppose first that t0 = a0 and −Ay(a0)+By′(a0) = λr. Then
we have

0 ≥ r′(a0) = 2y(a0) · y′(a0) = 2y(a0) · [B−1λr +B−1Ay(a0)]

= 2y(a0) ·B−1λr + 2y(a0) ·B−1Ay(a0).

Evidently, if r = 0, then r′(a0) = 0. If r 6= 0, then, by assumption, A > 0
and B > 0. Since B−1A > 0, we have x ·B−1Ax ≥ 1

‖A−1B‖‖x‖
2 and thus

0 ≥ r′(a0) ≥ 2
[

1
‖A−1B‖

‖y(a0)‖2 − ‖y(a0)‖ ‖B−1‖ ‖λr‖
]

≥ 2‖y(a0)‖
[
‖y(a0)‖
‖A−1B‖

− ‖B−1‖ ‖r‖
]

and this implies

‖y(a0)‖ ≤ ‖A−1B‖ ‖B−1‖ ‖r‖ ≤ R .
Suppose now that r(a1) = max r(t) and Cy(a1) + Dy′(a1) = λs. Thus
r′(a1) ≥ 0 and we have

0 ≤ r′(a1) = 2y(a1) · y′(a1) = 2y(a1) · [D−1λs−D−1Cy(a1)]

= 2y(a1) ·D−1λs− 2y(a1) ·D−1Cy(a1)

≤ −2‖y(a1)‖2 1
‖C−1D‖

+ 2‖y(a1)‖ ‖D−1‖ ‖s‖

= 2‖y(a1)‖
[
− ‖y(a1)‖
‖C−1D‖

+ ‖D−1‖ ‖s‖
]

and thus ‖y(a1)‖ ≤ ‖C−1D‖ ‖D−1‖ ‖s‖ ≤ R.
Now we can apply Theorem (3.2) and the existence of a solution to the

differential inclusion (9) follows.

We remark that if we replace r and s by any bounded functions
r(u0, u

′
0, u1, u

′
1) and s(u0, u

′
0, u1, u

′
1) such that the required inequalities, such

as: ‖r(ũ)‖ ≤ R, ‖s(ũ)‖ ≤ R, ‖B−1‖ ‖A−1B‖ ‖r(ũ)‖ ≤ R or ‖C−1‖ ‖D−1C‖
× ‖s(ũ)‖ ≤ R (depending on the boundary conditions), are satisfied, then
Corollary (4.4) is still true.
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(4.5) Definition. We say that two matrices A ∈ O(n) and B ∈ GL(n)
have the property (P) if u · v ≤ 0 implies u ·AB−1v ≤ 0 for all u, v ∈ Rn. If
A : X → O(n) and B : X → GL(n) are two maps, then we say that A and
B have the property (P) if A(x) and B(x) have (P) for all x ∈ X.

(4.6) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that the hypotheses (H1)–(H3) are satisfied
and let A : R4n → O(n) and B : R4n → GL(n) be continuous maps having
the property (P). Then the boundary value problem

(10)

 y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
y(a0) = A(ỹ )y(a1),
y′(a0) = B(ỹ )y′(a1),

where ỹ = (y(a0), y′(a0), y(a1), y′(a1)) ∈ R4n, has at least one solution in
H2([a0, a1]; Rn).

P r o o f. Since the space R4n is contractible, there exists a homotopy
h : R4n × [0, 1] → R4n between the identity map and a constant map, say
h0 ≡ x0 ∈ R4n and h1 ≡ Id : R4n → R4n. Denote by Ã, B̃ : R4n × [0, 1] →
GL(n) the composed maps Ã = A ◦ h and B̃ = B ◦ h. It is clear that Ã and
B̃ still have the property (P), and Aλ := Ã(·, λ) and Bλ := B̃(·, λ) are two
homotopies such that

A0 ≡ A(x0) , B0 ≡ B(x0) , A1 = A , B1 = B .

We consider the diagram
C

Γ−→ L2 × Rn × Rn

↖j
xL̃
H2

where

C := C([a0, a1]; Rn × Rn),
H2 := H2([a0, a1]; Rn),
L2 := L2([a0, a1]; Rn),
Γ (u, v) = {w ∈ L2 : w(t) ∈ Fε(t, u(t), v(t)) a.e.}

× {A(w̃)u(a1)} × {B(w̃)v(a1)} ,
Fε(t, u, v) = F (t, u, v)− εu, w = (u, v),
w̃ = (u(a0), v(a0), u(a1), v(a1)),

j(u) = (u, u′), L̃u = (u′′ − εu, u(a0), u′(a0)) .

The operator L̃ is a continuous, linear and one-to-one map of H2 onto
L2 × Rn × Rn and thus it has a continuous inverse map L̃−1. The problem
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(10) is equivalent to the fixed point problem

(u, v) ∈ j ◦ L̃−1 ◦ Γ (u, v), (u, v) ∈ C .
We define a multivalued homotopy H : C × [0, 1] → C by H(w, λ) = j ◦
L̃−1 ◦ Γλ(w), w = (u, v) ∈ C, λ ∈ [0, 1], where

Γλ(w) = Γλ(u, v) = {w ∈ L2 : w(t) ∈ λFε(t, u(t), v(t)) a.e.}
× {Aλ(w̃)u(a1)} × {Bλ(w̃)v(a1)} .

H is a well defined multivalued homotopy such that H ∈ C, and if w ∈
H(w, λ) then w = (u, u′) and u satisfies the differential inclusion

(10λ)

u′′ − εu ∈ λ{F (t, u(t), u′(t))− εu} for a.e. t ∈ [a0, a1] ,
u(a0) = Aλ(ũ)u(a1) ,
u′(a0) = Bλ(ũ)u′(a1) , λ ∈ [0, 1].

Observe that for λ = 0, H(w, 0) = j ◦ L̃−1 ◦Γ0(w) ≡ {0}, since the equation
u′′ − εu = 0 with the boundary conditions u(a0) = A(x0)u(a1), u′(a0) =
B(x0)u′(a1) has only the trivial solution. Therefore, the constant map H0|U
is essential in CC(U ; ∂U) for every neighborhood U of zero in C, and it is
sufficient, by (2.2), to prove that there exists a constant M <∞ such that
for any solution y(t) to the inclusion (10λ) we have

(y, y′) ∈ U := {(u, v) : ‖(u, v)‖ < M}.
Exactly in the same way as in the proof of (4.3) we observe that it is enough
to show that if r(t) = ‖y(t)‖2 achieves its maximum at t0 = ai, i = 0 or 1,
then r(t0) ≤ R2. First we notice that

r(a0) = y(a0) · y(a0) = Ãλy(a1) · Ãλy(a1)

= y(a1) · ÃTλ Ãλy(a1) = y(a1) · y(a1) = r(a1) ,

where Ãλ := Aλ(ỹ ). Hence, r(a0) = r(a1) = max r(t), and thus r′(a0) ≤ 0 ≤
r′(a1). Since Ãλ and B̃λ have the property (P) and r′(a0) = 2y(a0)·y′(a0) ≤
0, it follows that

0 ≤ r′(a1) = 2y(a1) · y′(a1) = 2ÃTλ y(a0) · B̃−1
λ y′(a0)

= 2y(a0) · ÃλB̃−1
λ y′(a0) ≤ 0

and we have r′(a1) = 0. We can now apply Lemma (4.1) to obtain the a
priori bound ‖y(t)‖ ≤ R and the result follows.

Suppose that Gi : R4n → Rn, i = 0, 1, are continuous functions satisfying
one of the conditions (N1)–(N3), and A : R4n → O(n) and B : R4n → GL(n)
are continuous maps having the property (P). By Λ we denote one of the
boundary conditions (I)–(V) or

Gi(y(a0), y′(a0), y(a1), y′(a1)) = 0, i = 0, 1,
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or
y(a0) = A(ỹ )y(a1), y′(a0) = B(ỹ )y′(a1).

Then we have the following corollary:

(4.7) Corollary. Let f : [a0, a1] × Rn × Rn → Rn be a Carathéodory
function. Suppose that there are nonnegative constants α, k, R and a func-
tion φ : [0,∞)→ (0,∞) such that the following conditions are satisfied :

(a) If ‖y0‖ > R and y0 · y′0 = 0 then there is a δ > 0 such that

ess inf
t∈[a0,a1]

inf{y · f(t, y, y′) + ‖y′‖2 : (y, y′) ∈ Dδ} > 0 ,

where Dδ := {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(b) s/φ(s) ∈ L∞loc[0,∞),

∫∞
0

(s/φ(s)) ds =∞ and ‖f(t, y, y′)‖ ≤ φ(‖y′‖)
for a.e. t ∈ [a0, a1] and all (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ R}.

(c) ‖f(t, y, y′)‖ ≤ 2α(y · f(t, y, y′) + ‖y′‖2) + k for a.e. t ∈ [a0, a1] and
all (y, y′) ∈ D.

Then the boundary value problem{
y′′ = f(t, y, y′) for a.e. t ∈ [a0, a1] ,
y ∈ Λ ,

has at least one solution y(t) in H2([a0, a1]; Rn).

The previous results may be further extended by introducing the gen-
eralized height function (cf. [12]) that replaces the usual euclidean norm in
the space Rn.

Suppose that there is given a function Ψ : Rn → R of class C2 such that
Ψ is convex and coercive, i.e. Ψ(x) → ∞ as ‖x‖ → ∞. This implies that
for every R ∈ R the set Ψ−1(−∞, R] is bounded and we can put ξ(R) :=
sup{‖y‖ : y ∈ Ψ−1(∞, R]}. We will call the function Ψ a height function.

Now, let us introduce the following modified version of the hypotheses
(H1)–(H3):

(A1) There exists a constant R > 0 such that if Ψ(a), Ψ(b) ≤ R and if
Ψ(x0) > R then for every x′0 ∈ Rn such that DΨ(x0) · x′0 = 0 there
exists a δ > 0 such that

ess inf
t∈[a0,a1]

inf{Dψ(x) · w +D2ψ(x)x′ · x′ : w ∈ F (t, x, x′),

(x, x′) ∈ Dδ} > 0 ,

where Dδ := {(x, x′) ∈ R2n : ‖x0 − x‖+ ‖x′0 − x′‖ < δ}.
(A2) There is a function φ : [0,∞) → (0,∞) such that s/φ(s)

∈ L∞loc[0,∞),
∫∞
0

(s/φ(s)) ds = ∞ and ‖F (t, y, y′)‖ ≤ φ(‖y′‖) for
a.e. t ∈ [a0, a1] and all (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ ξ(R)}.



212 L. H. Erbe and W. Krawcewicz

(A3) There exist constants K, α > 0 such that

‖F (t, y, y′)‖ ≤ 2α(y · w + ‖y′‖2) +K

for a.e. t ∈ [a0, a1] and all (y, y′) ∈ D, w ∈ F (t, y, y′).

It is very easy to construct examples, even in the case of single-valued
mappings, that satisfy the conditions (A1), (A2) and (A3) for some height
function Ψ , but do not satisfy the condition (H1).

The following two conditions are modifications of the conditions (N1)
and (N2). Assume that Gi : R4n → Rn, i = 0, 1, are continuous functions
such that for a fixed function Gi, i = 0, 1, one of the following conditions is
satisfied:

(M1) (−1)iDΨ(ui) · [u′i − Gi(u0, u
′
0, u1, u

′
1)] ≥ 0, i = 0, 1 for all u0, u

′
0,

u1, u
′
1 ∈ Rn.

(M2) There exists a constant M < ξ(R) such that

(−1)iDΨ [ui −Gi(u0, u
′
0, u1, u

′
1)] · u′i ≥ 0, i = 0, 1,

for all u0, u
′
0, u1, u

′
1 ∈ Rn and ui 6= λ[u − Gi(u0, u

′
0, u1, u

′
0)] for all

λ ∈ (0, 1] and u0, u
′
0, u1 ∈ Rn such that ‖ui‖ > M , i = 0, 1.

Now we can state the following result which generalizes Theorem (4.3).

(4.8) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that the hypotheses (A1)–(A3) are satisfied
and suppose that Gi : R4n→Rn, i = 0, 1, are continuous functions satisfying
one of the conditions (M1) or (M2). Then the nonlinear boundary value
problem

(11)
{
y′′(t) ∈ F (t, y(t), y′(t)) for a.e. t ∈ [a0, a1],
Gi(y(a0), y′(a0), y(a1), y′(a1)) = 0, i = 0, 1,

has at least one solution in H2([a0, a1]; Rn).

P r o o f. First, we consider the case where Gi, i = 0, 1, satisfy the con-
dition (M1). Let us introduce the following family of nonlinear boundary
conditions:

y′(a0) = λ[y′(a0)−G0(y(a0), y′(a0), y(a1), y′(a1))]
=: λg0(y(a0), y′(a0), y(a1), y′(a1)) = λg0(ỹ) ,

y′(a1) = λ[y′(a1)−G1(y(a0), y′(a0), y(a1), y′(a1))]
=: λg1(y(a0), y′(a0), y(a1), y′(a1)) = λg1(ỹ) ,

where λ ∈ [0, 1] and ỹ = (y(a0), y′(a0), y(a1), y′(a1)).
Using the topological transversality method, in a standard way we con-

clude that in order to prove the existence result for (11) it is sufficient to find
a priori bounds on solutions (with respect to the C1-norm) for the family
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of differential inclusions

(11λ)
{
y′′ − εy ∈ λ{F (t, y(t), y′(t))− εy(t)} for a.e. t ∈ [a0, a1],
y′(a0) = λg0(ỹ ), y′(a1) = λg1(ỹ ), i = 0, 1, λ ∈ [0, 1],

where ε > 0 is chosen to be a sufficiently small number. Suppose then that
y(t) is a solution to (11λ). We can assume that λ ∈ (0, 1]. Consider the
function γ(t) := Ψ(y(t)). If γ(t) achieves its maximum at t ∈ (a0, a1), then
exactly as in the proof of Theorem (3.4) in [12], the hypothesis (A1) will
imply that Ψ(y(t)) ≤ R and thus ‖y(t)‖ ≤ ξ(R). We have to emphasize that
in that proof the only one essential point was that γ′(t0) = 0. Therefore,
if we can show that if γ(t0) = maxΨ(y(t)) then γ′(t0) = 0, the conclusion
‖y(t)‖ ≤ ξ(R) will follow.

Suppose now that γ(t) achieves its maximum at a0. We have

0 ≥ γ′(a0) = DΨ(y(a0)) · y′(a0)
= DΨ(y(a0)) · λ[y′(a0)−Gi(y(a0), y′(a0), y(a1), y′(a1))] ≥ 0.

Thus γ′(a0) = 0. In a similar way we deduce that if t0 = a1 then γ′(a1) = 0.
Therefore the hypothesis (A1) implies that ‖y(t)‖ ≤ ξ(R). The hypotheses
(A2), (A3) give the a priori bounds ‖y′(t)‖ ≤M1, and the result follows.

Consider now the case where the functions G0, G1 satisfy the condition
(N2). In this case we consider the family of differential inclusions

(12λ)

 y′′ − εy ∈ λ{F (t, y(t), y′(t))− εy(t)} for a.e. t ∈ [a0, a1],
y(a0) = h0(ỹ ) ,
y(a1) = h1(ỹ ) , λ ∈ [0, 1],

where hi(u0, u
′
0, u1, u

′
1) = ui − Gi(u0, u

′
0, u1, u

′
1). For λ = 0, the system

(12λ) becomes

(120)
{
y′′(t)− εy(t) = 0 for a.e. t ∈ [a0, a1],
y(a0) = h0(ỹ ) , y(a1) = h1(ỹ ).

Now, we introduce the family of problems

(13λ)
{
y′′(t)− εy(t) = 0,
y(a0) = λh̃0(ỹ ) , y(a1) = λh̃1(ỹ ), λ ∈ [0, 1],

where
h̃i(u0, u

′
0, u1, u

′
1) = ui −Gi(u0, u

′
0, u1, u

′
1).

For λ = 0, the system (130) can be reformulated as a fixed point problem
involving a constant map, thus the topological transversality implies that in
order to obtain the existence result for (11) it is sufficient to find a priori
bounds on solutions to (12λ) and (13λ) (with respect to the C1-norm).

In the same way as in the previous case it is sufficient to show that if
the function γ(t) = Ψ(y(t)), where y(t) is a solution to (12λ), achieves its
maximum at an end-point t0 of the interval [a0, a1], then γ′(t0) = 0. This
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will imply, by (A1), that ‖y(t)‖ ≤ ξ(R). Suppose, for example, that t0 = a0.
Then

0 ≥ γ′(a0) = DΨ(y(a0)) · y′(a0) = DΨ [y(a0)−G0(ỹ )] · y′(a0)] ≥ 0.

Thus γ′(a0) = 0. For t0 = a1, we see exactly in the same way that γ′(a1) = 0.
Now, we have to show that if y(t) is a solution to (13λ) then ‖y(t)‖ ≤
ξ(R). But this follows from the hypothesis (A1) and the assumption (M2).
Now, the hypotheses (A2) and (A3) imply the existence of a priori bounds
‖y′(t)‖ ≤ M1 on all solutions to (12λ) and (13λ). Therefore, there exists a
solution to (11) in the class H2([a0, a1]; Rn).

(4.9) Definition. We say that two matrices A ∈ O(n) and B ∈
GL(n,R) have the property (P′) if u · v ≤ 0 implies u ·A−1B−1v ≤ 0 for all
u, v ∈ Rn. If A : X → O(n) and B : X → GL(n,R) are two maps, then we
say that A and B have the property (P′) if A(x) and B(x) have (P′) for all
x ∈ X.

Moreover, we will say that A is Ψ -invariant if Ψ(A(x)y) = Ψ(y) for all
x ∈ X and y ∈ Rn.

(4.10) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that the hypotheses (A1)–(A3) are satisfied
and let A : R4n → O(n) and B : R4n → GL(n,R) be continuous maps
having the property (P’) such that A is Ψ -invariant. Then the boundary
value problem

(14)

 y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1],
y(a0) = A(ỹ )y(a1),
y′(a0) = B(ỹ )y′(a1),

where ỹ = (y(a0), y′(a0), y(a1), y′(a1)) ∈ R4n, has at least one solution in
H2([a0, a1]; Rn).

P r o o f. Suppose that h : R4n × [0, 1] → R4n is a deformation of the
identity map to a constant map, say h0 ≡ x0 and h1 ≡ Id : R4n → R4n.
Define Ã, B̃ : R4n × [0, 1]→ R4n by Ã = A ◦ h, B̃ = B ◦ h. It is clear that
Ã and B̃ still have the property (P′). Put

Aλ := Ã(·, λ), Bλ := B̃(·, λ), A0 := A(x0), B0 := B(x0).

We now consider the family of differential inclusions

(14λ)

 y′′ − εy ∈ λ{F (t, y(t), y′(t))− εy(t)} for a.e. t ∈ [a0, a1],
y(a0) = Aλ(ỹ )y(a1) ,
y′(a0) = Bλ(ỹ )y′(a1) , where λ ∈ [0, 1].

Suppose that y(t) is a solution to (14λ). It is enough to show that if γ(t) =
Ψ(y(t)) achieves its maximum at t0 = a0 or a1 then γ(t0) = γ(a1) and
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γ′(a1) = 0. Observe first that

γ(a0) = Ψ(y(a0)) = Ψ(Aλ(ỹ )y(a1)) = Ψ(y(a1)) = γ(a1).

If γ(t) achieves its maximum at t0 = a0 or a1 then

0 ≤ γ′(a1) = DΨ(y(a1)) · y′(a1) = DΨ(ATλ (ỹ )y(a0)) ·B−1
λ (ỹ)y′(a0)

= ATλ (ỹ )DΨ(y(a0)) ·B−1
λ (ỹ )y′(a0) = DΨ(y(a0)) ·Aλ(ỹ )B−1

λ (ỹ )y′(a0).

But 0 ≥ γ′(a0) = DΨ(y(a0)) · y′(a0), thus the property (P′) implies that
γ′(a1) ≤ 0, therefore γ′(a1) = 0.

§5. Other results for nonlinear differential inclusions. Let F :
[a0, a1]×Rn×Rn → K(Rn) be a Carathéodory multifunction. In this section
we consider the differential inclusion

(†) y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1]

and we investigate the following problem: under what conditions will there
exist a solution y(t) to (†), satisfying certain boundary conditions, which
remains in

P ≡ {(t, x) : a0 ≤ t ≤ a1, x · P (t)x ≤ r2},
where r > 0 is a given real number and P (t) is a given symmetric positive
definite n× n-matrix which is elementwise of class C2 on [a0, a1].

Problems of this type for differential systems have been considered by
many authors, for example see [31], [33], [11] or [14]. For the Dirichlet
problem Knobloch (cf. [31]) showed the existence and uniqueness results
under certain positivity assumptions (see also [11]). In [14] some further
existence results for such systems were obtained.

We introduce the following sets of boundary conditions:

(BI) y(a0) = 0, y(a1) = 0,
(BII) y(a0) = Qy(a1), y′(a0) = Qy′(a1), where we suppose that Q is

an n× n-matrix satisfying

QTP (a0)Q = P (a1) and QTP ′(a0)Q ≥ P ′(a1) ,

(BIII) y(a0) = Ay′(a0), y(a1) = By′(a1),
(BIV)a y(a0) = 0, y(a1) = By′(a1),
(BIV)b y(a0) = 0, y(a0) = Ay′(a0),
(BV)a y′(a0) = 0, y(a1) = By′(a1) if P ′(a0) ≥ 0,
(BV)b y′(a1) = 0, y(a0) = Ay′(a0) if P ′(a1) ≤ 0,

where A and B are two n× n-matrices satisfying

2P (a0)A+ATP ′(a0)A ≥ 0 and 2P (a1)B +BTP ′(a1)B ≤ 0.
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Define
α(t, x, x′) := 2x′ · P (t)x′ + 4x′ · P ′(t)x+ x · P ′′(t)x ,
β(t, x, x′) := 2x′ · P (t)x+ x · P ′(t)x ,

where t ∈ [a0, a1], x, x′ ∈ Rn. Observe that for a fixed t ∈ [a0, a1], the
functions α(t, ·, ·) and β(t, ·, ·) are quadratic forms on the phase space Rn×
Rn. We shall make the following assumption:

(P0) α(t, x, x′) ≥ 0 for all t ∈ [a0, a1], x, x′ ∈ Rn.
Notice that in the special case where the matrix P (x) satisfies the com-

mutativity conditions

P (t)P ′(t) = P ′(t)P (t) and P (t)P ′′(t) = P ′′(t)P (t) for all t ∈ [a0, a1],

the condition (P0) is equivalent to

(P0′) P (t)P ′′(t)− 2[P ′(t)]2 ≥ 0, P ′′(t) ≥ 0 for all t ∈ [a0, a1].

Therefore, if the matrix P (t) is diagonal, i.e.

P (t) =

 p1(t) 0
. . .

0 pn(t)


then (P0) can be replaced by the following assumptions:

(i) pi(t) > 0,
(ii) p′′i (t) ≥ 0,
(iii) pi(t)p′′i (t)− 2[p′i(t)]

2 ≥ 0,

for all t ∈ [a0, a1], where i = 1, . . . , n.
Now we shall state some hypotheses, which are the modified versions of

the hypotheses (H1)–(H3), on the multifunction F : [a0, a1] × Rn × Rn →
K(Rn):

(P1) If y0 · P (t0)y0 = r2 and β(t0, y0, y′0) = 0 then there exists a δ > 0
and an open neighborhood V of t0 in [a0, a1] such that

ess inf
t∈V

inf{2w · P (t)y + α(t, y, y′) : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0,

where Dδ := {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(P2) There is a function φ : [0,∞) → (0,∞) such that s/φ(s) ∈

L∞loc[0,∞),
∫∞
0

(s/φ(s)) ds = ∞ and ‖F (t, y, y′)‖ ≤ φ(‖y′‖) for a.e.
t ∈ [a0, a1] and all (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ R}, where
R = sup{‖y‖ : (t, y) ∈ P}.

(P3) There exist constants K,a > 0 such that

‖F (t, y, y′)‖ ≤ 2a(y · w + ‖y′‖2) +K

for a.e. t ∈ [a0, a1], all (y, y′) ∈ D and w ∈ F (t, y, y′).
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(5.1) Theorem. Suppose that F : [a0, a1] × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that P (t) and F satisfy the hypotheses
(P0)–(P3). Then the differential inclusion

(15) y′′ ∈ F (t, y, y′) for a.e. t ∈ [a0, a1]

for each of the boundary conditions (BI)–(BV) has at least one solution
y ∈ H2([a0, a1]; Rn) satisfying

y(t) · P (t)y(t) ≤ r2.
P r o o f. Notice that for ε > 0 sufficiently small, the operator Ly =

y′′ − εy defined on the space H2
B0

, where B0 denotes one of the sets of
boundary conditions (BI)–(BV), satisfies the assumption (A1). Observe also
that we can choose ε > 0 such that

∞∫
M̃1

s ds

φ̃(s)
>
TM̃1

2
+ 2aR2,

where K̃ := K + εR , M̃1 := 4R(1 + aR)/T + K̃T/4 , T = a1 − a0, and
φ̃(s) = φ(s) + εR. We can apply Lemma (4.2) to obtain the existence of
a constant M0 (depending only on a, R, K, ε and φ(s)) such that every
solution y(t) to the differential inclusion

(15λ)
{
y′′ − εy ∈ λ{F (t, y, y′)− εy},
y ∈ B0,

satisfying y(t) · P (t)y(t) ≤ r2, satisfies ‖y′‖0 < M0. We put

U := {(u, v) ∈ C : u(t) · P (t)u(t) < r2 and ‖v(t)‖ < M0}.
We shall apply Theorem (3.3). We need to show that there is no solution
y(t) to the differential inclusion (15λ) such that (y, y′) ∈ ∂U , where λ ∈
(0, 1). Set h(t) = y(t) · P (t)y(t). Then (y, y′) ∈ ∂U implies that there is
a point t0 ∈ [a0, a1] such that h(t0) = r2 = maxh(t). Suppose first that
t0 = ai, i = 0 or 1. Since the case y ∈ (BI) is excluded, we have to consider
only the following cases:

Case y ∈ (BII): In this case we have

h(a0) = y(a0) · P (a0)y(a0) = Qy(a1) · P (a0)Qy(a1)

= y(a1) ·QTP (a0)Qy(a1) = y(a1) · P (a1)y(a1) = h(a1) ,

thus h(a0) = h(a1) = maxh(t), and hence h′(a0) ≤ 0 ≤ h′(a1). But

h′(a0) = 2y′(a0) · P (a0)y(a0) + y(a0) · P ′(a0)y(a0)

= 2y′(a1) ·QTP (a0)Qy(a1) + y(a1) ·QTP ′(a0)Qy(a1)
≥ 2y′(a1) · P (a1)y(a1) + y(a1) · P ′(a1)y(a1) = h′(a1)

and thus h′(a0) = h′(a1) = 0.
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Case y ∈ (BIII): We see that if t0 = a0, then h′(a0) ≤ 0 and since

h′(a0) = 2y′(a0) · P (a0)y(a0) + y(a0) · P ′(a0)y(a0)

= 2y′(a0) · P (a0)Ay′(a0) + y′(a0) ·ATP ′(a0)Ay′(a0)

= y′(a0) · [2P (a0)A+ATP ′(a0)A]y′(a0) ≥ 0

we have h′(a0) = 0. Similarly, if t0 = a1 we find that h′(a1) = 0.
Cases y ∈ (BIV) or (BV) are analogous to (BIII). We conclude that if

t0 = a0 or a1, then h′(t0) = 0.
Consider now h′′(t0) = 2y′′(t0) · P (t0)y(t0) + α(t0, y(t0), y′(t0)), where

h(t0) = maxh(t) = r, t0 ∈ [a0, a1]. We already know that β(t0, y(t0), y′(t0))
= h′(t0) = 0, thus by the assumption (P1) there are δ > 0 and an open
neighborhood V of t0 in [a0, a1] such that

ess inf
t∈V

inf{2w · P (t)y + α(t, y, y′) : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0.

Since y(t) satisfies (15λ), we have

y′′(t) ∈ λF (t, y, y′) + (1− λ)εy for a.e. t ∈ [a0, a1]

and if we define w(t) by y′′(t) = λw(t) + (1−λ)εy(t), then w(t) ∈ F (t, y, y′)
and

h′′(t) = 2λw(t) · P (t)y(t) + 2(1− λ)εy(t) · P (t)y(t) + α(t, y(t), y′(t))
≥ λ{w(t) · P (t)y(t) + α(t, y(t), y′(t))} .

But if t is sufficiently close to t0, then ‖y(t) − y(t0)‖ + ‖y′(t) − y′(t0)‖ < δ
and this implies that there is an open neighborhood V1 ⊂ V of t0 such that

h′′(t) ≥ λ{2w(t) · P (t)y(t) + α(t, y(t), y′(t))} > 0 for a.e. t ∈ V1.

But this is impossible by the maximum principle (see [2]), and hence we
have a contradiction.

(5.2) Corollary. Let r > 0 and let f : [a0, a1] × Rn × Rn → Rn be
a continuous function. Suppose that there are nonnegative constants a, K
and a function φ : [0,∞)→ (0,∞) such that

(a) 2f(t, y, y′) ·P (t)y+α(t, y, y′) > 0 if β(t, y, y′) = 0 and y ·P (t)y = r2.
(b) s/φ(s) ∈ L∞loc[0,∞),

∫∞
0

(s/φ(s)) ds =∞ and ‖f(t, y, y′)‖ ≤ φ(‖y′‖)
for (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ R}, where R = sup{‖y‖ : (t, y) ∈ P}.

(c) ‖f(t, y, y′)‖ ≤ 2a(y · f(t, y, y′) + ‖y′‖2) + K for (y, y′) ∈ D and
t ∈ [a0, a1].

Then the equation

y′′ = f(t, y, y′), t ∈ [a0, a1],
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for each of the boundary conditions (BI)–(BV) has at least one solution y(t)
in C2([a0, a1]; Rn) satisfying

y(t) · P (t)y(t) ≤ r2.
(5.3) Corollary. Let r > 0 and let f : [0, 1] × Rn × Rn → Rn be a

Carathéodory function. Suppose that there are nonnegative constants a, K
and a function φ : [0,∞)→ (0,∞) such that :

(a) If y0 ·P (t0)y0 = r2 and β(t0, y0, y′0) = 0 then there exist a δ > 0 and
an open neighborhood V of t0 in [a0, a1] such that

ess inf
t∈V

inf{2f(t, y, y′) · P (t)y + α(t, y, y′) : (y, y′) ∈ Dδ} > 0 ,

where Dδ = {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(b) s/φ(s) ∈ L∞loc[0,∞),

∫∞
0

(s/φ(s)) ds =∞ and ‖f(t, y, y′)‖ ≤ φ(‖y′‖)
for a.e. t ∈ [a0, a1] and all (y, y′) ∈ D := {(x, x′) ∈ Rn × Rn : ‖x‖ ≤ R},
where R = sup{‖y‖ : (t, y) ∈ P}.

(c) ‖f(t, y, y′)‖ ≤ 2a(y · f(t, y, y′) + ‖y′‖2) +K for a.e. t ∈ [a0, a1] and
all (y, y′) ∈ D.

Then the equation

y′′ = f(t, y, y′) for a.e. t ∈ [a0, a1]

for each of the boundary conditions (BI)–(BV) has at least one solution y(t)
in H2([a0, a1]; Rn) satisfying

y(t) · P (t)y(t) ≤ r2.

§6. Differential inclusions on the interval [0,∞). In this section
we discuss boundary value problems for differential inclusions on the interval
[0,∞). Such problems have been discussed in [23], [24] and [17] for the scalar
case. We refer also to [6], [7], and [39].

Let F : [0,∞)×Rn×Rn → K(Rn) be a multifunction. We say that F is
a Carathéodory multifunction if F |[0,r] is a Carathéodory multifunction for
all r > 0. In this section we study the problem of existence of solution to
the differential inclusion

y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞),

where F is a Carathéodory multifunction and y satisfies a certain boundary
condition (A). More precisely, (A) denotes the set of all functions satisfying
one of the following boundary conditions:

(CI) y(0) = r.

(CII) Ay(0) − By′(0) = r, where A and B are symmetric nonnegative
definite n×n-matrices such that if r = 0 then at least one of these
matrices is nonsingular, otherwise both are nonsingular.
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(CIII) G(y(0), y′(0)) = 0, where G : Rn × Rn → Rn is a continuous
function which satisfies either (N1) or (N3) for i = 0, where a0 = 0.

(CIV) y′(0) = 0.

(CV) G(y(0), y′(0)) = 0, where G : Rn × Rn → Rn is a continuous
function which satisfies (N2) for i = 0, where a0 = 0.

Note that (CI) is a special case of (CIII), and (CIV) is a special case of
(CV). Moreover, we can replace r by any bounded function r(u0, u

′
0). In

order to use the results of the previous sections we need some assumptions
on the multifunction F .

(I1) There exists a constant R > 0 such that if ‖y0‖ > R and y0 · y′0 = 0
then for all compact subsets [0, r] ⊂ [0,∞), r > 0, there is a δ > 0
such that

ess inf
t∈[0,r]

inf{y · w + ‖y′‖2 : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0,

where Dδ := {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(I2) There exists a function φ : [0,∞) → [0,∞) such that s/φ(s) ∈

L∞loc[0,∞),
∫∞
0

(s/φ(s)) ds = ∞ and ‖F (t, y, y′)‖ ≤ φ(‖y′‖) for a.e.
t ∈ [0,∞) for all (y, y′) ∈ Rn × Rn.

(I3) There exist constants a and k such that ‖F (t, y, y′)‖ ≤ 2a(y · w +
‖y′‖2) + k for a.e. t ∈ [0,∞) and for all (y, y′) ∈ R2n and w ∈
F (t, y, y′).

We would like to emphasize that if we suppose that ‖r‖ ≤ R in (CI) and
‖B−1‖ ‖A−1B‖ ‖r‖ ≤ R in (CII) then in the assumption (I2) (resp. (I3)) the
inequality ‖F (t, y, y′)‖ ≤ φ(‖y′‖) (resp. ‖F (t, y, y′)‖ ≤ 2a(y ·w+‖y′‖2)+k)
can be assumed to be satisfied only for (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ R}.

(6.1) Theorem. Suppose that F : [0,∞) × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that the hypotheses (I1)–(I3) are satisfied.
Then the differential inclusion

(16)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞),
y ∈ A ,

has a solution y ∈ H2
loc([0,∞),Rn). Moreover , if φ ∈ L∞loc[0,∞), then

y ∈W 2,∞([0,∞); Rn).

P r o o f. Consider the family of differential inclusions

(16m)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,m],
y ∈ Am,

where Am denotes the set of all functions satisfying either (CI), (CII) or
(CIII) and the condition y(m) = 0, or (CIV) or (CV) and the condition
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y′(m) = 0. We can suppose that there is an ε > 0 such that the oper-
ators Lmy = y′′ − εy, defined on H2([0,m]; Rn), satisfy the assumption
(A1). Therefore, it follows from Theorem (4.3) and Corollary (4.4) that
(16m) has a solution ym ∈ H2([0,m]; Rn). Moreover, we find that for all
m ∈ N the sequence {ym+k}∞k=1 restricted to the space H2([0,m]; Rn) is
bounded and thus it contains a subsequence convergent in C1-norm. Us-
ing a “diagonal method” of choosing successively convergent subsequences
of {ym+k}k in C1([0,m]; Rn), as m → ∞, we construct a subsequence
{ym(k)}k of {ym}m such that there is a C1-function y : [0,∞) → Rn such
that ym(k)|[0,m] → y|[0,m] in C1-norm for all m ∈ N. We have to show
that for all m ∈ N, y|[0,m] ∈ H2([0,m]; Rn) and that y satisfies (16). Set
Cm := C([0,m]; Rn × Rn), L2

m := L2([0,m]; Rn) and H2
m := H2([0,m]; Rn)

and consider the diagram

Cm
Γm−→ L2

m × Rn × Rn

↖j
xLm

H2
m

where

Γm(u, v) = {w ∈ L2
m : w(t) ∈ Fε(t, u, v) a.e.} × {g(u, v)} × {wm(u, v)},

Fε(t, u, v) = F (t, u, v)− εu, wm(u, v) = u(m) or v(m) ,
Lmu = (u′′ − εu,w0(u, u′), wm(u, u′)),

and w0(u, v) = g(u, v) denotes the condition (A), where w0(u, v) = u(0) or
v(0) (see the proof of (4.3) for more details). The function u ∈ H2([0,m]; Rn)
satisfies (16) if and only if

(u, u′) ∈ j ◦ L−1
m ◦ Γm(u, u′) =: Fm(u, u′).

By the assumption on F , we see that Fm : Cm → Cm is a completely
continuous and also upper semi-continuous multivalued map. Therefore, for
all closed subsets A ⊂ Cm the set F−1

m (A) = {w ∈ Cm : Fm(w) ∩ A 6= ∅},
w = (u, v), is closed. Take

A = {(ym(k), y
′
m(k))} ⊂ Cm .

It is clear that (ym(k), y
′
m(k)) ∈ F

−1
m (A), thus (y, y′) ∈ F−1

m (A) and this
means that Fm(y, y′) ∩ A 6= ∅. We shall show that (y, y′) ∈ Fm(y, y′).
Suppose for contradiction that (y, y′) 6∈ Fm(y, y′). Thus there exists a sub-
sequence {(ym(kl), y

′
m(kl)

)} such that (ym(kl), y
′
m(kl)

) ∈ Fm(y, y′) for l =
1, 2, . . . Since Fm(y, y′) is compact and (ym(kl), y

′
m(kl)

) → (y, y′), we find
that (y, y′) ∈ Fm(y, y′) and this is a contradiction. Therefore we have proved
that (y, y′) ∈ j ◦L−1

m ◦Γm(y, y′) and this implies that y ∈ H2([0,m]; Rn) for
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all m ∈ N and {
y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞) ,
y ∈ A .

Therefore y satisfies (19) and y ∈ H2
loc([0,∞); Rn). It is left to prove that if

φ ∈ L∞loc[0,∞) then y ∈ W 2,∞([0,∞); Rn). Since ‖F (t, y, y′)‖ ≤ φ(‖y′‖) we
have

‖y′′(t)‖ ≤ φ(‖y′(t)‖) ≤ ess sup{φ(s) : s ∈ [0, ‖y′‖0]} <∞
and this proves that y ∈W 2,∞([0,∞); Rn).

(6.2) Corollary. Suppose that f : [0,∞) × Rn × Rn → Rn is a con-
tinuous function and let a, k, R be nonnegative constants and φ : [0,∞)→
(0,∞) a function such that :

(a) If y · y′ = 0 and ‖y‖ > R then y · f(t, y, y′) + ‖y′‖2 > 0 for all
t ∈ [0,∞).

(b) s/φ(s) ∈ L∞loc[0,∞),
∫∞
0

(s/φ(s)) ds =∞ and ‖f(t, y, y′)‖ ≤ φ(‖y′‖)
for a.e. t ∈ [0,∞) and all (y, y′) ∈ R2n.

(c) ‖f(t, y, y′)‖ ≤ 2a(y · f(t, y, y′) + ‖y′‖2) + k for all t ∈ [0,∞) and all
(y, y′) ∈ R2n.

Then the problem {
y′′ ∈ F (t, y, y′) , t ∈ [0,∞),
y ∈ A ,

has at least one solution y(t) in W 2,∞([0,∞); Rn) ∩ C2([0,∞); Rn).

(6.3) Corollary. Let f : [0,∞) × Rn × Rn → Rn be a Carathéodory
function. Suppose that there are nonnegative constants a, k, R and a func-
tion φ : [0,∞)→ (0,∞) such that :

(a) If ‖y0‖ > R and y0·y′0 = 0 then for all compact subsets [0, r] ⊂ [0,∞),
r > 0, there is a δ > 0 such that

ess inf
t∈[0,r]

inf{y · f(t, y, y′) + ‖y′‖2 : (y, y′) ∈ Dδ} > 0 ,

where Dδ := {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(b) s/φ(s) ∈ L∞loc[0,∞),

∫∞
0

(s/φ(s)) ds =∞ and ‖f(t, y, y′)‖ ≤ φ(‖y′‖)
for a.e. t ∈ [0,∞) and all (y, y′) ∈ R2n.

(c) ‖f(t, y, y′)‖ ≤ 2a(y · f(t, y, y′) + ‖y′‖2) + k for all (y, y′) ∈ R2n and
for a.e. t ∈ [0,∞).

Then the problem {
y′′ ∈ f(t, y, y′) for a.e. t ∈ [0,∞) ,
y ∈ A ,

has at least one solution y(t) in W 2,∞([0,∞); Rn).
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Let us now consider the symmetric positive definite n × n-matrix P (t)
which is elementwise of class C2 on [0,∞). Let r > 0 be a given real number.
We put (as in §5)

α(t, x, x′) := 2x′ · P (t)x′ + 4x′ · P ′(t)x+ x · P ′′(t)x ,
β(t, x, x′) := 2x′ · P (t)x+ x · P ′(t)x

and we suppose that the following condition is satisfied:

(P0)′ α(t, x, x′) ≥ 0 for all t ∈ [0,∞), x, x′ ∈ Rn.

Let F : [0,∞)×Rn×Rn → K(Rn) be a Carathéodory multifunction such
that the following hypotheses are satisfied:

(P1)′ If y0 · P (t0)y0 = r2 and β(t0, y0, y′0) = 0 then there is a δ > 0 and
an open neighborhood V of t0 in [0,∞) such that

ess inf
t∈V

inf{2w · P (t)y + α(t, y, y′) : w ∈ F (t, y, y′), (y, y′) ∈ Dδ} > 0,

where Dδ := {(y, y′) : ‖y − y0‖+ ‖y′ − y′0‖ < δ}.
(P2)′ There is a function φ : [0,∞)→ (0,∞) such that s/φ(s)∈L∞loc[0,∞),∫∞

0
(s/φ(s)) ds = ∞ and ‖F (t, y, y′)‖ ≤ φ(‖y′‖) for a.e. t ∈ [0,∞)

and all (y, y′) ∈ D := {(x, x′) : ‖x‖ ≤ R}, where R = sup{‖y‖ :
y · P (t)y ≤ r2, t ∈ [0,∞)}.

(P3)′ There exist constants k,a > 0 such that ‖F (t, y, y′)‖ ≤ 2a(y · w +
‖y′‖2) + k for a.e. t ∈ [0,∞), all (y, y′) ∈ D and w ∈ F (t, y, y′).

(6.4) Theorem. Suppose that F : [0,∞) × Rn × Rn → K(Rn) is a
Carathéodory multifunction such that P (t) and F satisfy the hypotheses
(P0)′–(P3)′. Then the differential inclusion

(17)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞) ,
y(0) = Ay′(0) ,

where A is an n×n-matrix satisfying 2P (0)A+ATP ′(0)A ≥ 0, has at least
one solution y ∈ H2

loc([0,∞); Rn) satisfying

y(t) · P (t)y(t) ≤ r2 .
P r o o f. Consider the family of differential inclusions

(17m)
{
y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,m],
y(0) = Ay′(0), y(m) = 0.

It follows from Theorem (5.1) that (17m) has a solution ym ∈ H2([0,m]; Rn)
such that ym(t) · P (t)ym(t) ≤ r2 and the sequence {ym+k}∞k=1 restricted
to the space H2([0,m]; Rn) is bounded in H2-norm. Therefore, it con-
tains a subsequence which is convergent in C1-norm. Using the “diagonal
method” of choosing successively convergent subsequences of {ym+k}k in
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C1([0,m]; Rn), as m → ∞, we construct a subsequence {ym(k)}k of {ym}m
such that there is a C1-function y : [0,∞] → Rn such that ym(k)|[0,m] →
y|[0,m] in C1-norm for all m ∈ N, and y(t)·P (t)y(t) ≤ r2. We show exactly in
the same way as in the proof of Theorem (6.1) that y|[0,m] ∈ H2([0,m]; Rn)
and that y satisfies (17).

(6.5) Corollary. Suppose that F : [0,∞) × Rn × Rn → K(Rn) is
a Carathéodory multifunction such that P (t) and F satisfy the hypotheses
(P0)′–(P3)′ and suppose that limt→∞ ‖P−1/2(t)‖ = 0. Then the differential
inclusion {

y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞),
y(0) = Ay′(0), limt→∞ y(t) = 0,

where A is an n×n-matrix satisfying 2P (0)A+ATP ′(0)A ≥ 0, has at least
one solution y ∈ H2

loc([0,∞); Rn).

(6.6) Corollary. Let

P (t) =

 p1(t) 0
. . .

0 pn(t)


be a diagonal matrix such that pi(t) > 0, p′′i (t) ≥ 0 and pi(t)p′′i (t)− 2[p′i(t)]

2

≥ 0 for i = 1, . . . , n and t ∈ [0,∞). Suppose that F : [0,∞) × Rn × Rn →
K(Rn) is a Carathéodory multifunction such that P (t) and F satisfy the
hypotheses (P1)′–(P3)′ and suppose that for i = 1, . . . , k, limt→∞ pi(t) =∞,
k ≤ n. Then the differential inclusion{

y′′ ∈ F (t, y, y′) for a.e. t ∈ [0,∞),
y(0) = Ay′(0), limt→∞ yi(t) = 0, i = 1, . . . , k,

where A satisfies 2P (0)A + ATP ′(0)A ≥ 0, has at least one solution y ∈
H2

loc([0,∞); Rn).

The authors are very grateful for the detailed comments of the referee
on an earlier version.
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Reçu par la Rédaction le 3.8.1988
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