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1. Introduction. Let ‖x‖ denote the distance from x to the nearest
integer. Let ε > 0. A well-known theorem of Heilbronn [15] states that for
N > C1(ε), and any real number α, we have

min
1≤n≤N

‖αn2‖ < N−1/2+ε .

Among many possible extensions, the following was considered by Dani-
cic [9]. We seek a positive number α(s) with the following property:

Let Q(x1, . . . , xs) be a real quadratic form, then for N > C2(s, ε) we
have

(1.1) ‖Q(n1, . . . , ns)‖ < N−α(s)+ε

for some integers n1, . . . , ns,

(1.2) 0 < max(|n1|, . . . , |ns|) ≤ N .

Danicic was able to take α(s) = s/(s + 1). An important step forward
occurred when Schinzel, Schlickewei and Schmidt [18] showed the relevance
of the following “discrete version” of the problem. We seek the least positive
number Bs(q) with the following property.

For any Ki > 0 satisfying

(K1 . . .Ks)1/s ≥ Bs(q) ,

and any quadratic form Q with integer coefficients, the congruence Q(x) ≡ 0
(mod q) has a nonzero solution satisfying

|xi| ≤ Ki (1 ≤ i ≤ n) .

Further work on this problem was done by Baker and Harman [6] and
by Heath-Brown [14]. Heath-Brown showed that

(1.3) Bs(q) < C3(s, ε)qβ(s)+ε

where β(4) = 5/8, β(6) = 15/26, β(8) = 6/11, β(10) = β(11) = 8/15
and β(s) = 1/2 + 3/s2 for even s ≥ 12. For s = 3, 5, 7 the exponent



46 R. C. Baker and S. Schäffer

β(s) = 1/2 + 1/(2s) [6] remains the best known. By arguing as in [6], one
can show that the exponent

α(s) =
s

2 + sβ(s)

is permissible in (1.1), whenever (1.3) holds.
Not surprisingly, one can do better for real additive quadratic forms. It

is convenient for applications to seek solutions in a box rather than a cube.

Theorem 1. Suppose that (1.3) holds. Let σ(1) = 1/2, σ(2) = 1,

σ(s) =
s

2 + (s− 2)β(s)
(s ≥ 3) .

Let Q(x1, . . . , xs) be an additive quadratic form. Let N > C4(s, ε). Given
positive N1, . . . , Ns with

(1.4) N1 . . . Ns ≥ Ns

there exist non-negative integers n1, . . . , ns not all zero satisfying ni ≤ Ni

(i = 1, . . . , s) and

‖Q(n1, . . . , ns)‖ < N−σ(s)+ε .

The case s = 2 of Theorem 1 is a generalization of a theorem of Cook [7].
For s ≥ 3, see [13] and [1] for earlier results along the lines of Theorem 1.

In proving Theorem 1 we assume, as we may, that 1/2 ≤ β(s) ≤ 1/2 +
1/(2s− 4).

We apply Theorem 1 to pairs of additive forms.

Theorem 2. Define σ(s) as above. Let Q1(x1, . . . , xs), Q2(x1, . . . , xs)
be additive quadratic forms. Then for N > C5(s, ε) we have

(1.5) max(‖Q1(n)‖, ‖Q2(n)‖) < N−τ(s)+ε

for some integers n1, . . . , ns satisfying (1.2). Here

τ(2) = 1/3, τ(3) = 3/7, τ(4) = 1/2 ;

τ(s) =
{

sσ(s)/(8σ(s) + 2s− 8) for 5 ≤ s ≤ 7,
σ(s)/(1 + σ(s)) for s ≥ 8.

Since σ(s) has limit 2 as s →∞, we see that τ(s) has limit 2/3. However,
we can replace τ(s) by an exponent whose limit is 1; see Baker and Har-
man [5]. In fact, the method of [5] may be refined to give an improvement
of Theorem 2 for s ≥ 24.

For earlier results in a small number of variables along the lines of The-
orem 2, see Liu [17] and Baker and Gajraj [4]. The exponent in [4] is much
poorer, namely −1/5 + ε for s ≥ 2. This is partly because we now have
at our disposal the “lattice method” of Schmidt [19], whose result may be
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stated as
τ(1) = 1/6 .

Weaker versions of this last result were found earlier by Danicic [8], [10] and
Liu [16].

For arbitrary pairs of quadratic forms, the first results analogous to (1.5)
were given by Danicic [11]. Recently Baker and Brüdern [3] improved these
results. For example, the analogue of (1.5) for a pair of binary forms has
1/5 in place of τ(2). Once again, [5] is stronger for large s.

Throughout the paper, implied constants depend at most on ε, s. We
write e(θ) = e2πiθ. The cardinality of a finite set A is denoted by |A|.

2. Proof of Theorem 1. We require two lemmas from [2].

Lemma 1. Let xj (j = 1, . . . , N) be real numbers satisfying ‖xj‖ ≥ M−1.
Then

(2.1)
∑

m≤M

∣∣∣ N∑
n=1

e(mxn)
∣∣∣ > N/6 .

P r o o f. This is Theorem 2.2 of [2].

Lemma 2. Let δ > 0 and N > C6(δ). Let α be real. Let L be a natural
number such that

(2.2) Lδ < N .

If

(2.3)
L∑

m=1

∣∣∣ N∑
n=1

e(mαn2)
∣∣∣2 > A

where A ≥ N1+δL, then there exist coprime integers r and s with r ≤
LN2+δA−1 and

(2.4) |αr − s| < NδA−1 .

P r o o f. This is given in all essentials in [2], although the condition (2.2)
is weaker than the corresponding inequality in [2].

Our next step is to prove Theorem 1 under the additional restrictions

(2.5) s ≥ 2 ; Nj ≥ Nε/4 (j = 1, . . . , s) .

Lemma 3. The assertion of Theorem 1 is true when (2.5) holds.

P r o o f. Suppose that the assertion is false. Then, by Lemma 1,

(2.6)
M∑

m=1

T1(m) . . . Ts(m) ≥ C7(s)N1 . . . Ns .
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Here M = 1 + [Nσ(s)−ε], Q(x) = α1x
2
1 + . . . + αsx

2
s,

Tj(m) =
∣∣∣ ∑

n≤Nj

e(mαjn
2)

∣∣∣ .

The contribution from those m in (2.6) having Tj(m) < N−2 for some index
j is negligible. We cover [N−2, C7N1 . . . Ns] by O(log N) subintervals of the
type [A, 2A). There must exist numbers Aj ≥ N−2 (j = 1, . . . , s) and a
subset B of [1,M) ∩ Z having

(2.7)
Aj ≤ Tj(m) < 2Aj (j = 1, . . . , s) ,∑

m∈B
T1(m) . . . Ts(m) � N1 . . . Ns/(log N)s .

This implies

(2.8) |B|2A2
1 . . . A2

s � N2
1 . . . N2

s (log N)−2s .

We may suppose ε is sufficiently small. Writing δ = ε2,

(2.9) |B|sA2
1 . . . A2

s ≥ |B|s−2N2
1 . . . N2

s N−δ .

Choose j, 1 ≤ j ≤ s. The inequality

(2.10) |B|A2
j ≤ MN1+δ

j

must be satisfied. Otherwise,
M∑

m=1

Tj(m)2 ≥ MN1+δ
j .

Now M δ ≤ Nε/4 ≤ Nj . Since Nj is large, Lemma 2 yields a natural number
r such that

r ≤ MN2+δ
j (MN1+δ

j )−1 = Nj ,

‖αjr
2‖ ≤ r‖αjr‖ < N1+δ

j (MN1+δ
j )−1 = M−1 ,

contradicting our hypothesis. This proves (2.10).
From (2.10),

(2.11) |B|sA2
1 . . . A2

s ≤ Ms(N1 . . . Ns)1+δ .

Suppose first that s = 2. Then

|B|2A2
1A

2
2 ≤ M2(N1N2)1+δ .

Combining this with (2.8), (1.4), we have

N2
1 N2

2 (log N)−4 � M2(N1N2)1+δ ,

M2 � N2−2δ(log N)−4 .

This contradicts the definition of M , and Lemma 3 is proved for s = 2.
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Suppose now s > 2. We combine (2.9) and (2.11) to obtain an upper
bound for |B|:

|B|s−2(N1 . . . Ns)2N−δ ≤ Ms(N1 . . . Ns)1+δ ,

(2.12) |B|s−2 ≤ Ms(N1 . . . Ns)−1+δN δ ≤ (MN−1)sN (s+1)δ

from (1.4).
Choose any m ∈ B. For any j ≤ s for which

(2.13) Aj ≥ N
1/2+δ
j ,

we apply the case L = 1 of Lemma 2. This yields integers rj , bj satisfying

(2.14) 1 ≤ rj ≤ (Nj/Aj)2N δ
j ,

(2.15) |mαjr
2
j − bj | ≤ rj‖mαjrj‖ ≤ (Nj/Aj)4N4δ−2

j .

If (2.13) fails, the last expression in (2.15) is at least 1, and we can trivially
satisfy (2.14) and

(2.16) |mαjr
2
j − bj | ≤ (Nj/Aj)4N4δ−2 .

By (2.9), (2.12) and (1.4),

A2
1 . . . A2

s(N1 . . . Ns)−1−3δ(m/M)s/2(2.17)
≥ |B|−2N−δ(N1 . . . Ns)1−3δ(m/M)s/2

≥ Ns−6sδ(MN−1)−2s/(s−2)(m/M)s/2 .

By the definition of M , the last expression in (2.17) is at least msβ(s)+2sδ.
Thus

K1 . . .Ks ≥ C3(s, δ)smsβ(s)+sδ ,

where Kj = A2
jN

−1−3δ
j (m/M)1/2.

We apply (1.3). There are integers x1, . . . , xs, not all zero, satisfying

(2.18)
s∑

j=1

bjx
2
j ≡ 0 (mod m) ,

(2.19) 0 ≤ xj ≤ Kj (j = 1, . . . , s) .

Taking nj = rjxj we have, by (2.14) and (2.19),

0 ≤ nj ≤ (Nj/Aj)2N δ
j A2

jN
−1−3δ
j (m/M)1/2 ≤ Nj .

Not all nj are 0. Moreover,
s∑

j=1

αjn
2
j =

s∑
j=1

x2
jαjr

2
j = m−1

s∑
j=1

bjx
2
j + m−1

s∑
j=1

x2
j (αjmr2

j − bj) .
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By (2.18), (2.19) and (2.16),∥∥∥ s∑
j=1

αjn
2
j

∥∥∥ ≤ m−1
s∑

j=1

x2
j |αjmr2

j − bj |

≤ m−1
s∑

j=1

A4
jN

−2−6δ
j (m/M)N2+4δ

j A−4
j < M−1 ,

contradicting our initial hypothesis. This proves the lemma.

P r o o f o f T h e o r e m 1. We proceed by induction on s. Clearly Heil-
bronn’s theorem is equivalent to Theorem 1 when s = 1. Now suppose that
s > 1 and the result has been proved for forms in s−1 variables. It is easily
verified that, since 1/2 ≤ β(s) ≤ 1/2 + 1/(2s− 4), we have

(2.20) σ(s) ≤ 2 and
s

s− 1
σ(s− 1) ≥ σ(s) .

If Nj > Nε/4 (j = 1, . . . , s), then the induction step follows from
Lemma 3. Thus we may suppose Nj ≤ Nε/4 for some index j, let us say
j = s. Consequently,

N1 . . . Ns−1 ≥ Ns−ε/4 ≥ (Ns/(s−1)−ε/4)s−1 .

By the induction hypothesis there are integers n1, . . . , ns−1, not all zero,
satisfying

0 ≤ ni ≤ Ni (i = 1, . . . , s− 1) ,

‖α1n
2
1 + . . . + αs−1n

2
s−1‖ < N−(s/(s−1)−ε/4)(σ(s−1)−ε/4) ≤ N−σ(s)+ε .

The last inequality follows from (2.20). This completes the induction step
and proves Theorem 1.

3. The lattice method. We write ab for inner product in R2 and
|a| = (aa)1/2. The area of the parallelogram spanned by a and b is denoted
by det(a, b). Let

K0 = {x ∈ R2 : |x| < 1} .

If S, T ⊂ R2 and c ∈ R then cS denotes the set {cs : s ∈ S}, and S + T =
{s+ t : s ∈ S, t ∈ T}.

To facilitate comparison with [19] and [2] we prove the following result
in place of Theorem 2.

Proposition. Let ε > 0, s ≥ 2, N > C5(s, ε) and

λ(s) =

 1/2 + 2/s (s = 2, 3, 4),
4/s + (1− 4/s)/σ(s) (s = 5, 6, 7),
1/2 + 1/(2σ(s)) (s ≥ 8).
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Let ∆ be a positive number satisfying

(3.1) 1 < ∆λ(s)+ε ≤ N

and let Λ = ∆1/2Z2. Then for any α1, . . . ,αs ∈ R2 there are integers
n1, . . . , ns satisfying (1.2) and

(3.2) n2
1α1 + . . . + n2

sαs ∈ Λ + K0 .

To deduce Theorem 2, we first note that

λ(s) = 1/(2τ(s)) ,

as the reader may easily verify. Let ∆ = N2(τ(s)−ε) so that (3.1) holds. Let
αj = Nτ(s)−ε(αj , βj). Then (3.2) implies

|Nτ(s)−ε(n2
1α1 + . . . + n2

sαs)−Nτ(s)−εm| < 1

for some integer m, and similarly for the βj . Now Theorem 2 follows at
once.

In the same vein we have the following corollary of Theorem 1.

Corollary. Let s ≥ 1, δ > 0 and N > C4(s, δ). Suppose that N1, . . .
. . . , Ns satisfy (1.4). Let S be a one-dimensional subspace of R2 and Λ1 a
lattice in S generated by a point z satisfying

(3.3) |z| < Nσ(s)−δ .

Then for any α1, . . . ,αs in S there are non-negative integers n1, . . . , ns, not
all zero, satisfying ni ≤ Ni and

(3.4) n2
1α1 + . . . + n2

sαs ∈ Λ1 + K0 .

In the remainder of the paper, ∆, Λ are as in the Proposition. Let Π be
the polar lattice of Λ, Π = ∆−1/2Z2. Let Π∗ be the set of primitive points
of Π. Evidently

(3.5) |p| ≥ ∆−1/2 (p ∈ Π∗) .

(Usually the lattice method is applied to general lattices in Rh. The right-
hand side of (3.5) would then be, essentially, ∆−1. The stronger bound (3.5)
is crucial to our proof.)

Let p ∈ Π∗ and let p⊥ = {x ∈ R2 : xp = 0}. Clearly 2Λ∩p⊥ is a lattice
in p⊥ generated by a point z having

(3.6) |z| = 2∆|p| .
In our application of the Corollary, we shall have S = p⊥, Λ1 = 2Λ ∩ p⊥.

Lemma 4. (i) Let p ∈ Π∗. Any point a ∈ R2 may be written in the form

(3.7) a = l+ s+ b
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where l ∈ Λ, s ∈ p⊥ and

(3.8) |b| � |p|−1‖pa‖ .

(ii) Let p1, p2 be linearly independent points of Π∗. There is a positive
integer c,

(3.9) c � det(p1,p2)∆ ,

such that any a ∈ R2 may be written in the form

(3.10) a = c−1(k + d)

where k ∈ Λ and

(3.11) |d| � ∆ max(|p1|, |p2|) max(‖p1a‖, ‖p2a‖) .

P r o o f. These are two special cases of Lemma 7.9 of [2].

Lemma 5. Let ε > 0, N > C8(ε). Let A be a subset of Π∗ with |p| ≤ N
for all p in A. Suppose that any two vectors in A have determinant ≤ Z.
Let e ∈ R2. Let U , V be positive numbers such that for each p in A there
are coprime integers q(p), w(p) having

1 ≤ q(p) ≤ U ≤ N, |q(p)ep− w(p)| ≤ V .

Suppose further that ∆ ≤ N2,

(3.12) ZU2V ∆N δ ≤ 1 .

Then there is an integer q and a subset C of A such that

|C| ≥ |A|N−δ, q(p) = q for all p ∈ C .

P r o o f. See [2], Lemma 7.6.

The starting point for the proof of the Proposition is the following variant
of Lemma 1.

Lemma 6. Let δ > 0, N > C9(δ). Let x1, . . . ,xN be a sequence in R2

with
xn 6∈ Λ + K0 (n = 1, . . . , N) .

Then ∑
p∈Π, 0<|p|<Nδ

∣∣∣ N∑
n=1

e(pxn)
∣∣∣ � N .

P r o o f. See [2], Lemma 7.4.

P r o o f o f t h e P r o p o s i t i o n. For brevity, write σ = σ(s), λ = λ(s).
We may suppose that 0 < ε < 1/2. Let δ = ε/40, so that

(3.13) ∆λ ≤ N1−20δ .
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Suppose that no integers n1, . . . , ns satisfy (1.2) and (3.2). By Lemma 6,
we have

(3.14)
∑

0<|p|<Nδ, p∈Π

T1(p) . . . Ts(p) � Ns

where

Ti(p) =
∣∣∣ N∑

n=1

e(n2pαi)
∣∣∣ .

Since every p ∈ Π is an integer multiple of a primitive point, it follows that∑
|p|<Nδ, p∈Π∗

S(p) � Ns

where

S(p) =
[Nδ/|p|]∑

t=1

T1(tp) . . . Ts(tp) .

We cover the interval [∆−1/2, N δ) with O(log N) intervals [a, 2a). In
view of (3.5), there is an a satisfying

(3.15) ∆−1/2 ≤ a < N δ ,∑
p∈Π∗, a≤|p|<2a

S(p) � Ns/ log N .

There are � ∆a2 summands here, so that the contribution from p with

S(p) < Ns(log N)−2∆−1a−2

is negligible. Covering [Ns(log N)−2∆−1a−2, a−1Ns+δ] with O(log N) in-
tervals [B, 2B), we see that there is a B with

Ns(log N)−2∆−1a−2 ≤ B < a−1Ns+δ

and a subset B of Π∗ with

a ≤ |p| < 2a, B ≤ S(p) < 2B for p ∈ B ,∑
p∈B

S(p) � Ns(log N)−2 .

It is convenient to write X = NsB−1, so that

(3.16) X ≤ ∆a2N δ ,

(3.17) S(p) ≥ NsX−1 (p ∈ B)

and clearly

(3.18) |B| � XN−δ .
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Consider the following conditions:

(A) X ≥ N5δ and ∆aX2/s−1/2 ≤ N1−10δ;
(B) ∆1/σa−1+1/σX2/s ≤ N1−10δ if s ≥ 3; X < N5δ if s = 2 .

We will first derive a contradiction provided that (A) or (B) holds. In
conclusion we show that one of (A), (B) must be satisfied.

Suppose first that (A) is satisfied. Using T1 . . . Ts ≤ T s
1 + . . .+T s

s , (3.17)
gives

(3.19)
∑

t≤Nδa−1

Ti(tp)s � NsX−1

for some index i depending on p. There are only s possible i, and we may
assume without loss of generality that (3.19) holds for i = 1.

We use the inequality

(bl
1 + . . . + bl

m)1/l ≤ (br
1 + . . . + br

m)1/r, 0 < r ≤ l ,

for positive numbers bj ([12], p. 28). Thus

(3.20)
∑

t≤Nδa−1

T1(tp)2 � N2X−2/s (p ∈ B) .

We may apply Lemma 2 to the sum in (3.20). To see this,

a−1X2/s ≤ ∆2/sa2/s−1N2δ ≤ ∆1/s+1/2N2δ ≤ ∆λN2δ ≤ N1−3δ

from (3.16), (3.15), (3.13). Hence

N2X−2/s ≥ N1+δ[a−1N δ] .

The lemma yields natural numbers q(p) for each p in B satisfying

(3.21) q(p) � a−1X2/sN2δ ,

(3.22) ‖q(p)pα1‖ � X2/sN−2+2δ .

The next step is to apply Lemma 5 to a suitable subset of B. The (x, y)
plane may be covered by � |B|N−2δ angular sections centred at 0, of angle
|B|−1N2δ ≤ X−1N4δ. Here we have used (3.18) and the hypothesis X ≥
N5δ. One of these sections must contain� N2δ points of B. LetA be the set
of points of B lying in this section. In the notation of Lemma 5, we may take

e = α1, Z = a2X−1N4δ, U � a−1X2/sN2δ, V � X2/sN−2+2δ

in view of the definition of A, (3.21) and (3.22). Moreover, by (3.16), (3.15)
and condition (A),

ZU2V ∆N2δ � a2X−1N4δ(a−1X2/sN2δ)2(N−2+2δX2/s)∆N2δ

� X6/s−1∆N−2+12δ �
{

∆6/sN−2+30δ (s ≤ 6)
∆N−2+12δ (s > 6)

� ∆2λN−2+30δ � 1 .
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We deduce from Lemma 5 that there is a subset C of A of cardinality � N δ,
and a natural number q such that q(p) = q for every p in C.

Let p1, p2 be two linearly independent points in C. We apply Lem-
ma 4(ii) with a replaced by qα1. There is a natural number c such that

(3.23) c � det(p1,p2)∆ ≤ a2X−1N4δ∆ ,

cqα1 = k + d, k ∈ Λ ,

(3.24) |d| � ∆aX2/sN−2+2δ .

Here we use once again the definition of A and (3.22).
Now let n = cq. By (3.23), (3.21) and condition (A),

1 ≤ n � a2X−1N4δ∆a−1X2/sN2δ = aX2/s−1∆N6δ � N1−δ .

Moreover,

n2α1 = cqk + cqd ,

|cqd| = n|d| � aX2/s−1∆N6δ∆aX2/sN−2+2δ

� a2X4/s−1∆2N−2+8δ � N−δ

by (3.24) and condition (A). Thus 1 ≤ n ≤ N , n2α1 ∈ Λ + K0. We have
reached a contradiction when (A) holds.

Now suppose that condition (B) holds. We deal with the case s ≥ 3 first.
Fix any p in B. From (3.17),∑

t≤a−1Nδ

T1(tp) . . . Ts(tp) ≥ NsX−1 .

As in the proof of (2.8), there must be A1, . . . , As in [N−2, N ] and a set A
of t having

(3.25) 1 ≤ t ≤ a−1N δ (t ∈ A) ,

(3.26) Ai ≤ Ti(tp) < 2Ai (i = 1, . . . , s; t ∈ A)

and

(3.27) |A|2A2
1 . . . A2

s � N2s−δX−2 .

We may assume that

(3.28) A1 ≥ . . . ≥ As .

The next step, in which we deduce a good rational approximation to
αip, is different according as i ≤ 2 or i > 2. By (3.27) and (3.28),

|A|2A2(s−1)
2 ≥ N2(s−1)−2δX−2 ,

|A|2/(s−1)A2
2 ≥ N2−2δX−2/(s−1) .



56 R. C. Baker and S. Schäffer

Since s ≥ 3, this implies for i = 1, 2 that

(3.29)
∑

t≤a−1Nδ

Ti(tp)2 ≥ |A|A2
i ≥ N2−2δX−2/(s−1) .

By (3.16), (3.15) and (3.13),

a−1X2/(s−1)N4δ ≤ ∆2/(s−1)a2/(s−1)−1N6δ ≤ ∆1/2+1/(s−1)N6δ

≤ ∆λN6δ ≤ N .

Consequently,

(3.30) N1+δ[a−1N δ] ≤ N2−2δX−2/(s−1) .

In view of (3.30), we may apply Lemma 2 to (3.29), obtaining natural num-
bers q1, q2 having

(3.31) qi ≤ a−1N2+2δA−2
i |A|−1 ,

(3.32) ‖q2
iαip‖ ≤ qi‖qiαip‖ ≤ a−1N2+3δA−4

i |A|−2 .

Now pick any t ∈ A. If Ai ≥ N1/2+δ for an index i ≥ 3, we may apply
the case L = 1 of Lemma 2 to Ti(tp). This gives a natural number ri with

ri ≤ N2+δA−2
i , ‖ritαip‖ ≤ A−2

i N δ .

Writing qi = rit, we then have, from (3.25),

(3.33) qi ≤ a−1N2+2δA−2
i ,

(3.34) ‖q2
iαip‖ ≤ a−1N2+5δA−4

i .

Just as in (2.16), we can in fact find qi satisfying (3.33), (3.34) for every
i = 1, . . . , s.

Combining (3.31)–(3.34), we have

(3.35) qi ≤ a−1N2+2δA−2
i C(i)−1 ,

(3.36) ‖q2
iαip‖ ≤ a−1N2+5δA−4

i C(i)−2 ,

where C(i) = |A| for i ≤ 2, C(i) = 1 for i > 2. Applying Lemma 4(i) and
(3.36), we obtain

(3.37) q2
iαi = li + ti + bi ,

where li ∈ Λ, ti ∈ p⊥ and

(3.38) |bi| � a−1a−1N2+5δA−4
i C(i)−2 � a−2N2+5δA−4

i C(i)−2 .

Recalling (3.6), we apply the Corollary, taking S = p⊥, Λ1 = 2Λ ∩ p⊥,
and replacing αj by 2tj and N by N∗ = (a∆)1/σN2δ. We replace Ni by

N∗
i = (a∆)1/σA2

i N
−2+3δX2/sC(i) .

We must verify (1.4). From (3.27),

N∗
1 . . . N∗

s = (a∆)s/σ|A|2A2
1 . . . A2

sN
−2s+3sδX2 ≥ (N∗)s .
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Thus there are non-negative integers m1, . . . ,ms, not all zero, satisfying

(3.39) 2m2
1t1 + . . . + 2m2

sts ∈ 2Λ + K0 ,

(3.40) mi ≤ N∗
i (i = 1, . . . , s) .

Now let ni = qimi. Not all ni are zero. Moreover, by (3.35), (3.40) and
condition (B),

ni ≤ a−1N2+2δA−2
i C(i)−1(a∆)1/σA2

i N
−2+3δX2/sC(i)

= ∆1/σa1/σ−1X2/sN5δ ≤ N

while

n2
1α1 + . . . + n2

sαs = m2
1l1 + . . . + m2

sls + m2
1t1 + . . . + m2

sts

+ m2
1b1 + . . . + m2

sbs .

Here m2
1l1 + . . . + m2

sts ∈ Λ + 1
2K0 by (3.39). By (3.40), (3.38) and condi-

tion (B),

|m2
i bi| � (a∆)2/σA4

i N
−4+6δX4/sC(i)2a−2N2+5δA−4

i C(i)−2

= ∆2/σa2/σ−2X4/sN−2+11δ � N−δ .

We conclude that

n2
1α1 + . . . + n2

sαs ∈ Λ + K0 .

We have now reached a contradiction when condition (B) holds and s ≥ 3.
Now let s = 2. Pick any p ∈ B. From (3.17) and condition (B) we have∑

t≤a−1Nδ

T1(tp)T2(tp) � N2−5δ ,

∑
t≤a−1Nδ

Ti(tp) � N1−5δ (i = 1, 2) .

From Cauchy’s inequality,∑
t≤a−1Nδ

Ti(tp)2 � (N1−5δ)2(a−1N δ)−1 � N2−11δa .

We may apply Lemma 2, since

N2−11δa(N δa−1)−1 = N2−12δa2 � N2−12δ∆−1 � N1+δ

from (3.15), (3.13). Thus there are natural numbers q1, q2 satisfying

(3.41) qi � a−2N13δ ,

(3.42) ‖qi(αip)‖ � a−1N−2+12δ .

By Lemma 4(i),

q2
iαi = li + si + bi ,
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where li ∈ Λ, si ∈ p⊥ and

(3.43) |bi| � a−1qi‖qi(αip)‖ � a−1a−2N13δa−1N−2+12δ = a−4N−2+25δ .

Here we used (3.41) and (3.42).
We apply the Corollary as above, this time replacing N , N1, N2 by

∆aN2δ. There are non-negative integers m1, m2, not both zero, with

(3.44) 2m2
1s1 + 2m2

2s2 ∈ 2Λ + K0 ,

(3.45) mi ≤ ∆aN2δ .

Now let ni = miqi. Then

ni ≤ ∆aN2δa−2N14δ = a−1∆N16δ ≤ ∆3/2N16δ ≤ N ,

|m2
i bi| � ∆2a2N4δa−4N−2+25δ � a−2∆2N−2+29δ � ∆3N−2+29δ � N−δ

from (3.45), (3.43), (3.15) and (3.13). Just as above, we reach a contradic-
tion when s = 2 and condition (B) holds.

It remains to show that one of (A), (B) is satisfied. If X < N5δ we have,
by (3.15) and (3.13),

∆1/σa−1+1/σX2/sN10δ ≤ ∆1/2+1/(2σ)N15δ ≤ ∆λN15δ ≤ N ,

so that (B) holds. If X ≥ N5δ and s = 2 then

∆aX2/s−1/2 = ∆aX1/2 � ∆3/2a2N δ � ∆3/2N3δ � N1−11δ

from (3.16), (3.15), (3.13), so that (A) holds.
It remains to show that, for s ≥ 3,

(3.46) min(∆aX2/s−1/2N10δ,∆1/σa−1+1/σX2/sN10δ) ≤ N

whenever ∆−1/2 ≤ a ≤ N δ, N5δ ≤ X ≤ ∆a2N δ.
If s = 3, 4, the left-hand side of (3.46) is

≤ ∆aX2/s−1/2N10δ ≤ ∆1/2+2/sa4/sN11δ ≤ ∆1/2+2/sN13δ ≤ ∆λN13δ ≤ N .

If s = 5, 6, 7 the left-hand side of (3.46) is

≤ (∆1/σa−1+1/σ)1−4/s(∆a)4/sN10δ .

The exponent of a here is positive, so we obtain the bound

≤ ∆(1/σ)(1−4/s)+4/sN12δ = ∆λN12δ ≤ N .

Finally, if s ≥ 8, the left-hand side of (3.46) is

≤ (∆aX2/s−1/2)1/2(∆1/σa−1+1/σX2/s)1/2N10δ

≤ ∆1/2+1/(2σ)a1/(2σ)X2/s−1/4N10δ

≤ ∆1/2+1/(2σ)N11δ = ∆λN11δ ≤ N .

This completes the proof of the Proposition.
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