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The semi-index product formula

by

Jerzy J e z i e r s k i (Warszawa)

Abstract. We consider fibre bundle maps

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

where all spaces involved are smooth closed manifolds (with no orientability assumption).
We find a necessary and sufficient condition for the formula

|ind|(f, g : A) = |ind|(f, g : p(A))|ind|(fb, gb : p−1(b) ∩A)

to hold, where A stands for a Nielsen class of (f, g), b ∈ p(A) and |ind| denotes the
coincidence semi-index from [DJ]. This formula enables us to derive a relation between
the Nielsen numbers N(f, g), N(f, g ) and N(fb, gb).

Introduction. In [DJ] the Nielsen theory was extended to coincidences
of pairs of maps f, g : M → N for M,N closed manifolds of the same
dimension (with no orientability assumption). In this paper we discuss the
“Nielsen number product formula” as in [Y] and [Je].

After recalling in Section 1 the main results of [Y], [Je] and [DJ] we
consider in Section 2 “self-reducing coincidence points”. Nielsen classes
containing such points appear only in the non-orientable case. They turn out
to be the obstruction to the semi-index product formula which is discussed
in Section 3. In Section 4 we prove a Nielsen number product formula
(Thm. (4.3)), and in the last section we get a formula for the coincidence
Nielsen number of pairs of maps between some K(π, 1) spaces (Corollary
(5.5), Remark (5.6)).

1. Preliminaries. We begin by recalling the definitions from [Y] and
[Je]. Let u and v be paths in a topological space Y such that u(1) = v(0).
Then u+v denotes their composition and −u the path opposite to u. Let H
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be a normal subgroup of the fundamental groupoid π1Y , i.e. for any y ∈ Y
there is a normal subgroup H(y) of π1(Y, y) such that for any path r joining
y and y′ the isomorphism π1(Y, y) 3 〈a〉 → 〈−r + a + r〉 ∈ π1(Y, y′) carries
H(y) onto H(y′). The paths u and v are called H-homotopic iff u(0) = v(0),

u(1) = v(1) and 〈u− v〉 ∈ H(u(0)). We then write u
H' v. The H-homotopy

class of the path u is denoted by 〈u〉H .
Let X be another topological space and let f, g : X → Y be a pair of

continuous maps. Let Φ(f, g) = {x ∈ X : fx = gx} denote the coincidence
set of these maps. The points x, y ∈ Φ(f, g) will be called H-Nielsen equiva-

lent if there exists a path u joining them such that fu
H' gu. We denote the

quotient set by Φ′H(f, g) and call its elements H-Nielsen classes. We omit
H if H = 0.

Fix x ∈ X and a path r joining fx and gx in Y ((x, r) will be called a
reference pair). We define an action of π1(X, x) on π1(Y, fx)/H(fx) by

(〈d〉, 〈a〉H) → 〈fd + a + r − gd− r〉H
where 〈d〉 ∈ π1(X, x), 〈a〉H ∈ π1(Y, fx)/H(fx). We denote by ∇H(f, g :
x, r) the set of all orbits of the above action and by [〈a〉H ] the orbit of a.

The following lemma establishes a connection between the sets Φ′H(f, g)
and ∇H(f, g : x, r).

(1.1) Lemma ((1.2) in [Je], see also [Y]). For any x0 ∈ Φ(f, g) the set
{〈fu− gu− r〉H : u is a path from x to x0} is an orbit of the above action.
Moreover , two coincidence points determine the same orbit iff they are H-
Nielsen equivalent.

The above lemma determines an injection

%(x, r) : Φ′H(f, g) → ∇H(f, g : x, r) .

Lemma (1.3) in [Je] allows us to identify the sets ∇H(f, g : x, r) for all
(x, r) so that the %(x, r) induce a canonical injection

% : Φ′H(f, g) → ∇H(f, g) .

Now we recall the notion of coincidence semi-index (see [DJ] for details).
Let M , M ′ be smooth closed m-manifolds, f, g : M → M ′ smooth transverse
maps and let x0, x1 ∈ Φ(f, g). We will say that x0 and x1 are R-related iff
there is a path u from x0 to x1 such that fu ' gu and exactly one of
the paths u or fu is orientation-preserving. We then say that u is graph-
orientation-reversing (cf. Definition (1.2) in [DJ]) and we write x0Rx1 (in
[DJ] x0 was said to reduce x1).

Let A ⊂ Φ(f, g). We call A = {a1, b1, . . . , ak, bk : c1, . . . , cs} a decom-
position iff (i) aiRbi (i = 1, . . . , k), (ii) no {ci, cj} are R-related (i, j =
1, . . . , s, i 6= j).



The semi-index product formula 101

If only (i) holds we call A an incomplete decomposition. Sometimes we
also write A = A0 ∪{c1, . . . , cs} and we call the elements {c1, . . . , cs} free in
this decomposition. We define the semi-index of the set A as the number of
free points in its decomposition and denote it by |ind|(f, g : A). Finally, we
call a Nielsen class A ∈ Φ′H(f, g) essential iff |ind|(f, g : A) 6= 0 and define
the H-Nielsen number NH(f, g) as the number of essential classes.

In Section 3 we will need the following version of (1.3) of [DJ].

(1.2) Lemma. Let A ⊂ Φ(f, g) and let A : A = A0 ∪ {c1, . . . , cs}, A′ :
A = A′

0 ∪ {c′1, . . . , c′s} be two decompositions. Then there exists a bijection
φ : {c1, . . . , cs} → {c′1, . . . , c′s} such that for any ci there exists a graph-
orientation-preserving path u from ci to φ(ci).

P r o o f. Set a1 = ci. The proof of (1.3) in [DJ] gives us a sequence
a1, . . . , a2k+1 where a2i−1, a2i form a pair in A′, a2i, a2i+1 form a pair in A
(i = 1, . . . , k) and a2k+1 is free in A′. We put φ(ci) = a2k+1. We notice that
aiRai+1, hence there is a graph-orientation-reversing path ui joining them.
Now the composition u = u1 + . . . + u2k is graph-orientation-preserving.

(1.3) Lemma. Consider the diagram

M
f,g−→ N

h

y yk

M ′ f ′,g′−→ N ′

of path-connected spaces. Let H ⊂ π1N , H ′ ⊂ π1N
′ be normal subgroups

such that k#H ⊂ H ′.

(a) If the diagram is commutative then it determines a map κ : ∇H(f, g)
→ ∇H′(f ′, g′) given by

κ : ∇H(f, g : x, r) → ∇H′(f ′, g′ : hx, kr) , κ[〈a〉H ] = [〈ka〉H′ ] .

(b) If the diagram is homotopy commutative (by means of homotopies
(F,G) : (kf, kg) ' (f ′h, g′h)), k and h are homeomorphisms and k#H = H ′

then we have a bijective transformation η : ∇H(f, g) → ∇H′(f ′, g′) given by

∇H(f, g : x, r) 3 [〈a〉H ] → [〈−F (x, ·) + ka + F (x, ·)〉H′ ]
∈ ∇H′(f ′, g′ : hx,−F (x, ·) + kr + G(x, ·)) .

(c) If the assumptions of (a) and (b) hold and the considered homotopies
are constant then κ = η.

(d) If the assumptions of (b) hold , and all spaces are closed smooth
manifolds of the same dimension then η is semi-index-preserving , i.e.

|ind|(f, g : A) = |ind|(f ′, g′ : ηA) for any A ∈ ∇H(f, g) .
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P r o o f. (a)–(c) were proved as Lemma (2.1) in [Je]. It was also shown
there that our diagram may be considered as the composition of two squares

M
f,g−−−→ N

‖ ‖
M

k−1f ′h,k−1g′h−−−−−−−−→ N

h

y yk

M ′ f ′,g′−−−→ N ′

The upper square is homotopy commutative (with the homotopies(k−1F,
k−1G)) and the lower one is commutative (with constant homotopies). Thus
it is enough to show that the transformations κ1, κ2 induced by these dia-
grams are semi-index-preserving. But κ1 = µ(k−1F,k−1G) (for definition, see
[Je, (1.6)]) and we apply (1.4) of [DJ]. On the other hand, it is evident that
κ2 is semi-index-preserving since h and k are homeomorphisms.

Let now (E, p, B), (E′, p′, B′) be locally trivial bundles where the total
spaces, base spaces and fibres are smooth connected closed manifolds of
respectively equal dimensions. Denote the fibres by Eb = p−1b, E′

b′ = p′−1b′

and let λ, λ′ denote the lifting functions of the Hurewicz fibrations (E, p, B),
(E′, p′, B′). Since the bundles are locally trivial, we may assume that for
any path u in B the map τū : Eū(0) → Eū(1) given by τū(x) = λ(x, u)(1) is
a homeomorphism.

Consider a commutative diagram

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

Denote by fb : Eb → E′
f̄b

, gb : Eb → E′
ḡb the restrictions of f, g. Let

b0, b1 ∈ Φ(f, g) be Nielsen equivalent and let u be a path joining them and
establishing the Nielsen relation. Then (Sect. 4 in [Je]) the diagram

Eb0
fb−→ E′

f̄b0

τū

y yτ ′
f̄ ū

Eb1
gb−→ E′

f̄b1

is homotopy commutative and the computations of Section 4 in [Je] give
us a bijective transformation Tū : ∇K(fb0 , gb0) → ∇K(fb1 , gb1) where K =
ker(π1E

′
b → π1E

′). Moreover, Lemma (1.2) implies that Tū is semi-index-
preserving. This implies NK(fb0 , gb0) = NK(fb1 , gb1) for b0, b1 ∈ Φ(f, g) in
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the same Nielsen class.

2. Self-reducing coincidence points. Let f, g : M → N be trans-
verse. We will discuss the following problem: when does a coincidence point
x ∈ Φ(f, g) satisfy xRx, i.e. when does there exist a graph-orientation-
reversing loop a based at x. We will see that such points may only appear
in the non-orientable case and that they are the only obstructions to the
semi-index product formula discussed in the next section.

Let M,N denote again smooth closed connected n-manifolds.

(2.1) Definition. Let x ∈ Φ(f, g) and let H ⊂ π1M , H ′ ⊂ π1N denote
the subgroups of orientation-preserving elements. We define

C(f#, g#)x = {a ∈ π1(M,x) : f#a = g#a} ,

C+(f#, g#)x = C(f#, g#)x ∩H .

(2.2) Lemma. Let f, g : M → N be transverse and let x ∈ Φ(f, g). Then
xRx if and only if C+(f#, g#)x 6= C(f#, g#)x ∩ f−1

# (H ′) (in other words,
if there exists a loop a based at x such that fa ' ga and exactly one of the
loops a or fa is orientation-preserving).

P r o o f. It suffices to recall the definition of xRx and observe that
a ∈ C+(f#, g#)x means a is orientation-preserving ,

a ∈ f−1
# (H ′) means f#a is orientation-preserving .

A coincidence point x satisfying xRx will be called self-reducing.

(2.3) Lemma. If a Nielsen class A contains a self-reducing point then
any two points in this class are R-related , and thus

|ind|(f, g : A) =
{

0 if #A is even ,
1 if #A is odd .

P r o o f. Let x0 ∈ A be self-reducing and let a be a graph-orientation-
reversing loop based at x0. First we show that x0Rx1 for any other x1 ∈ A.
Since the two points lie in one Nielsen class, there exists a path u joining
them such that fu ' gu. Now, either u or a + u is graph-orientation-
preserving, which implies x0Rx1.

Let x2 ∈ A. Then x1Rx0, x0Rx0, x0Rx2 and the odd transitivity implies
x1Rx2 (see [DJ, (1.3)]).

(2.4) Example. Let M be a non-orientable two-dimensional connected
manifold. It may be regarded as a CW-complex with a unique 2-cell. Let
f ′ : M → S2 be a map which sends the 1-skeleton into a point y1 ∈ S2 and
the interior of the 2-cell diffeomorphically onto S2 − y1. Let g′ : M → S2

denote the constant map with g′(M) = y0 6= y1. Then the pair (f ′, g′)
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is transverse and Φ(f ′, g′) consists of a single point x0. This point is self-
reducing since there exists an orientation-reversing loop at x0 whose images
by f ′ and g′ are null homotopic.

Now we consider the maps f, g : S2 → S2 where f = idS2 , g(x, y, z) =
(−x,−y, z). This pair is transverse and Φ(f, g) = {(0, 0, 1), (0, 0,−1)} =
{b0, b1} are two Nielsen equivalent points which are not R-related (since S2

is orientable). Notice that |ind|(f ′, g′) = 1, N(f ′, g′) = 1 and |ind|(f, g) = 2,
N(f, g) = 1. Consider the diagram

S2 ×M
f,g−→ S2 × S2

p1

y yp1

S2 f̄ ,ḡ−→ S2

where f = f × f ′, g = g × g′ and p1 denotes the projection on the first
factor. Then Φ(f × f ′, g × g′) = {(b0, x0), (b1, x0)} and the two points are
Nielsen equivalent. Each of them is self-reducing (since so is x0 ∈ Φ(f ′, g′))
and now Lemma (2.3) implies |ind|(f, g) = 0.

The example shows that the product formula does not hold in general
for the coincidence semi-index:

|ind|(f, g) = 0 6= 2 · 1 = |ind|(f, g)|ind|(f ′, g′) .

We also notice that N(f, g) = 0 6= 1 · 1 = N(f, g)N(f ′, g′).

(2.5) Lemma. Let F,G : M × I → N be a pair of homotopies and set
ft = F (·, t), gt = G(·, t) (t ∈ I). Let A0 ∈ Φ′(f0, g0), A1 ∈ Φ′(f1, g1) be
two Nielsen classes corresponding under these homotopies and let u be a
path joining some points x0 ∈ A0, x1 ∈ A1 such that the paths F (u(·), ·),
G(u(·), ·) are homotopic. Then the isomorphism φ : π1(M,x0) → π1(M,x1)
given by φ〈a〉 = 〈−u + a + u〉 carries C(f0#, g0#)x0 onto C(f1#, g1#)x1 and
C+(f0#, g0#)x0 onto C+(f1#, g1#)x1 .

(2.6) Definition. A Nielsen class A ∈ Φ′(f, g) is called defective if
C+(f#, g#)x 6= C(f#, g#)x ∩ f−1

# H ′ for some x ∈ A.

Lemma (2.5) implies that A is defective if the above inequality holds for
any x ∈ A. Both (2.2) and (2.5) imply

(2.7) Corollary. Let (f, g) be a pair of continuous maps and let (f ′, g′)
be a transverse pair homotopic to it. Let A ∈ Φ′(f, g) and A′ ∈ Φ′(f ′, g′)
correspond under this homotopy. Then the class A is defective iff any point
of A′ is self-reducing.

Recall that the Jiang group is given by J(X, x) = {a ∈ π1(X, x) : there
exists a cyclic homotopy H : idX ' idX such that 〈H(x, ·)〉 = a} [J].
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(2.8) Lemma ([Y], [Je, (6.6)]). Let f, g : M → N be maps between
manifolds of the same dimension and let H ⊂ π1N be a normal subgroup
such that H ⊂ J(N). Suppose that A0, A1 ∈ Φ′(f, g) satisfy id∇ A0 = id∇ A1

where id∇ : ∇(f, g) → ∇H(f, g) is induced by (idM , idN ). Then |ind|(f, g :
A0) = |ind|(f, g : A1). Moreover , A0 is defective iff A1 is defective.

P r o o f. It was shown in [Je, (6.6)] that there is a cyclic homotopy
(F,G) : (f, g) ' (f, g) such that µ(F,G)A0 = A1. Since µ is semi-index-
preserving, the first part follows. Now the second part follows from (2.5).

(2.9) Lemma. Consider a homotopy commutative diagram

M
f,g−→ N

h

y yk

M ′ f ′,g′−→ N ′

where h and k are homeomorphisms. Suppose that A ∈ Φ′(f, g) and η(A) ∈
Φ′(f ′, g′). Then A ∈ Φ′(f, g) is defective iff η(A) ∈ Φ′(f ′, g′) is defective
where η is defined in Lemma (1.3)(b).

P r o o f. Let us represent our diagram as in the proof of (1.3):

M
f,g−→ N

‖ ‖
M

k−1f ′h,k−1g′h−−−−−−−−→ N

h

y yk

M ′ f ′,g′−→ N ′

We will use the notation of that proof. Lemma (2.5) implies that A is de-
fective iff so is κ1A. Since the lower square is strictly commutative, the last
is equivalent to the defectivity of κ2κ1(A) = η(A).

3. The semi-index product formula. In this section we will show
that the defective classes are the only obstructions to the coincidence semi-
index product formula. To do this we will need to study the graphs of fibre
maps. We first introduce the necessary notations.

Let (V, p, E), (V ′, p′, E′) be locally trivial real n-dimensional vector bun-
dles over the spaces E and E′ and consider a commutative diagram

V
F,G−→ V ′

p

y yp′

E
f,g−→ E′
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of homomorphisms of these bundles. Let Vx = p−1(x), V ′
x′ = p′−1(x′) be

fibres. Denote the graphs of the restrictions by

ΓF (x) = {(v, Fv) : v ∈ Vx} ⊂ Vx × V ′
fx ,

ΓG(x) = {(v,Gv) : v ∈ Vx} ⊂ Vx × V ′
gx .

Then the graphs ΓF =
⋃

x∈E ΓF (x), ΓG =
⋃

x∈E ΓG(x) are n-dimensional
vector bundles over E with projections being restrictions of the composition
V × V ′ → V → E.

(3.1) Definition. We will say that F is transverse to G if

ΓF (x)⊕ ΓG(x) = Vx × V ′
fx for any x ∈ Φ(f, g) .

(It is clear that smooth maps are transverse in the sense of Section 1 iff their
tangent maps

TM
Tf,Tg−−−→ TNy y

M
f,g−→ N

are transverse in the above sense.)

Let V 0 ⊂ V , V ′0 ⊂ V ′ be k-dimensional subbundles such that F (V 0) ∪
G(V 0) ⊂ V ′ 0. Let F 0, G0 : V 0 → V ′ 0 denote the restrictions of F,G. Let
V 1 = V/V 0, V ′ 1 = V ′/V ′ 0 denote the quotient bundles and F 1, G1 : V 1 →
V ′ 1 the maps induced by F,G. (We will use this notation to study fibre
maps of manifolds

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

Then V = TE, V ′ = TE′; V 0 ⊂ V , V ′ 0 ⊂ V ′ are the subbundles tangent
to the fibres and V 1, V ′ 1 are normal to the fibres.)

Now we have a commutative diagram with exact rows

0 −→ V 0 i−→ V
j−→ V 1 −→ 0

F 0,G0

y F,G

y F 1,G1

y
0 −→ V ′ 0 i′−→ V ′ j′−→ V ′ 1 −→ 0

together with exact sequences of vector spaces

0 → V 0
x × V ′0

fx → Vx × V ′
fx → V 1

x × V ′1
fx → 0 ,

0 → V 0
x × V ′0

gx → Vx × V ′
gx → V 1

x × V ′1
gx → 0 ,
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and vector bundles

0 → ΓF 0 → ΓF → ΓF 1 → 0 ,

0 → ΓG0 → ΓG → ΓG1 → 0 .

One can easily check

(3.2) Corollary. If any two pairs out of (F 0, G0), (F,G), (F 1, G1) are
transverse then so is the third.

Let x, y ∈ Φ(f, g) and let a path u establish the Nielsen relation between
them. Denote by δt(F ) (δt(G)) the translation of the orientation of the
bundle ΓF (ΓG) along u. Then δ0 = δ0(F ) ∧ δ0(G) is an orientation of
Vx×V ′

fx; let δ1 be its translation in the fibre bundle p×p′ : V ×V ′ → E×E′

along the path (u, fu) (or equivalently along (u, gu)).

(3.3) Definition. We say that the path u is graph-orientation-preserving
(-reversing) if δ1 = δ1(F ) ∧ δ1(G) (δ1 = −δ1(F ) ∧ δ1(G)).

Consider again a transverse pair f, g : M → N and a path u establish-
ing the Nielsen relation between two coincidence points. Then u is graph-
orientation-preserving in the sense of Section 1 iff it is so in the above sense
for

TM
Tf,Tg−−−→ TNy y

M
f,g−→ N

(3.4) Definition. Let 0 → V 0 → V
j→V 1 → 0 be a short exact sequence

of finite-dimensional vector spaces. Orientations α0, α, α1 of these spaces
will be called compatible if there exists an ordered basis (a1, . . . , an) of V
such that α0 = [(a1, . . . , as)], α = [(a1, . . . , an)], α1 = [(jas+1, . . . , jan)]
(here s = dim V 0).

(3.5) R e m a r k. Let 0 → V 0 → V → V 1 → 0 be an exact sequence of
locally trivial vector bundles over a space E. Let u be a path in E and let
α0

t , αt, α
1
t be translations of some orientations along u. Then α0

0, α0, α
1
0 are

compatible iff α0
t , αt, α

1
t are compatible for any t ∈ [0, 1].

(3.6) Lemma. Consider a commutative diagram of vector bundles
0 −→ V 0 i−→ V

j−→ V 1 −→ 0

F 0,G0

y F,G

y F ′,G′
y

0 −→ V ′ 0 i′−→ V ′ j′−→ V ′ 1 −→ 0
where i, j and i′, j′ cover the identity maps of E and E′ respectively, the
rows are exact and (F 0, G0), (F,G), (F 1, G1) are transverse pairs of vector
bundle homomorphisms covering some maps f, g : E → E′. Let a path
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u establish the Nielsen relation between some x, y ∈ Φ(f, g). Then if u
is graph-orientation-preserving with respect to two pairs out of (F 0, G0),
(F,G), (F 1, G1) then it is so with respect to the third.

P r o o f. Put ε = +1 (−1) if u is graph-orientation-preserving (-reversing)
with respect to (F,G). Similarly we define ε0 and ε1. We will show that
ε = ε0ε1.

Denote by αt(F 0), αt(F ), αt(F 1) and αt(G0), αt(G), αt(G1) compatible
translations of orientations in

0 → ΓF 0 → ΓF → ΓF 1 → 0 and 0 → ΓG0 → ΓG → ΓG1 → 0

along u. Set α0
0 = α0(F 0)∧α0(G0), α0 = α0(F )∧α0(G) and α1

0 = α0(F 1)∧
α0(G1). Then α0

0, (−1)klα0, α
1
0 are compatible (here k = dim E0

x, l =
dim E1

x). Let α0
t , (−1)klαt, α

1
t be the translations in the bundles V 0 × V ′ 0,

V × V ′, V 1 × V ′ 1 → E × E′ along (u, fu). By (3.5) we get for t = 1 the
compatible orientations

(∗) α0
1, (−1)klα1, α1

1 .

But

(∗∗)

 α0
1 = ε0α1(F 0) ∧ α1(G0) ,

α1 = εα1(F ) ∧ α1(G) ,
α1

1 = ε1α1(F 1) ∧ α1(G1) .

Now since α1(F 0), α1(F ), α1(F 1) and α1(G0), α1(G), α1(G1) are compati-
ble, so are also

(∗∗∗) α1(F 0) ∧ α1(G0), (−1)klα1(F ) ∧ α1(G), α1(F 1) ∧ α1(G1) .

Finally, we substitute (∗∗) into (∗) and compare with (∗∗∗). This implies
ε0εε1 = 1.

(3.7) Lemma. Consider a commutative diagram of homomorphisms be-
tween k-dimensional vector bundles

V
F̄ ,Ḡ−−−−−→ V ′

↖
P

↗
P ′

V
F,G−→ V ′

π̄

y π

y yπ′

y π̄′

E
f,g−→ E′

p

↙
p′

↘
E

f̄ ,ḡ−−−−−→ E′
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Let (F,G), (F ,G) be transverse and let P, P ′ be isomorphisms on the fibres.
Let x, y ∈ Φ(f, g) and let u establish the Nielsen relation between them.
Then x = px, y = py ∈ Φ(f, g) and u = pu establishes the Nielsen relation.
Moreover , u is graph-orientation-preserving iff so is u.

P r o o f. Only the last statement requires a proof. Let δt(F ) and δt(G)
denote orientations of Γu(t)(F ) and Γu(t)(G) respectively. Then δt(F ) =
(P × P ′)∗δt(F ), δt(G) = (P × P ′)∗δt(G) are orientations of Γū(t)(F ) and
Γū(t)(G) respectively. Then δ0 = δ0(F ) ∧ δ0(G) is an orientation of Vx ×
V ′

fx. Let δt be its translation along (u, fu). Then δ0 = (P × P ′)∗δ0 is
an orientation of Vx × V ′

fx and δt = (P × P ′)∗δt is its translation along
(u, fu). Suppose that δ1 = εδ1(F ) ∧ δ1(G). Then δ1 = (P × P ′)∗δ1 =
ε[(P × P ′)∗δ1(F )] ∧ [(P × P ′)∗δ1(G)] = εδ1(F ) ∧ δ1(G).

Consider a locally trivial fibre bundle (E, p, B) where all spaces involved
are smooth manifolds. Set

TE = the tangent bundle to E ,

T 0E = the bundle tangent to the fibres ,

ν(E) = TE/T 0E = the bundle normal to the fibres .

Then p : E → B induces the vector bundle homomorphism

ν(E)
Tp−→ TBy y

E
p−→ B

which is an isomorphism on the fibres.

(3.9) Lemma. Consider a commutative diagram

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

and suppose that the pairs (f, g), (f, g) and (fb, gb) are transverse for any
b ∈ Φ(f, g). Let x0, x1 ∈ Φ(f, g) and let u be a path establishing the Nielsen
relation between them. Consider :

(a) the diagram

T 0E
Tf0,Tg0

−−−−→ T 0E′y y
E

f,g−−−→ E′
and the path u ,
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(b) the diagram

TE
Tf,Tg−−−→ TE′y y

E
f,g−−−→ E′

and the path u ,

(c) the diagram

TB
T f̄,T ḡ−−−→ TB′y y

B
f̄ ,ḡ−−−→ B′

and the path u .

If in any two of the above cases the path considered is graph-orientation-
preserving , then the same is true in the third case.

P r o o f. We consider the commutative diagram with exact rows

0 −→ T 0E −→ TE −→ ν(E) −→ 0

Tf0,Tg0

y Tf,Tg

y Tf1,Tg1

y
0 −→ T 0E′ −→ TE′ −→ ν(E′) −→ 0

By (3.6), u is graph-orientation-preserving with respect to (Tf, Tg) if it is
simultaneously orientation-preserving or orientation-reversing with respect
to (Tf0, T g0) and (Tf1, T g1). But by (3.7), u is orientation-preserving with
respect to (Tf1, T g1) iff so is u with respect to (Tf, Tg).

(3.10) Lemma. Consider a homomorphism of vector bundles

V
F,G−→ V ′y y

E
f,g−→ E′

Let F,G be transverse and let u be a path in E satisfying fu = gu. Then u
is graph-orientation-preserving.

P r o o f. For any t ∈ [0, 1] we have

ΓF (u(t))⊕ ΓG(u(t)) = Vu(t) × V ′
fu(t) .

If αt(F ) and αt(G) are translations of some orientations of ΓF and ΓG

along u then αt(F )∧αt(G) is the translation of an orientation of the bundle
V × V ′ → E × E′ along (u, fu = gu).
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(3.11) Lemma. Consider a commutative diagram

(∗)
E

f,g−→ E′yp

yp′

B
f̄ ,ḡ−→ B′

where (E, p, B), (E′, p′, B′) are locally trivial fibre bundles whose fibres are
smooth closed n-manifolds. Suppose that fb, gb are transverse for b ∈ Φ(f, g).
Let b0, b1 ∈ Φ(f, g) and let u establish the Nielsen relation between b0 and
b1. Then there exist decompositions (maybe incomplete) Φ(fb0 , gb0) = A0 ∪
{w1, . . . , wr}, Φ(fb1 , gb1) = A1 ∪ {w′

1, . . . , w
′
r} and paths ui in E joining

wi and w′
i and such that fui ' gui, pui ' u and ui is graph-orientation-

preserving with respect to Tf0, T g0 : T 0E → T 0E′ (i = 1, . . . , r).

P r o o f. Let H be a homotopy between fu and gu. Let K = I × I/∼ be
the quotient space obtained by identifying 0× I and 1× I to single points.
Then H defines a map H : K → B′. We consider the bundles induced by u
and H:

u∗
f̂ ,ĝ−−−−−→ H∗

↘ u H↙
E

f,g−→ E′y p

y yp′

y
B

f̄ ,ḡ−→ B′

↗ ū H̄ ↖
I

i0,i1−−−−−→ K

where
u∗ = {(e, t) ∈ E × I : p(e) = u(t)} ,

H∗ = {(e′, [t, s]) ∈ E′ ×K : p′(e′) = H(t, s)} ,

i0(t) = [t, 0], i1(t) = [t, 1] .
First we will prove the lemma for the induced diagram, b0 = 0, b1 = 1 and
u = identity on I. Since bundles over contractible spaces are trivial, we get
the diagram

V × I
f̂ ,ĝ−−→ V ′ ×Ky y

I
i0,i1−−→ K

where V = Eb, V ′ = E′
f̄b

.
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Now we may write f̂(v, t) = (f1(v, t), [t, 0]), ĝ(v, t) = (g1(v, t), [t, 1]) and
notice that the pairs (f1(·, 0), g1(·, 0)) and (f1(·, 1), g1(·, 1)) are transverse.
The maps f1, g1 : V × I → V ′ are homotopic rel V × {0, 1} to a transverse
pair and so we assume they are transverse. Then Φ(f1, g1) is a 1-manifold
and we get

Φ(f1(·, 0), g1(·, 0)) = {x1, y1, . . . , xk, yk : w1, . . . , wr} ,

Φ(f1(·, 1), g1(·, 1)) = {x′1, y′1, . . . , x′l, y′l : w′
1, . . . , w

′
r} ,

where {xi, yi}, {x′i, y′i}, {wi, w
′
i} are the ends of connected components of

Φ(f1, g1). The proof of (1.4) in [DJ] implies that xiRyi as coincidence points
of (f1(·, 0), g1(·, 0)) and x′iRy′i as coincidence points of (f1(·, 1), g1(·, 1)),
which proves the first part of lemma for the induced diagrams.

Now consider the points wi, w′
i. Let u = (u1, u2) : I → V × I denote the

component joining them. Then f1u(t) = g1u(t) and hence the paths fu and
gu are homotopic in V ′×K. Now we will show that u is graph-orientation-
preserving on the fibre. We consider the diagram

(∗∗)
TV × I

F,G−−−→ TV ′ ×Ky y
V × I

f̂ ,ĝ−→ V ′ ×K

(here F (v, t) = (Tf1(x,t)(v), [t, 0]), G(v, t) = (Tg1(x,t)(v), [t, 1]), v ∈ TxV )
and the family of diagrams

TV × I
F,Gs−−−→ TV ′ ×Ky y

V × I
f̂ ,ĝs−→ V ′ ×K

(here ĝs(v, t) = (g1(v, t), [t, s]), Gs(v, t) = (Tg1(x,t)(v), [t, s]), v ∈ TxV ).
Then (F,Gs) is transverse for any s ∈ I. Since G1 = G, it remains to show
that u is graph-orientation-preserving for (F,G0). But fu = g0u and we
apply (3.10). This ends the proof in the special case of the induced diagram.
To prove the general case we notice that the diagram (∗∗) is induced from
(∗) and we apply (3.7).

For the remainder of this section we will consider a commutative diagram

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′
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of locally trivial fibre bundles where all spaces involved are smooth closed
connected manifolds of respectively equal dimensions.

(3.12) Lemma. Let (f, g) and (f, g) be transverse and let A ∈ Φ′(f, g),
A ∈ Φ′(f, g) satisfy pA ⊆ A. Let A = A0 ∪ {b1, . . . , bm} be a decomposition.
Then

(i) A ∩ p−1(A0) ⊂ Φ(f, g) may be written as a set of pairs of R-related
points.

Now fix decompositions A ∩ Ebi
= Ai ∪ {zi

1, . . . , z
i
s} with respect to

(fbi
, gbi

). Then

(ii) any path u from bi to bj satisfying fu ' gu gives rise to a bijective
map φ : (zi

1, . . . , z
i
s) → (zj

1, . . . , z
j
s) such that there exist paths uk from zi

k to
φ(zi

k) satisfying fuk ' guk, puk ' u and uk is graph-orientation-preserving
on the fibre (i, j = 1, . . . ,m; k = 1, . . . , s).

P r o o f. Let A = A0 ∪ {b1, . . . , bm} = {a1, a
′
1, . . . , ak, a′k : b1, . . . , bm}.

First we will prove that p−1{ai, a
′
i} splits into pairs of R-related points. Let

u be a graph-orientation-reversing path establishing the Nielsen relation
between ai and a′i. Lemma (3.11) gives us decompositions

A ∩ Eai = {x1, y1, . . . , xk, yk : w1, . . . , wr} ,

A ∩ Ea′
i
= {x′1, y′1, . . . , x′l, y′l : w′

1, . . . , w
′
r} .

It remains to show that wiRw′
i. Lemma (3.11) gives us a path ui from wi

to w′
i satisfying pui ' u, fui ' gui and graph-orientation-preserving on the

fibre. Now by (3.9), ui is graph-orientation-reversing on the total space,
which implies wiRw′

i.
Now we prove the second part.
Fix i, j = 1, . . . ,m and a path u from bi to bj satisfying fu ' g u. Then

(3.11) gives us (incomplete) decompositions A∩Ebi
= A′

i∪{z′ i1 , . . . , z′ it }, A∩
Ebj

= A′
j ∪{z

′ j
1 , . . . , z′ jt } and paths u′k from z′ ik to z′ jk such that fu′k ' gu′k,

pu′k ' u and u′k is graph-orientation-preserving on the fibre. Suppose now
that A∩Ebi

= A′′
i ∪{z′ i1 , . . . , z′ is } is a complete decomposition (s ≤ t). Then

by (3.11) the elements {z′ j1 , . . . , z′ js } are also free in a decomposition A ∩
Ebj

= A′′
j ∪ {z

′ j
1 , . . . , z′ js }. Applying Lemma (1.4) in [DJ] to fbi

, gbi
: Ebi

→
E′

f̄bi
gives us a bijective map between the sets {zi

1, . . . , z
i
s} and {z′ i1 , . . . , z′ is }

(we may assume that zi
k corresponds to z′ ik ) and paths vk joining these points

in Ebi
satisfying fvk ' gvk and graph-orientation-preserving.

Then we consider the maps fbj
, gbj

: Ebj
→ E′

f̄bj
and we find paths wk

joining zj
k and z′ jk in Ebj

with similar properties. Finally, the composition
uk = vk + u′k − wk satisfies the conditions of our lemma.

Now we are in a position to prove the main result of this section.
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(3.13) Theorem. Consider a diagram

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

and let A ∈ Φ′(f, g), pA ⊆ A ∈ Φ′(f, g). Then

(i) for any b ∈ A

|ind|(f, g : A) ≤ |ind|(f, g : A) |ind|(fb, gb : A ∩ Eb) ,

(ii) (semi-index product formula, SIPF) the equality

|ind|(f, g : A) = |ind|(f, g : A)|ind|(fb, gb : A ∩ Eb)

holds iff at least one of the following conditions is satisfied :

(a) |ind|(f, g : A)|ind|(fb, gb : A ∩ Eb) ≤ 1,
(b) the class A is not defective and neither is any class in A ∩ Eb.

P r o o f. Let A = A0 ∪ {b1, . . . , bm}, Ebi
∩ A = Ai ∪ {zi

1, . . . , z
i
s} (i =

1, . . . ,m) be complete decompositions. Then by (3.12), A − {zi
j : i =

1, . . . ,m; j = 1, . . . , s} splits into pairs of R-related points. So |ind|(f, g : A)
≤ #{zi

j : i = 1, . . . ,m; j = 1, . . . , s} = ms = |ind|(f, g : A)|ind|(fb, gb :
Eb ∩A) and equality holds iff no two different points from {zi

j} are R-
related.

(a) If ms = 0 then there are no free points. If m = s = 1 then there is
exactly one free point and hence also |ind|(f, g : A) = 1.

(b) Assume that (b) holds and zi
kRzi′

k′ . This gives us a path u′′ be-
tween these points satisfying fu′′ ' gu′′ and graph-orientation-reversing.
Since there are no self-reducing points in A and bi, bi′ are free, u′′ is graph-
orientation-preserving on the fibre. On the other hand, (3.12) gives a path u′

from zi′
k′ to some zi

k′′ satisfying fu′ ' gu′ and graph-orientation-preserving
on the fibre. We may also assume that pu′ ' pu′′, so p(u′ − u′′) is null ho-
motopic and hence u′−u′′ is homotopic to a path lying in Ebi . This path is
also graph-orientation-reversing on the fibre and thus zi

kRzi
k′′ as coincidence

points of (fbi
, gbi

). If k 6= k′′ we get two free R-related points and if k = k′′

a self-reducing point of (fbi
, gbi

). In any case we get a contradiction.
Now we assume that SIPF holds, i.e. no two distinct points from {zi

j}
are R-related. We will show that if (b) does not hold then the class A is
defective. First suppose that xRx for some x ∈ A ∩ Eb ⊂ Φ(fb, gb). Then
xRx as a coincidence point of (f, g) and A ⊂ Φ(f, g) is defective. Now
assume that bRb for some b ∈ pA ⊂ Φ(f, g). Then a loop u based at b
satisfies fu ' g u and is graph-orientation-reversing. We apply (3.12) to
b = bi = bj and we get a path u joining some free points zk, zl ∈ A ∩ Eb,
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graph-orientation-preserving on the fibre and such that pu ' u. Then, by
(3.10), u is graph-orientation-reversing on the total spaces. Then if k 6= l
then zkRzl as coincidence points of (f, g), contradicting SIPF. Thus k = l
and the class A ⊂ Φ(f, g) is defective.

In any case A is defective and it is enough to notice that for a defective
class SIPF implies (a).

4. The Nielsen number product formula. Consider a commutative
diagram

(4.1)

E
f,g−→ E′

p

y yp′

B
f̄ ,ḡ−→ B′

where all spaces involved are smooth closed connected manifolds of respec-
tively equal dimensions. This diagram induces a map p∇ : ∇(f, g) → ∇(f, g)
and similarly for any b ∈ Φ(f, g) the diagram

Eb
fb,gb−−−→ E′

f̄by y
E

f,g−→ E′

(the vertical arrows are inclusions) induces (ib)∇ : ∇K(fb, gb) → ∇(f, g)
(see [Y] or [Je]). Recall also that the transformation T from the end of
Section 1 determines the action of the group C(f#, g#)b on ∇K(fb, gb) (b ∈
Φ(f, g)). It turns out that the orbits of the above action coincide with the
counterimages (ib)−1

∇ A (A ∈ ∇(f, g), b ∈ pA) (see [Je, (4.11)]). Since T
is semi-index-preserving, |ind|(fb, gb : A0) = |ind|(fb, gb : A1) for A0, A1 ∈
(ib)−1

∇ A.

(4.2) Lemma. Let A ∈ Φ′(f, g) and b ∈ pA. If A is essential then so is
p∇A ∈ Φ′(f, g) and any class in the orbit (ib)−1

∇ A. If A satisfies SIPF then
the converse is also true.

P r o o f. The first part follows from the inequality in (3.13)(i) and the
fact that |ind|(fb, gb : Eb ∩ A) 6= 0 iff (ib)−1

∇ A is an essential orbit (which
follows from the additivity of the semi-index (see [DJ, (1.11d)])). The second
part is evident.

Example (2.4) shows that the converse is not true in general.
Now assume that all the Nielsen classes satisfy SIPF. Let A1, . . . , As be

all the essential classes of (f, g). Now (4.2) implies that if A ∈ ∇(f, g) is
essential then so is pA ∈ Φ′(f, g). Hence pA = Ai for some i = 1, . . . , s. Set

Ci = #{A ∈ Φ′(f, g) : |ind|(f, g : A) 6= 0, pA = Ai} .
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Then N(f, g) = C1 + . . . + Cs, N(f, g) = s.
Let bi ∈ Ai. Then SIPF implies that any essential orbit in ∇K(fbi

, gbi
) is

of the form (ibi
)−1
∇ A for an essential class A ∈ Φ′(f, g). Thus Ci equals the

number of these orbits. On the other hand (see [Je, (6.3), (6.2)]), the length
of the orbit (ibi)

−1
∇ A equals the index of the subgroup p#(C(f#, g#)x) in

the group C(f#, g#)b (x ∈ Eb ∩A). Thus we get

(4.3) Theorem. Assume that in the diagram (4.1) all the classes of
(f, g) satisfy SIPF and N(f, g) 6= 0. Choose a point in each essential class,
bi ∈ Ai ∈ Φ(f, g), i = 1, . . . , s. Then N(f, g) =

∑s
i=1 N(fbi

, gbi
) iff the

following two conditions are satisfied :

(a) NK(fbi , gbi) = N(fbi , gbi), i = 1, . . . , s,
(b) C(f#, g#)b = p#C(f#, g#)x for any x lying in an essential class of

(f, g), b = px.

P r o o f. As we have mentioned N(f, g) = C1 + . . . + Cs. But Ci ≤
NK(fbi

, gbi
) ≤ N(fbi

, gbi
) and it is easy to see that Ci = NK(fbi

, gbi
) iff any

essential orbit consists of one element; but this is equivalent to (b).

The above theorem may be regarded as a generalization of [Y, (5.6)] and
[Je, (6.5)]. In fact, if we add the assumption that (E′, p′, B′) is orientable
in the sense of You ([Y, after (5.5)]) then N(fbi , gbi) does not depend on i
and

s∑
i=1

N(fbi
, gbi

) = sN(fb, gb) = N(f, g)N(fb, gb) .

(4.4) Corollary. If in the diagram (4.1), B = B′ = Tn is the n-
dimensional torus, then the formula of (4.3) holds for any fibre map.

P r o o f. Let n × n integer matrices A and B represent the homotopy
group homomorphisms induced by the maps f, g : Tn → Tn. Assume first
that det(A−B) = 0. Then (f, g) is homotopic to a coincidence free pair ([Je,
(7.3)(a)]), hence so is (f, g) and N(f, g) = N(f, g) = 0. Now suppose that
det(A − B) 6= 0. We will show that the assumptions of (4.3) are satisfied.
We notice that the index of any Reidemeister class of (f, g) equals ±1 (see
the proof of [Je, (7.3)]). It was also shown ([Je, (7.6)]) that C(f#, g#) = 0 in
this case. On the other hand, the homotopy exact sequence of (E′, p′, Tn)
shows that K = 0. Thus it remains to show that any class A ∈ Φ′(f, g)
satisfies SIPF.

We consider two cases: first we assume that no defective class of (fb, gb)
is contained in A (b ∈ pA). Since Tn is orientable, no class of (f, g) is
defective, hence the assumption (b) of (3.13) is satisfied and SIPF follows.
Now assume that A ∩ Eb contains a self-reducing point. In general A ∩ Eb

is the sum of the classes contained in one orbit of the action of C(f#, g#)b.
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But now C(f#, g#) = 0 so this orbit is a class from ∇K(fb, gb) and since
K = 0, A∩Eb ∈ ∇(fb, gb) is a Nielsen class of (fb, gb). Since A∩Eb contains
a self-reducing point of (fb, gb), it is defective and |ind|(fb, gb : A ∩Eb) ≤ 1.
But as we have noticed, ind(f, g : pA) = ±1, hence the assumption (a) of
(3.13) is satisfied and SIPF follows.

5. An application. Now we apply the formulae of Section 4 to deter-
mine the Nielsen numbers of maps of some K(π, 1) spaces. The main result
of this section is Corollary (5.5).

(5.1) Definition. Let φ : M → M be a diffeomorphism of a smooth
n-manifold. We define Sφ = M × I/ ∼ where ∼ identifies the points (m, 0)
and (φ(m), 1). Then Sφ is a locally trivial fibre bundle over the circle S1 =
[0, 1]/{0, 1}.

Let φ′ : M ′ → M ′ be another diffeomorphism and dim M = dim M ′. We
consider a commutative square

Sφ
f,g−→ Sφ′y y

S1 f̄ ,ḡ−→ S1

Let ind(f, g) = k. If k = 0 then N(f, g) = 0. Now let k 6= 0. To simplify
the notation we will assume that k > 0 (otherwise we may consider (g, f)).
Then N(f, g) = k and we may assume that (f, g) has exactly k coincidence
points, Φ(f, g) = {b0, . . . , bk−1}. We also fix a path ui from b0 to bi such
that deg(gui−fui) = i (i = 1, . . . , k−1). Then the homotopy commutative
diagram

Eb0

τ ′
f̄ ūi

fb0 ,τ ′ḡūi
gb0−−−−−−−−−→ E′

f̄bi

τūi

y ∥∥∥
Ebi

fbi
,gbi−−−−−→ E′

f̄bi

and (4.4) imply

N(fbi
, gbi

) = N(τ ′f̄ ūi
fb0 , τ

′
ḡ ūi

gb0) = N(fb0 , (τ
′
f̄ ūi

)−1τ ′ḡ ūi
gb0)

= N(fb0 , τ
′
ḡ ūi−f̄ ūi

gb0) = N(fb0 , φ
′ igb0) .

Now (4.4) implies

N(f, g) =
k−1∑
i=0

N(fbi
, gbi

) =
k−1∑
i=0

N(fbi
, φ′ igb0) .
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The following three lemmas give us criteria to decide whether a given
map is homotopic to a fibre map.

(5.2) Lemma. Let (E, p, B), (E′, p′, B′) be locally trivial fibre bundles in
which all spaces are K(π, 1)’s. Then a map f : E → E′ is homotopic to
a fibre map iff the composition p′#f#i# : π1Eb → π1E → π1E

′ → π1B
′ is

zero.

P r o o f. The necessity is obvious. Now suppose that p′#f#i# = 0.
Consider the diagram with exact rows

0 −→ π1Eb
i#−→ π1E

p#−→ π1B −→ 0yf#

0 −→ π1E
′
b′

i′#−→ π1E
′ p′#−→ π1B

′ −→ 0

Let 〈a〉 ∈ π1Eb. Since p′#f#i#〈a〉 = 0, we have f#i#〈a〉 ∈ ker p′# = im i′#
and there exists a unique 〈a′〉 ∈ π1E

′
b′ such that i′#〈a′〉 = f#i#〈a〉. We

define a homomorphism h0 : π1Eb → π1E
′
b′ setting h0〈a〉 = 〈a′〉. Now h0

and f# determine a homomorphism h such that the diagram

0 −→ π1Eb
i#−→ π1E

p#−→ π1B −→ 0

h0

y f#

y h̄

y
0 −→ π1E

′
b′

i′#−→ π1E
′ p′#−→ π1B

′ −→ 0

is commutative. Since B and B′ are K(π, 1) spaces therefore h = f# for
some f : B → B′. Then f#p# = p′#f# implies that p′f is homotopic to fp.
Let H : E × I → B′ denote this homotopy and consider the diagram

E × 0
f−−−→ E′y yp′

E × I
H−−−→ B′

Then H can be lifted to some H : E×I → E′. We put f1 = H(·, 1) : E → E′

and get the desired fibre map homotopic to H(·, 0) = f .

(5.3) Lemma. Let (E, p, B), (E′, p′, B′) be fibre bundles with all spaces
K(π, 1)’s. Let u be a loop based at b ∈ B. Assume that whenever the
diagram

Eb
τū−→ Eb

h↘ ↙h

B′



The semi-index product formula 119

is homotopy commutative then h is homotopic to a constant map. Then any
f : E → E′ is homotopic to a fibre map.

P r o o f. The diagram

Eb
τū−→ Eb

p′f|Eb
↘ ↙p′f|Eb

B′

is homotopy commutative by H(x, t) = p′fτūt
0
(x) (here ut

0 is the path given
by ut

0(s) = u(ts)). Now by our assumption p′f|Eb
is homotopic to a constant

map and (5.2) implies our lemma.

(5.4) Lemma. Let φ, φ′ be diffeomorphisms of a k-dimensional torus and
let C be a k × k matrix representing φ# : π1T → π1T . Let det(I − C) 6= 0
(i.e. 1 is not an eigenvalue of C). Then any continuous map f : Sφ → Sφ′

is homotopic to a fibre map.

P r o o f. We consider the diagram from (5.3) for u a loop of degree
one:

T
τū−→ T

p′f|T↘ ↙p′f|T

S1

But (τū)# = φ# is represented by C and let h be a 1×k matrix representing
(p′f|T )# : π1T → π1S

1. Now the above diagram implies hC = h, so that
h(C − I) = 0 and the assumption det(I − C) 6= 0 implies h = 0. Now the
lemma follows from (5.3).

Finally, we sum up the results of this section in

(5.5) Corollary. Let φ, φ′ be diffeomorphisms of the k-dimensional
torus. Let k × k matrices C, D represent φ#, φ′# : π1T → π1T and suppose
det(I − C) 6= 0. Then any pair of continuous maps f, g : Sφ → Sφ′ is
homotopic to a fibre pair

Sφ
f̃,g̃−→ Sφ′

p

y yp′

S1 f̄ ,ḡ−→ S1

If ind(f, g) = 0 then (f, g) is homotopic to a coincidence free pair , hence
so is (f, g) and N(f, g) = 0. If ind(f, g) = k 6= 0 then fix a coincidence
point b ∈ S1 and denote by A and B the matrices representing f̃b# and g̃b#.
Then

N(f, g) =
|k|−1∑
i=0

N(fb, φ
′ igb) =

|k|−1∑
i=0

|det(A−DiB)| .
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(5.6) R e m a r k. (i) If, in (5.5), we have Sφ = Sφ′ , f = id then we obtain
a new formula for the fixed point Nielsen number of a map g: Sφ → Sφ: if
deg g = k 6= 1 then ind(g) = k − 1 and

N(g) =
|k−1|−1∑

i=0

N(φ′ igb) =
|k−1|−1∑

i=0

|det(E −DiB)|

whereas if deg g = 1 then N(g) = 0.
(ii) The assumptions of (5.5) are satisfied for the oriented flat 3-manifolds

G2, . . . ,G5 of [W, Thm. (3.5.5)]. The projection on the first coordinate makes
these manifolds fiberings over S1. Each of them becomes an Sφ′ for φ′ a
self-map of the 2-torus such that φ′# is represented by[

a22 a23

a32 a33

]
where A = [aij ]i,j=1,2,3 denotes the corresponding orthogonal map from [W,
(3.5.5)].

(iii) Corollary (5.5) generalizes Section 3 in [DJ]: the Klein bottle may
be represented as Sφ for φ : S1 → S1 given by φ(x, y) = (x,−y).
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