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Abstract. We generalize to the case of arithmetical transfinite induction the follow-
ing three theorems for PA: the Wainer Theorem, the Paris-Harrington Theorem, and a
version of the Solovay—Ketonen Theorem. We give uniform proofs using combinatorial
constructions.

1. Introduction. The results of this paper are concerned with the
theory of the arithmetical transfinite induction I(e,) (also denoted in the
literature by T'I(g,); €4 is a recursive number). We generalize to the case of
I(g,) the following three theorems for mathematical induction, i.e. for the
theory of Peano Arithmetic (PA):

1.1. THEOREM (Wainer [11]). If ¢(z,y) € Xy and PA F Va 3y o(x,y),
then there exists an oo < ¢ such that N FVx 3y < Hy(x) p(z,y).

Here H, : a < gg denotes the usual Hardy hierarchy of functions.
Let R(T}; X,,) denote the following sentence in Lpy:

VO(z) € X,V [T+ 0(z) — Try, (6(x))],

where z is the term, called numeral, having value . This sentence is referred
to as the uniform reflection principle for X', -formulas over T

Next, let W(H,...) be a property of finite sets H. Then X — (W)} is
the combinatorial property

VP : [X]|" — k3dH C X[W(H) A |P([H]")| =1],
where [X]™ is the set of all n-element subsets of the set X. The combinatorial
principle
Vn,k,rIM [M — (min H < |H| A7 < |H|)}]

is denoted by PH.

1.2. THEOREM (Paris—Harrington [6]). PA - [PH < R(PA; X)].
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1.3. THEOREM (Solovay—Ketonen [3]). PA - [PH < Vz 3y H. () = y].
A generalization of Theorem 1.1 can be symbolically written as follows:

1.4. THEOREM. If p(z,y) € X1 and I(e,) F Vo Iye(x,y) then there
exists a f < €q41 such that N EVx 3y < Hg(z) p(z,y).

The exact meaning of this theorem depends on the character of funda-
mental sequences which are used to extend the Hardy hierarchy Hg(z) to
B < €a+1. In Ratajezyk [8, Section III.1] the above theorem was proved un-
der the assumption that the fundamental sequences form a (B*)2-e-system,
a notion recalled here in 1.7; such systems are a generalization of built-up
systems considered by Schmidt [10]. The exact formulation of our general-
izations of Theorems 1.1-1.3 will be preceded by recalling some notions and
definitions from [8]. Now we only want to say that the generalization of 1.4
proved in this paper is not essentially different from that in [8]. But the
proof is shorter and relies on another idea.

Let A be a primitive recursive ordinal number. We identify A with an
ordering <€ Prec having type A and domain N or rather with a 3/;-formula
defining this ordering in PA.

We say that A is an e-system of notations in PA of class Xy if

(i) some additional X';-formulas are given, defining in PA the operations
on A denoted by a + 3, w®, eg and defining the set Lim, and

(ii) some axiomatically described properties of these operations are prov-
able in PA, which enable us to infer in PA all basic properties of these op-
erations, e.g. PAF w® =¢,, PAF [a <eg — w* <egl, PAF [a € Lim —
w® = limg, w?], etc.

The details can be found in [8, Section I.1], in fact only for I, but we
can relativize them all to PA.

The following definition can also be found there:

1.5. DEFINITION. We say that P(z,y) = z € Lpa defines in PA a
BT-e-system of sequences for X\ if and only if PA proves that for all
o, 3,7 < A and for all n

(1) P is a Bt-system of sequences, i.e. « € Lim — «, ,/ «, where
anp =Playn),and a,, + 1 < < a—a,+1< 6 < a,

(2)  (a+B)n = a+ B, if the last component of the Cantor normal repre-
sentation of « is greater than or equal to the first component of 3,

() (W =w¥(n+1)+1,

(4)  (w*), =w* for a € Lim, o # 0 and not of the form g,

LW

(5) (go)n — ww' }n-‘,—l times’
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(6)  (eg+1)n = wii—gl, where in general wg =, w)l, | = w*n.

1.6. Note. One can show the following (for the proof see [8], Section I.2):

For each e-system of notations A in PA of class > there exists P(a,n) =
B3 € Lpa of class X1 which defines a BT-e-system for A in PA.

For concrete primitive recursive ordinals, e.g. for €9 and [, there exist
some natural BT -e-systems.

For A = ¢ the system P(«,n) is uniquely determined by (2)—(5) of
1.5, and one can show that it is a BT-system of sequences. The standard
system of sequences for numbers < g, i.e. with (w**!),, = w® - n, satisfies
the condition: «, < # < « implies o, < [y < « for all «, @, which is
characteristic for built-up sequences of Schmidt [10] .

The system of fundamental sequences for the Feferman number Iy ap-
pearing in [10] satisfies the same condition. Moreover, it satisfies conditions
very similar to (2)—(6) for (a+03)n, (W*)n, (€a)n, and some natural inductive
condition for the remaining operations building I'y. The system (o, )pe. for
a < I defined in accordance with (2)—(6) is also natural and can be shown
to be a BT-e-system.

In this paper we only use the following systems of sequences:

1.7. DEFINITION. A system P of sequences for ) is called a (BT)2-¢-
system of sequences in PA iff PA proves:

(1) P is a Bt-e-system,
(2)  (ca)n =€, for a € Lim, a > 0, and n > 0, where

(3) «f, is a BT-like system, i.e. o, + 1 < 3 < « implies that o/, + 1 <
By < .

One can check that for limit «, 0 < a < I, the system of [10] has the
property that (¢4)n = €4, , for n > 0 and « such that a # ¢,. Hence this
system of sequences for Iy, which satisfies (1.5)(2)—(6), is a (B1)?-e-system.

Throughout the paper we assume that if \ is given then a (BT)2-e-system
P of sequences for A is fixed.

The next definition makes precise the intuitive notion of a “Hardy type
iteration”. Assume that PA F “G is a function”; it is not assumed that PA
proves that the formula G defines a total function.

1.8. To the intuitive notion of Hardy iteration of GG there corresponds a
formula in PA which defines in PA a sequence G, : a < A about which PA
proves:

(1)  Gp=1id (is total),
(2)  Ganr(z) = Ga(G(2)),
(3)  Ga(x) = Ga,(z),
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(4)  Gu(zx) | (is defined) < using (1)—(3) as some reductive operations we
can compute G, () in a finite number of steps.

Here ~ is equality for partial functions. Of course such a formula
Go(z) = y always exists.

Next we define some formal theories of Hardy hierarchies. Let H(z) =
x + 1 (denoted also by H(z)). For n > 0, let H™ denote the function in
PA (or rather in the extension of PA by the definition of H™) defined in the
following way:

H"(a) = mbin{‘v’H <aVa<alpell,_ 1 NTrs, (Fyb(a,v))
— 3 < b Trp,_, (0(a.b))]},

where @ < a means that all terms of the sequence @ are < a, and Tryx_
denotes the standard X,, truth formula for all X,,-formulas.

1.9. DEFINITION.
TH(< ey) =PANTIy + (Vo Iy [Hs(x) = y] : B < eal,
TH(z) = PAU (V2 Iy [(H").(2) =] : n € w}.
Moreover, I(< &,) denotes the sum of the theories I(3) for 8 < 4.

The theories TH?(< €,) and TH (e,) depend in fact on the choice of the
system of sequences P, but this is not important because P is fixed. One
can show that TH?(< e411) = P-TH°(< €441), where the last notation
comes from [8, III.1].

Now we have at our disposal all notions which are necessary to formulate
the announced generalizations of Theorems 1.1-1.3. But first let us mention
the following well-known generalization of Theorem 1.1.

1.10. PAN Il = TH(< &9).

For the proof see Héjek and Paris [2] or Ratajczyk [7]. Assume now that
A is an arbitrary e-system of notations in PA, €,41 < A and there is given
a system of sequences for \ (by convention, necessarily a (B71)2-e-system).
The theorem which we will prove is in fact a further generalization of 1.1.

1.11. THEOREM. If the system of sequences P is of class Xy then
I(ex)NIIy = THY(< e041) -

The proof is based on the following fundamental equivalence:

1.12. THEOREM (PA). I(e,) =TH (gq4) for a < A.

Theorem 1.11 was also proved in [8], similarly to 1.4. The proof presented
here relies on another idea using the “reflexivity of the hierarchy TH(g,)”:
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1.13. LEMMA. PA proves that for every a < X\ and for every k € w,
TH(ea) F R(U, TH((ea)n; 2k))-

Then we prove that the reflexivity of TH(e,) : o < A implies that
I(e,) € TH(gy); the inclusion TH(e,) C I(e,) is obvious. The presented
idea is the same as those used by Schmerl to prove that (g, ) is included in a
theory of a-fold iteration of the reflection principle. The essential difficulty
now is to prove the above lemma, which is done by combinatorial means.

Now we describe our generalizations of the other two theorems, i.e. of
Theorems 1.2 and 1.3. Let

PH, & Vo Iy ([1,y] — (H is (eq)e-large A |H| >z +1)%) if a € Lim,
PH, < VaVy3z ([y, 2] — (H is eg-large A |H| >z +1)%) ifa=083+1,

where by convention e_; = w. This principle is an easy generalization of the
principle of Paris and Harrington PH (PH = PHy). Another generalization
of PH, denoted by PH,, was introduced in [8]. It expresses the property
of a-fold iteration of the principle PH. It was proved in [8] that PH,, is
equivalent in PA to R(I(< &4); ~1) and, in consequence, is independent of

PA. Here we prove the same for PH,.
1.14. THEOREM. If the system of sequences P is of class X then
PA FVa < A[PH, & R(I(< €,); 1))
1.15. THEOREM. If the system of sequences P is of class X1 then
PAFVa < A[Vz3y(H. (z) =y) © R(I(<eq); 21)].

Now we describe in more detail the differences between [8] and this paper.

The main aim of this paper as well as of [8] is to provide different ap-
plications of the notion of an a-skeleton (see further Def. 3.3). This notion
and its properties (and generalizations) form a uniform basis for the proofs
of Theorems 1.11-1.15. But a new idea used here in the proof of Theorems
1.11 and 1.12 does not require iterations of the construction of a-skeletons.
As a result we obtain a new and simpler proof of the generalization of the
Wainer Theorem to the case of I(e,).

Since we use here most of the basic notions of [8], the present paper may
be used as an introduction to the long paper [8].

We will systematically use the basic technical results of [8], which we
explicitly formulate. The present paper can be read independently of [8] if
the reader is not interested in the proofs of all technical results.

2. Derivation of 1.12. In this section, using Lemma 1.13 we prove
Theorem 1.12. Since the inclusion TH(e,) C I(e,) in 1.12 is obvious, it
remains to show that PA - Va < AI(e,) C TH(g,).
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In the proof we use the following
LEMMA (Schmerl [9]). Let p(z) € Lpa. If
PA - Va < A[(PA FTVB < a p(8)7) — p(0)],
then PA FVa < Ap(a).

Proof of Theorem 1.12. Put ¢(a) :=I(eo) C TH(g,). In view of
the Lemma it is enough to show that

PAFVa < A[(PAFTVB < al(eg) CTH(ep)") — I(eq) CTH(cn)].
We show this statement working in PA.
We fix @ < A and assume that PAF"V3 < a I(eg) C TH(eg)". Hence
it follows in particular that
PAFTVYnI((ea)n) €T
PAETU, I((ea)n) CU,TH((ea)n)", ie.
PAFTI(<eq)) €U, T
Hence we deduce by 1.13 that TH(e,)
The old result of Gentzen [1] says that I(e,) is a consequence of the

full uniform reflection principle over I(< e,). Hence TH(e,) F I(gq), i-e.
I(eo) CTH(e,), which was to be proved. m

[t

~
—
Q

3. Technical results. In this section we collect almost all technical
results which we use later, in particular those which are needed to prove the
key Lemma 1.13.

We first formulate the basic properties of (BT)2-e-systems of sequences
and the Hardy hierarchy Hg.

We write o =, 3 if there exists a finite sequence o = o, ..., a! = B such
that (a'), = o'*! for all i with 0 < i <[ (we define @ =<, 3 analogously).
We call a set A a-large iff (S4),(min A) |, where dm S4 = A\ {max A} and
S4(a) = min{b € A:a < b} for a € dm SA.

3.1. LEmMA (PA). For every limit o < A

0

(1) Vn (Oén+1 =00 = apt1 =0 an + 1) ,
(2) Vn[(ea)n+1 =0 0 = (€a)nt1 =0 504,,4-1] )

where o, is the number from the definition of (B*)?-e-systems.
Moreover, for every increasing function G satisfying Vx € dmG [0 <
z < G(z)] we have:

(3)  For every natural number d the set Xq = {a < A : 3z > 1G4 (2)
< d} is finite and the implication o € Xq — «ap € Xq is true (in
consequence, if o € Xq then o = 0),

(4) Gy isincreasing, i.e. Go(y) | A x <y — Ga(x) < Go(y).
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(5)  Ga,(r) < Galz) for all 0 < y < z, i.e. the hierarchy G is locally
increasing in the terminology of [8].

(6)  If a function F is bounded by G, i.e. if Ve € dm F [G(z) | — F(z) <
G(z)], then the function F,, is bounded by G..

(7)  If a =, [ then for every finite set A with x < min A the following
implication is true: A is a-large — A is B-large.

(8)  If the last component of the Cantor normal representation of o is
greater than or equal to the first component of 3 then G458 ~ Go0oGpg.

Proof. Assertions (3), (4), (5), (7) were proved in [8] for BT-e-systems
(see Chapter 1.2). (1), (2) are immediate consequences of the definition of
BT -systems and (B¥)?-e-systems. Moreover, observe that (7) is an imme-
diate consequence of (5). Hence it remains to show (6) and (8) but for the
sake of completeness we also show (4) and give a sketch of proof of (5) for
BT -e-systems.

Proof of (4) and (5). Let Xg = {a:3x > 1Gy(x) < d}. We show
by induction on the finite set <[ X, that (4) and (5) are true for all a, and
for x such that G, (x) < d. We only exhibit the inductive step for limit « €
X4. Assume that V3 < a [3 € Xq — (4) A (5)] and that G4 (x) < d. Hence
oy € Xg and thus o, =0 0. For y < z it follows that a, = oy. Thus by
the inductive assumption applied successively to ag, (o), ((@z)0)os -,y
we infer that Go, (z) < Ga, (), i.e. Go, () < Go(x) and (5) is proved.

Since by the inductive assumption G,, is increasing, also G, (y) <
Ga, (), 1.e. Go(y) < Go(x), which finishes the proof.

x

Proof of (6). Assume that Vo € dm F [G(z) | — F(z) < G(x)] and
fix d. It is enough to show that VaVz > 1[Gy (x) < d — F,(z) <
We show this by induction on a € Xy .

If « € Lim and z > 1, G,(z) < d, then obviously by the induc-
tive assumption Fy,(z) ~ F, () < Go,(x) ~ G4(z). Assume now that
a=fF+1and G,(z) <d. Then Gg(F(x)) < d by (4), because Gg(F(z)) <
Gp(G(z)) ~ Gu(z) < d. It follows by the inductive assumption that
Fg(F(x)) < Gg(F(x)) and finally Fy,(x) ~ Fg(F(x)) < Ga(x).

Proof of (8). We argue by induction on 3, which reduces to finite
induction. Since by the definition Gg41 ~ Gg o Gy, the successor step is
immediate. The limit step follows from (2) of Definition 1.5.

This finishes the proof. m

We need some more facts about hierarchies. Assume that PA F “G is
a function”. We define in PA a hierarchy G, of functions growing a little
faster than G, as follows:
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(1) 60 = 1d7
70& (SU) = éac(m) (G(:E))’
(3)  Ga(z) | & we can compute G, (z) in a finite number of steps.
3.2. LEmMA (PA).
(1)  If G is increasing and Yz € dm G (0 < x < G(x)), then for all x
Ga(z) < éOz(gj) < Gaga(T).
(2)  LetTH(co) =PA+ {Vox Iy (H"). (v) =y:n €w}. ThenTH(g,) =
TH(zq). a
(3)  For all n, m satisfying n < m we have TH((€x)n) C TH((€0)m)-
Proof. (1) The first inequality follows by induction on « from 3.1(4),
(5); we need only observe that the number of a with 3x G, (x) < d is finite.
Now we prove the second inequality by induction on a. Assume that
a = [+ 1 and Gg(z) < Gpqa(z) for all z. Then Go(z) = Gp(G(x)) <

Gpi2(G(x)) ~ Gayo. For a € Lim assume that the inequality holds for
numbers < a. Then

éa(x) = éO‘G(m)(G<$)) < Gac(tz (G(z)) ~ Gac<x)+1(G2(x))'
Since agz2() =0 ag(e) + 1, it follows by 3.1(5) that
G (G*(z)) <G (G*(2)) ~ Go(G*(2)) ~ Gaya -

(2) is an immediate consequence of (1) and 3.1(8).

(3) Let n < m and let k be arbitrary. We work in the system TH((£4)m)-
Obviously there exists a d such that d = H (ksa ),. (1). From this we infer by
3.1(3) that (€n)m =0 0. Hence by 3.1(1), (¢a)m =0 (€a)n. It follows by
3.1(5) that Vo > 0 Héa)n(az) < Héa)m(w) and hence in particular Vo > 0
H(kea)n(x) l. =

The proof of Lemma 1.13 is based on the logical properties of finite sets
of diagonally indiscernible elements. We now recall the relevant definitions
and lemmas from [8].

Let 0*(Z,y1,...,yn) denote the Ap-formula of class Ay obtained from
0(Z) € Lpa by bounding the quantifiers of the deepest uniform blocks by
Yn, those of the subsequent blocks by ¥, 1 and so on; the last block will
be bounded by y;. The number n is called the arithmetical range of the
formula 6 and is denoted by a.r.(6).

3.3. DEFINITION (PA). We say that a finite set A is an a-skeleton iff
(1)  |A|>minA > a,

(2)  Ais a set of diagonally indiscernible elements for all #* such that 6 is
a generalization of an n < a.

—~
[\)
~—
D

AG(z)+1 G2 (x)
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Recall that A is a set of diagonally indiscernible elements for 0*(x)
(where a.r.(0) = n) iff
Ve

VYa € AVb < a

{c.de[A\[0.q]]"
- [TrAO (0*(57 E)) < Tra, (9* (I_)> J))]} :
In the case when the sequence 7 is empty the quantifier ¥b < a drops out,

we also drop Va € A and put a = —1 and by the diagonal indiscernibility
of elements of A we mean the usual indiscernibility of elements of A for

Tra, (07(©))-
Assume that A is an a-skeleton, # < a, ar.(f) = n and that A =
{ag,...,ar}<. In that case we write A F 0[z| instead of Tra, (6*(Z, ax—n+t1,

ey ak)).
We assume additionally that formulas are coded in such a way that
a.r.(0) < 0 for all #, and subformulas have smaller codes.

3.4. OBSERVATION. Under the same assumption as above the following
equivalences are true:

(1)  AEQ[z] iff Tra, (0* (T, a1,...,a,)) for T < ap.

(2) AEGQiff Tra,(6*(ao,...,an—1)) if the sequence 7 is empty.
(3) AEVZ () iff VT < ag A F 0[7].

(4)  VTo < ag [(AEVT0(T1,T)) iff VZ1 < a1 AE O[T, T2]].

(5)  AE (61 V0T iff (AE6[Z])V (AE6[F]) if 61 V6, <a.
(6) AE-0[z]iff ~(AFE0[z]) if -0 < a.

In particular,
AEVYZO(T) iff VT < agAFEO[z]iff VT < a1 AF0[7].
Observe, moreover, that if the formula

Ind(0) := VY [n(0,9) AV (n(z,y) — n(z + 1,7)) — Yen(z,7)]
is less than a, then A F Ind(#).

Indeed, assume that 7 < ag, A F n[0,7] and A F Vz (n(z,7y] — n(z+1,7]).
Hence by 3.4(4-6), Vo < a1 (A E n[z,y] — AE n[z + 1,7]). Thus Vo < a1
A E n[x,y]. In consequence, A F Van[x,y] and finally by 3.4(3) we infer
that A F Ind(0).

Assume that @ is a set of sentences of Lps and let A be an a-skeleton.
Then we write Ak, @ iff V0 € & (§ < a — AF ). Hence we can write

(7)  For every a-skeleton A, A F, Ax(PA).

3.5. DEFINITION (PA). We write @ +, 0 if the formula 6 has a proof
within @ such that all the formulas in that proof are less than a (the proof
has width less than a).
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We assume that the relation @ - 6 is defined on the base of the Hilbert
type of proof with the rules MP, GN and the following axioms concerning
quantifiers (cf. Lyndon’s Notes on Logic):

Ve(n—0)— (n—Vz0), x¢ftv(n),

and Vaxn = n(t) where t ranges only over simple terms of the form 0,1, x,
x4+ y,z -y (the language is Lpy).
Assume now that PA F “G is total”.

3.6. DEFINITION (PA). We say that a finite set A is G-scattered iff
Va,b € Ala < b — G(a) < b]. The sets which are H"-scattered will also be
called X,,-scattered.

3.7. SOUNDNESS LEMMA (PA). Assume that A is an (x + 1)%-scattered
a-skeleton. Then for every set @ of sentences and for each formula 0(T) the
following implication is true:

Blybd— (AF, & — AFVTH).

Sketch of proof. It is obvious that the set {6 : Ak, VZ 0} is closed
under MP and GN. Hence it is enough to check that all logical axioms having
codes less than a are satisfied in A.

We will only check that
AEVZ [Vy(n—0) — (n— Vy0)]

under the assumption that the formula is less than a and y ¢ fv(n). Let
A =Hag,...,ar}<. By 3.4(3) it is enough to show that

VE <agAF [Vy(n—0) — (n— Vyo)[z].

Fix T < ag and assume that A F Vy (n — 0)[Z], i.e. in view of 3.4(4) that
Vy < ay AE (n— 0)[Z,y]. Hence

Vy < a1 (AEn[z] — AF0[Z,y]),
ie.
AEnzE - Yy <a AF0[T,y],
which is equivalent to
AEnz] - AEVYYO[T,y],
and this in view of 3.4(3) finishes our proof. m

Finally, let us cite one more lemma from [8], Lemma I1.2.4. Let -
denote the formula in normal form which is obtained in the natural way
from —¢, when ¢ is in normal form.
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3.8. ABSOLUTENESS LEMMA (PA). Assume that a set A is X, -scattered,
|A| > min A, ¢ is of class X, (or II,,) and o, = are less than min A. Then
for every b, if above b in A there are at least a.r.(p) + 1 elements, we have

(AE ¢[b]) & Trs,um, (p,b).

4. Proof of the main lemma. Here we prove our main Lemma 1.13:

PA proves that for every a < \ and for each m
(i) TH(ea) F R< UTH((ea)n: Em)> if a is limit,

(if) TH(ea) - R(H(e5); Zn) ifa=p+1.

Proof. It is enough to show in PA that for every fixed o < A and fixed
o(r) € X

(1) TH(ea) F vx[( UTH((ea)n) F '—(p_'(g)> . go(x)} if o € Lim,

necw

(2) TH(ea) Ve [(TH(es) F e (@) — ola)] ifa=g+1.

To do this we work now in the theory TH (e,). Take an arbitrary x and
assume that

U TH((ea)n) F ¢ (z)  if o € Lim,
necw
TH(eg) F"o(z) fa=p0+1.
Hence in the limit case by 3.2(3) there exists an [ such that
TH((ea)) F "¢ (z) -
Set in this case 5 = (€4);. By Lemma 3.2(2) we have TH(cg) - "¢ \(z);
obviously this is true in both cases. And there exists a number n such that
(3) TH(eg) Fn " ().
Our task is to show
(4)  There is a X,,-scattered n-skeleton B such that B F, TH(eg) and
min B > "o,
Then by the Soundness Lemma 3.7 we have
BETo(x)

and hence by the Absoluteness Lemma 3.8 the formula ¢(x) is true, which
proves the corresponding statements in (1) and (2).

We have replaced T H (¢3) by TH (g5) for technical reasons. In the sequel
(in the proof of Lemma 4.1) we essentially use the fact that the number of
reduction steps in the computation of y = (H).,(z) is < y.
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The first step in the proof of (4) is the following :

(5) CLAIM. For every a there exists an €g41-large and X, -scattered set
A such that min A > a.

Take an arbitrary number ag > a,l + 1. We define

A={(H™)(ap) : (H™) (ag) < (H™),(ag) A is a natural number} .

Then ag = min A. Observe that S4(z) = H™(z) for # € A\ {max A},
whence (SA)EQ (ap) | and so A is g,-large. Moreover, A is X,,-scattered.

Now assume temporarily that « is limit. Since [ + 1 < ag, it follows by
3.1(7) that A is (g4 )i+1-large. By 3.1(3) we infer that (£4);+1 =0 0. Hence
by 3.1(2)

(a)i+1 =0 Eaj41, Le. (€a)i+1 =0 Ep41,

because (€q)1 = €a; = 3. Therefore A is €g41-large; the same is true in the
nonlimit case.

Further, we need a refinement of Lemma I1.3.4(ii) of [8] which says that
PA proves: If A is wg’ +1—laurge and min A > a > 3, then there exists an
ep + 1-large a-skeleton B C A.

In fact, the same proof shows that there exists an wt!-large a-skeleton
B C A, which moreover is 2§-scattered.

By 1.5(3), (w®¢*1); = g5 -2+ 1. Moreover, by 3.1(3), eg + 1 =( 0 and
hence €5 + 1 =¢ €9 =0 w =2 4. Hence summing up w1 =5 g5 + 4
and by 3.1(7) every w®s*!-large set B with min B > 2 is also €5 + 4-large.
Therefore we have the following refinement:

4.1. LEmMA (PA). If A is w2ﬁ+l—large with min A > a > 3, then there
exists an €g+4-large and 25 -scattered a-skeleton B C A. Since (€g4+1)a—1 =

1 . . 1 .
we’ , the assumption “A is wg” * -large” can be strengthened to “A is
€g+1-large”.

Now we make the following convention: we call A Xy-scattered iff A is
2%-scattered. It follows by (5) and 4.1 that

6 For every a there is a X,,,-scattered and 3 + 4-large a-skeleton B.
y B g

Obviously this is valid for all standard m.
To finish the proof of (4) it is enough by (6) to show the following:

4.2. LEMMA. Assume that the formula P (which defines a system of
sequences) is of class Xy, 1. There exists a number ¢ such that PA proves
that for every X, -scattered set B the following implication is valid:

“B is an eg + 4-large n°-skeleton” — B F,, TH(eg) .

We have formulated the above statement as a separate lemma, mainly
because it will also be useful in the next section.
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Proof. We choose an arbitrary number ¢ such that PA proves (1) and
(2) below:

(1)  For every k and every n
TVeIyHN(z) =y ' <n—PA b, VzIyH"(z) =y,
(2)  PAF VaVedy(Pla,z) =7)A3v(eg =)

Now we work in PA. Let the sentence Va Jy (Iﬁ)eﬁ (x) =y be an axiom
of the theory T'H (g5) with code less than n and let B satisfy the assumptions
of the lemma. The lemma will be proved if we show that

(3)  the formula (Vz 3y (Iﬁ)eﬁ () = y)* is satisfied by some increasing
sequence of elements of B.
By 3.4(7), B F,c Ax(PA). Since B is (x + 1)2-scattered, it follows by
the Soundness Lemma 3.7 that B F Vo Jy H*(z) = y. We define a partial
function by

F(z)= myin{B EHMz) =1y},

Let bg, b1,... denote the elements of B in increasing order. We denote
the successor function SP in B simply by S. Further, (S%),(by) will be
denoted simply by b,.

Our auxiliary aim is to find a reasonable upper bound for F es(bo). In
the subsequent estimations the following is very useful:

(4) CLAIM. Ya [Susa(bis1) | — Su(Sa(0i)) < Suia(bist)]:

The initial step for a = 0 is obvious. The nonlimit step is very easy. Let
o € Lim. If a # w?, then it is easy to check that (w+ a)p,,, = w + au,, .
However, for a = w?, we have

W+ )y = Wy =wbipi+ D+ 1=pwtwb+ 1) +1=w+a,.
Therefore
Swtalbiv1) = Sw+ay,,, (biv1)
> Sy, (i1) > Su(Sea, (1)) = Sl Salbr))

By (4), S.(bey42) < be,t3. Hence there exist at least a.r.(H*) elements
above b., 12 in B, because a.r.(H*) < by. It follows by the definition of the
relation of satisfaction that

Vb€ BN0,b.,40] Vo <bIy < S(b) BE H"(z) =y.
Hence

(5) Vb€ BN [0,bey10) Vo < bF(z) < S(b).
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By 3.2(1), F.,(bo) < Fryq2(bo). By (5) and 3.1(6), F.,42(by) <
Scs+2(b). Therefore finally

(6) F«Eg (bO) S b85+2 .
Now we show that the formula in (3) is satisfied by the sequence by, be , 43,
S(bes43)s -+ S (beyq3) for some r < by.

We will need an exact form of the formula Vx 3y (1‘?)5ﬁ (x) = y. The
general scheme of this formula is Yz 3y 3w o(z, y, w), where w is the sequence
which witnesses (1?7)85 () = y. The formula ¢(x,y,w) can be written
explicitly as follows:

Js{Seq(w) A lh(w) = s A (w)o = (z,€8) A (w)s = (y,0)
AVt uNy, 0 [0 < s A (wi)o =t A (wir1)o =u A (w;)1 =7
Awig1)1 =6 =y #0Au=Ht)AS = P(y,u)]}.

By (4) there are at least be,+3 elements above b.,13 in B. Hence to
finish our proof it is enough to show

7) CraM. For each x < by there exist y < be 413 and w < b., 13 such
s+ s+
that B F o(z,y,w).

Fix z < by and let y = F.,(z). Hence by (6), y < be,+2. Let w be the

sequence which witnesses y = F'c, (). Therefore

w = <<t07/80>7 ey <t87/88>> )
where tg =z, 3° =¢e5, ts =y, #5 =0 and for all i < s
tiy1 =F(t;), BT =BV, N3 #0.
The sequence t; : i < s is increasing and hence s <y < b., 2. Moreover,
obviously t; <y for all i < s.

Now we find an upper bound for "3°7 and finally for w. We show induc-
tively that

(8) Vi <s ’_ﬁij < Si(b5ﬁ+2).

(We write "3 whenever we treat 3¢ simply as a natural number.)

By the assumption A is X,,-scattered and P € X,,11. In particular,
P(a,x) =~ is of the form 3z P'(a, x,7, 2) for some P’ € II,,.

From (2), by the Soundness Lemma 3.7 it follows that there exists a ~y
such that "y ' < by and B F eg = 7. Since Xi-formulas are upward absolute
we obtain v = 3. Hence for i = 0, we have "7 = "5 < by. Assume now
inductively that 737 < S%(be,42) for i < s. From (2), by the Soundness
Lemma 3.7, it also follows that

BEVaVrIyIz P(a,z,7,2).
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Hence by Observation 3.4(4)

Viaz < S (beyy2) IV, 2 < ST (beyy2) BE P, 3,7, 2).
Then we put a = ¢, x = t'T!. By the Absoluteness Lemma 3.8, (B £
P(a,x,7,2)) & P'(a,2,7,2) for all "4,z < S (b, 42). It follows that
THIN =T (), ' < S (be,42), which finishes the proof of (8).

Moreover, we have proved that
9) Vi< sBEP(B,tiy1)=08".

By (8) we see that all terms of the sequence w are less than (S°(be,42),
bey+2) and that s < bo,40. Thus w < S(Sb86+2(b65+2)), because B is 2%-

scattered. Finally, by (4), w < Sy (bzs42) < beyys.
Observe additionally that

(10) BE (z,ep) = (z,65) = (w)o and BF Seq(w) Alh(w) =s.

The last statement is valid because B is (at least) 23-scattered and e.g.
Seq(w) can be easily written as a Ay(2*)-formula bounded by 2¥.
Summing up (8)—(10) we have proved that

Vo < bo 3y, w,s < beyys [(BF Seq(w) Alh(w) = s A (w)o = (2,ep)
A (w)s = (y,0) Aw = ({to, %), {ts, 5°))
AVi < s(BEti1 = Ht)ABTE = P(B tip1) A B #£0)].
By Observation 3.4(4) to finish the proof of Claim (7) it is enough to
show that for all i,t,u,7,0 < beyq3, BF i < sA(wi)o =t A (wj)y =u
implies i < s A (w;)o =t A (w;)1 = u etc. Since the formulas considered are

of class X7 they are obviously upward absolute. This finishes the proof of
Lemma 4.2. m

5. Remaining proofs. In this section we show the three yet unproved
theorems announced in the introduction. We base on Theorem 1.12 proved
in Section 2.

First we show Theorem 1.11: If the system of sequences P is of class Xy
then

I(ex) NIy = THY(< €0y1) -
The proof relies on the idea very similar to that in the proof of the main
Lemma 1.13.

Proof of Theorem 1.11. Obviously TH(< e441) C I(ga) N I3,
because I(c4) = I(< €qy1) 2 THO(< £441) (see Gentzen [1]).

Now we prove the reverse inclusion. By Theorem 1.12 it is enough to
show that TH (o) NIl C THO(< €441). Since TH(e,) = TH(e,) it is
enough to show that for every o(z,y) € Ag, TH (o) V2 3y p(x,y) implies
TH(< ea+1) F Y23y o(2,y).
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Fix ¢ € Ap and assume that
TH(ca) bn Vo 3y p(z,y).

We will work in TH?(< £441), just as we worked in TH (g,) in the proof
of the main lemma.
Our aim now is to show

(1)  For every zq there is an n-skeleton B such that B F, TH(s,) and
min B > zg.

Fix xg. Then by the Soundness Lemma 3.7 we have B E Vz 3y p(z,y)
and hence Va < by 3y < by p(z,y) (where by is the first and b; the second
element of B). Thus we have 3y p(xq,y) for all xy and theorem is proved.

Let ¢ be the standard constant from Lemma 4.2. Since P € Y the proof
of (1) reduces to finding a 23-scattered and e, + 4-large n®-skeleton B. Let
B =wizt. We define A = [vg + 1, Hg(zo + 1)]. Tt is easy to check that
(Y g(xo + 1) = Hg(xo + 1) and hence A is w2 ™ '-large. Hence our claim
follows by Lemma 4.1. =m

Now we prove Theorems 1.14 and 1.15. Let us repeat their statements.
THEOREM 1.14. If the system of sequences P is of class X1 then

PAF [PH, < R(I(< €4); X1)].

THEOREM 1.15. If the system of sequences P is of class X1 then
PAF [V 3y He, (z) = y & RU(< 24); 51)]

Since the general scheme of both proofs is the same, we prove the two
theorems simultaneously.

Proof. We work in PA. For the proof of 1.15(<) we observe that
(1) Vevn[I(<es) b3y He,, () =y].

Since Hy.,), () =y is of class X1, by R(I(< £4); X1) we see from (1) that
VnVr 3y H. ), (x) =y, which shows 1.15(<=).
Now we prove 1.14(<«). Observe that

(2)  VyVn[l(y)FVa3dy([1,y] — (H is -large A |H| >z + 1))].
The proof is similar to the proof of
vn [PA F Va2 3y ([1,y] — ([H| > min H A H| > 2+ 1)3)]

from [6], which is based on the infinite version of the Ramsey Theorem on
partitions of n-tuples and on the Konig Lemma. We use the fact that

I(vy) F “Ais unbounded — 32 AN, 2] is y-large” .
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Hence
(3) Vo [I(<eq) 3y ([1,y] — (H is (eq)z-large

A|H| >z +1)3)] if a is limit, and
Vo, y [I(< ea) F 32([y, 2] — (H is ep-large

ANH|>z+1)3)] ifa=8+1.
Since the formulas on the right hand side of F are of class Xy, by

R(I(< g4); X1) we see that PH, is valid, which shows 1.14(<=).
Now we show the opposite implications. To do this assume that

(4) Ve 3y He, (z) =y.
We use Theorem 1.12, which implies that
I(<ea)=|JTH((ea)m)  if o € Lim,

I<ey)=1(eg)=TH(ep) fa=p+1.
Fix p(z) € X7 and assume
UTH(Ea)m) FT7(@) i a € Lim,

TH(eg) F"p(z) fa=p0+1.

If o € Lim then there exists an | such that TH((¢4)1) - "¢ (z). We know
that there exists a § < « such that (e,); = €5 and (e4)141 =0 €g+1 (cf.
proof of Lemma 1.13). For this 3, TH(ep) - "¢ '(z); the same is true for

nonlimit «, where v = §+ 1. It follows that TH (eg) F,, "¢ () for some n.
Now our aim is to show the following:

(5)  There is an n-skeleton B such that B F,, TH(eg3).

Then B E ¢(x) and obviously ¢(z) is valid, because ¢ € 3.
Let ¢ be the constant from Lemma 4.2. Now we consider our two impli-
cations separately.

Proof of 1.15(=). To prove (5) it is enough, by 4.2, to show that
there exists an €3 + 4-large and 25-scattered n“-skeleton B.
By (4) there exists an e,-large set A satisfying n,l + 1 < min A. We

know that 4 = <41 €g+1. By 1.5(6), (68+1)nc—1 = w,i‘i“. Hence €4 =<4,
W where ag = min A4, and by 3.1(7) it follows that A is w2 -large.

Hence by 4.1 the required set B exists. This finishes the proof of 1.15(=).

Proof of 1.14(=). Case 1: « is limit. Assume PH,. The first
step is a repetition of the proof of the Paris—Harrington Theorem [6]. By
careful inspection of the proof of the main theorem in [6], in particular of
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the constructions in the proofs of 2.11 and 2.15 (cf. [8], Section I1.4), we
can isolate the lemma given below. We formulate it using our terminology

of a-skeletons. Let fo(z) =  + 2, and let f,41(z) = ff)(2) (where £
is f,, composed with itself x times). One can check that fa(z) > 2%, and
fa(x) > 2% for x > 6. Let hy(z) = max,{f,(y) < x}.

5.1. LEMMA (PA). Let a and M be given. There is a P : [M]® — 7,
where e > a and r depend only on a, such that if X C [0, M] is relatively
large (| X| > min X), has cardinality > e and is homogeneous for P, then

(i) X is f3-scattered and min X > e,
(ii) hg[X] minus last e elements is an a-skeleton.

Let a = max(n¢, 1+ 1,6). Using PH, we have, by 5.1, an (g,).-large
set A such that the set B = h3[A] minus last e elements is a 2%-scattered
a-skeleton; obviously B is an n°-skeleton .

We put A = {ag,...,ar}<. Since P is a BT-system, we have (g4). =0
(Ea)e—l +1, (Ea)e—l =0 (sa)e—2 +1,..., (Ea)l+2 =0 (ea)l-l-l + 1. It follows
that A—{ao}is (¢q)e—1-large, A—{ag, a1} is (€n)e—2-large etc. Hence finally
A’ = A minus first e — (I + 1) elements is (,);+1-large. By the choice of [,
(€a)i+1 =0 €p+1. Thus A’ is also e41-large.

Solovay and Ketonen [3] proved the following lemma:

(6) If A" ={ag,...,al}< is y-large, then every A” = {af,...,a’}< such
that Vi < s a < a} is also y-large.

They proved this lemma for o < g, but it is provable in PA for an arbitrary
recursive o endowed with a BT-system of sequences.

Using this lemma we infer that A” = A minus last e — (I + 1) elements
is €g41-large.

Now we easily check (see the beginning of the proof of 1.13) that A” is
g + H-large. Hence the set A = A minus last e elements is g5 + 4-large.
Moreover, we have B = h3[A] and |B| = | A|.

By (6) we infer that B is 3 + 4-large. And since B is a 23-scattered
n¢-skeleton, we conclude by Lemma 4.2 that B I, H(egs), which finishes the
proof of (5) in the limit case.

Case 2: a= G+ 1. Now 5.1 is probably too weak to obtain the result.
We need control over the magnitude of e. We use the refinement of 5.1
which was proved in [8] (see Lemma II.4.2). Roughly speaking, it says that
for large a there exists a P : [2§, M]* — 2 with properties very similar to
those in 5.1. It will cause no harm to simply assume that they are the same.

Recall that

TH(eg) by " (x)  for some n.



Transfinite induction and hierarchies 19

Let TH'(e5) = PA U {VzVz Iy (H")
Hence also

(£5)= () =y : k is a natural number}.

TH'(ep) Fn "¢ (z)  for some n.
Our aim in this case is slightly different, namely to construct an n-skeleton
B such that B F,, TH'(gg).
By 3.4(3) it is enough to construct an n-skeleton B such that

(7) Vz < minB B F Vz3y(H").,.(x) = y for every k for which the

sentence Vz Va Jy (H*) (x) =y is less than n.

(ep)=
Let a = n®, where—let us remind—c is the constant from Lemma 4.2.
Arguing as in the previous case we obtain an eg-large set A such that the
set B = h3[A] minus last a elements is a 2%-scattered n°-skeleton.
Let ap = min A, by = min B. Obviously by < ag — 1. We show that A is
(€8)p, + 5-large. It is enough to show that

(8) (€8)bo+1 =<3 (€8)by + 5.

If 3 is nonlimit the proof is the same as the proof of w1 =3 ey+5. If Bis
limit then (€3)p,+1 =0 €441, Where (e,) = (£3)p, and since e,41 =1 W T
(8) follows.

Thus by (6) the set hz[A] is (g5)s, + 5-large and hence B is (eg)g, + 4-
large.

Now by a reasoning similar to that in 4.2 we show that

B E Vzdy (Hk)(aﬁ)bo (x) = y for every k such that
- "V Iy H*(z) =y < n.

Take x,z < bg. Since (g5)5, =0 (€5)-, it follows that 3’ = F () (z) <
F(%)bo (#) < beyq2. The estimation of the witness of 3’ = Fi.,.(x) is
essentially the same as the estimation of the witness of y = F'(.,),, () and
we obtain the same upper bound b, 3, which shows (7). This finishes the
proof of 1.14(=). =
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