# On numbers with a unique representation by a binary quadratic form 

by<br>Mariusz Ska£ba (Warszawa)

We present a generalization of Davenport's constant and give some num-ber-theoretic application of this notion.

In Section 1 we define the relative Davenport constant $D_{a}(A)$ and prove some basic theorems about it. In particular, we calculate the Davenport constant with respect to any element of a cyclic group and of a p-group.

The main result of Section 2 is the following theorem:
Let $F(x, y)$ be a quadratic form with nonsquare discriminant $D$ and conductor $f$. If a natural number $n$, relatively prime to $f$, is uniquely representable by $F$ then

$$
n=r(n) s(n)
$$

where $r(n)$ is a squarefree divisor of $D$ relatively prime to $f, s(n)$ is relatively prime to $D$ and

$$
\Omega(s(n)) \leq D_{[F]^{2}}\left(C(D)^{2}\right)
$$

where $C(D)$ is the corresponding form class group and $\Omega(s(n))$ is the number of prime factors of $s(n)$, counted with multiplicities.

We also obtain an asymptotic formula for the number $N_{F}(x)$ of natural numbers not greater than $x$, relatively prime to $f$ and uniquely representable by the form $F$ :

$$
N_{F}(x)=\left(C_{F}+o(1)\right) \frac{x}{\log x}(\log \log x)^{D_{[F]^{2}}\left(C(D)^{2}\right)-1}
$$

where $C_{F}>0$.
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1. We start with the basic definitions. A sequence $a_{1}, \ldots, a_{k}$ will be called irreducible provided no sum of less than $k$ of its distinct elements
vanishes. If in addition $a_{1}+\ldots+a_{k} \neq 0$, then this sequence will be called primitive.

For any finite Abelian group $A$ and $a$ in $A$ we define $D_{a}(A)$, the relative Davenport constant of $A$ with respect to $a$, as the greatest integer $k$ with the property that $a$ can be written as the sum of $k$ elements of $A$ forming an irreducible sequence.

For $a=0$ we have $D_{0}(A)=D(A)([3])$.
We need the following easy lemmas:
Lemma 1. Let $A$ be an Abelian group, and $\mathcal{A}=\left(a_{1}, \ldots, a_{k}\right)$ a sequence of its elements. The following conditions are equivalent:
(i) $\mathcal{A}$ is primitive,
(ii) $\mathcal{A}^{\prime}=\left(a_{1}, \ldots, a_{k},-\sum_{i=1}^{k} a_{i}\right)$ is irreducible.

Lemma 2. If $\mathcal{A}=\left(a_{1}, \ldots, a_{k}\right)$ is a maximal primitive sequence in $A$, then every element of $A$ is a sum of elements of $\mathcal{A}$.

First of all we get the following general estimate.
Theorem 1. If $A$ is a finite Abelian group and $a \in A, a \neq 0$, then

$$
\frac{1}{2} D(A) \leq D_{a}(A)<D(A) .
$$

Proof. Let $\mathcal{A}=\left(a_{1}, \ldots, a_{k}\right)$ be an irreducible sequence with sum $a$. Since $a \neq 0$, therefore $\mathcal{A}$ is primitive. From Lemma 1 we see that $\mathcal{A}^{\prime}=$ $\left(a_{1}, \ldots, a_{k},-a\right)$ is also irreducible. Hence $D_{a}(A)<D(A)$.

To prove the estimate from below fix any primitive sequence $\mathcal{A}=\left(a_{1}, \ldots\right.$ $\left.\ldots, a_{k}\right)$ with $k=D(A)-1$. By Lemma 2 we have $a=\sum_{i \in X} a_{i}$ for some $X$.

If $|X| \geq(k+1) / 2$ we define $\mathcal{A}^{\prime}=\left(a_{j}\right)_{j \in X}$. Then $\mathcal{A}^{\prime}$ has sum $a$, is irreducible (even primitive), and therefore

$$
D_{a}(A) \geq \frac{k+1}{2}=\frac{D(A)}{2} .
$$

If $|X|<(k+1) / 2$ we proceed otherwise. Let

$$
Y=\{1, \ldots, k+1\}-X, \quad a_{k+1}=-\sum_{i=1}^{k} a_{i}
$$

and consider the sequence $\mathcal{A}^{\prime \prime}=\left(-a_{j}\right)_{j \in Y}$. It has sum $a$ and is irreducible by Lemma 1, hence

$$
D_{a}(A) \geq k+1-\frac{k+1}{2}=\frac{D(A)}{2}
$$

Lemma 3. Let $A$ be a finite Abelian group, $B$ a subgroup of $A$ and $a \in B$. Then

$$
D_{a}(A) \leq D_{a}(B) \cdot D(A / B) .
$$

Proof. Consider an irreducible sequence $\mathcal{A}=\left(a_{1}, \ldots, a_{n}\right)$ with sum $a$. We may represent the set $\{1, \ldots, n\}$ as the sum of disjoint subsets $A_{1}, \ldots, A_{t}$ $(t \geq 1)$ such that

$$
\forall 1 \leq j \leq t, \quad \sum_{i \in A_{j}} a_{i} \in B \quad \text { and } \quad \forall \emptyset \neq A \nsubseteq A_{j}, \quad \sum_{i \in A} a_{i} \notin B
$$

Then $\left|A_{j}\right| \leq D(A / B)$. If we put

$$
b_{j}=\sum_{i \in A_{j}} a_{i} \quad(j=1, \ldots, t)
$$

then the sequence $b_{1}, \ldots, b_{t}$ has sum $a$ and is irreducible, hence $t \leq D_{a}(B)$ and our assertion follows.

Theorem 2. If $A$ is a finite cyclic group and $a \in A$ then

$$
D_{a}(A)= \begin{cases}|A| & \text { for } a=0 \\ |A|-|A| /|a| & \text { for } a \neq 0\end{cases}
$$

( $|a|$ denotes the order of $a$ ).
Proof. Let $A=\mathbb{Z}_{n}(n>1)$. The case $a=0$ is well known. Assume $a \neq 0$. We use Lemma 3 for $B=\langle a\rangle$ :

$$
D_{a}(A) \leq D_{a}(\langle a\rangle) \cdot D(A /\langle a\rangle)=D_{a}(\langle a\rangle) \cdot \frac{n}{|a|}
$$

Consider the sequence

$$
\mathcal{A}=(-a,-a, \ldots,-a)
$$

with $|a|-1$ terms. $\mathcal{A}$ is primitive and has sum $a$. Hence

$$
D_{a}(\langle a\rangle) \geq|a|-1
$$

On the other hand, any irreducible sequence with sum $a$ is primitive $(a \neq 0)$ and hence its length is less than $D(\langle a\rangle)=|a|$. This gives the equality

$$
D_{a}(\langle a\rangle)=|a|-1
$$

From the above,

$$
D_{a}(A) \leq n-\frac{n}{|a|}
$$

To get equality it suffices to construct an irreducible sequence $\mathcal{A}$ with sum $a$ and length $n-n /|a|$. Using an automorphism of $A=\mathbb{Z}_{n}$ if necessary, we may assume that

$$
a=\frac{n}{|a|} \bmod n
$$

and then the sequence

$$
\mathcal{A}=(-1 \bmod n,-1 \bmod n, \ldots,-1 \bmod n)
$$

meets our demand.

Now we deduce from [5] a formula for $D_{a}(A)$ in case of $p$-groups. We need the following technical definition: Let $A$ be a finite Abelian $p$-group. For any $a \in A$ let

$$
\alpha(a)=p^{n}
$$

where $n$ is the greatest nonnegative integer such that

$$
a=b^{p^{n}}
$$

for $b \in A(\alpha(1)=\infty)$.
Theorem 3. If $A \cong \prod_{i=1}^{r} C_{p^{e_{i}}}$ (where $C_{n}$ denotes the cyclic group of order $n), r \geq 1, e_{i} \geq 1$, then for every nonzero $a$ in $A$ we have

$$
D_{a}(A)=D(A)-\alpha(a)
$$

Proof. We write the group $A$ multiplicatively. If $a \neq 1$ and $a=$ $a_{1} \ldots a_{k}$ with $\left(a_{1}, \ldots, a_{k}\right)$ irreducible then Lemma 1 implies that the sequence
$\left(a_{1}, \ldots, a_{k}, a^{-1}\right)$ is irreducible and $\left(a_{2}, \ldots, a_{k}, a^{-1}\right)$ is primitive. Thus the product $\left(1-a_{2}\right) \ldots\left(1-a_{k}\right)\left(1-a^{-1}\right)$ in the group ring $\mathbb{Z}_{p}[A]$ is nonzero and Theorem 2 of [5] implies

$$
\sum_{i=2}^{k} \alpha\left(a_{i}\right)+\alpha\left(a^{-1}\right)<D(A)
$$

We have $\alpha\left(a_{i}\right) \geq 1$ for $i=2, \ldots, k\left(a_{i} \neq 1\right)$ and $\alpha\left(a^{-1}\right)=\alpha(a)$, therefore

$$
(k-1)+\alpha(a)<D(A),
$$

hence

$$
D_{a}(A) \leq D(A)-\alpha(a)
$$

To finish the proof it suffices to construct a primitive sequence $\mathcal{A}$ with product $a$ and length $D(A)-\alpha(a)$. Let $b \in A$ be such that

$$
b^{\alpha(a)}=a
$$

The element $b$ generates a maximal cyclic subgroup of $A$, therefore using possibly an automorphism of $A$ we can write

$$
\exists 1 \leq i \leq r, \quad b=\left(1, \ldots, x_{i}, \ldots, 1\right) \quad \text { where } x_{i} \text { generates } C_{p^{e_{i}}}
$$

Define

$$
\mathcal{A}=\left(\varepsilon_{1}, \ldots, \varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{2}, \ldots, \varepsilon_{i}^{-1}, \ldots, \varepsilon_{i}^{-1}, \ldots, \varepsilon_{r}, \ldots, \varepsilon_{r},\left(\prod_{j=1}^{r} \varepsilon_{j}\right) \varepsilon_{i}^{-2}\right)
$$

where for $j \neq i, \varepsilon_{j}:=\left(1, \ldots, x_{j}, \ldots, 1\right)$ appears $p^{e_{j}}-1$ times and $\varepsilon_{i}^{-1}$ $\left(=b^{-1}\right)$ appears $p^{e_{i}}-\alpha(a)-1$ times.

Corollary. If $A \cong \prod_{i=1}^{r} C_{p^{e_{i}}}, r \geq 1, e_{i} \geq 1$, then

$$
D_{a}(A)= \begin{cases}\sum_{i=1}^{r}\left(p^{e_{i}}-1\right)+1 & \text { for } a=0 \\ \sum_{i=1}^{r}\left(p^{e_{i}}-1\right)+1-\alpha(a) & \text { for } a \neq 0\end{cases}
$$

Proof. By Theorem 1 of [5].
2. Let $F(x, y)$ be a binary quadratic form, positive if definite, corresponding to a class $X$ of invertible ideals in an order $\mathcal{O}_{f}$ in a suitable quadratic field $K$. The classical theory of quadratic forms ([1], [2]) shows that if we choose an arbitrary invertible ideal $I$ in $X$ under the unique restriction that in case $X^{2}=E$, the unit class, the ideal $I$ should be ambiguous, i.e. $\bar{I}=I$, then one can choose a $\mathbb{Z}$-basis $a, b$ of $I$ such that

$$
F(x, y)=N(a x-b y) / N(I) .
$$

Thus we have

$$
F(x, y)=n
$$

with $(x, y)=1$ if and only if there is a principal ideal $A$ with

$$
\begin{equation*}
N(A)=n N(I), \quad A \subseteq I, \tag{1}
\end{equation*}
$$

which has no rational divisor $>1$. (Actually $A=(a x-b y) \mathcal{O}_{f}$.)
We shall say that $n$ is uniquely representable by the form $F$ provided the ideal $A$ in (1) is unique in the case $X^{2} \neq E$, and unique up to conjugacy in the case $X^{2}=E$.

Lemma 4. Let $X$ be the class of the ideal $I$, assume $(n, f)=1$ and let $A, B$ be distinct, principal and moreover, in the case $X^{2}=E$, nonconjugate ideals satisfying (1). Write

$$
A=I \cdot D_{1} \cdot P_{1} \cdot \ldots \cdot P_{s}, \quad B=I \cdot D_{2} \cdot Q_{1} \cdot \ldots \cdot Q_{t}
$$

where $D_{j}$ are ideals without unramified prime ideal divisors, and $P_{i}, Q_{j}$ are unramified prime ideals in $\mathcal{O}_{f}$; finally, let $a_{i}$ be the class of $P_{i}$ and $b_{j}$ be the class of $Q_{j}$. Then with suitable $i_{j}$ and $r<s$ we have

$$
\begin{equation*}
\left(a_{i_{1}} \cdot \ldots \cdot a_{i_{r}}\right)^{2}=E . \tag{2}
\end{equation*}
$$

The converse is also true.
Proof. Obviously we have $s=t$ and after a suitable regrouping we can assume that $Q_{j}$ either equals $P_{j}$ or is conjugate to it. Assume that the first possibility happens for $j=1, \ldots, w$. Then

$$
b_{j}=a_{j} \quad(j=1, \ldots, w)
$$

and

$$
b_{j}=a_{j}^{-1} \quad(j=w+1, \ldots, s)
$$

Since $a_{1} \cdot \ldots \cdot a_{s}=b_{1} \cdot \ldots \cdot b_{s}$ we get (2) with $r=s-w$, and it remains to show that $w$ is positive.

Note that $D_{1}, D_{2}$ are both products of distinct ramified prime ideals, since otherwise $A$ resp. $B$ would have a nontrivial rational factor. In view of $N\left(D_{1}\right)=N\left(D_{2}\right)$ this implies $D_{1}=D_{2}$ and so $D_{1} D_{2}$ must be principal.

If $w=0$, then

$$
A B=I^{2} D_{1} D_{2} J \quad \text { where } J \text { is principal, }
$$

showing that $I^{2}$ is principal. But in this case our assumptions give $I=\bar{I}$ and this immediately implies that $A$ and $B$ are conjugate.

To prove the converse we proceed very similarly. After a suitable regrouping we can assume that

$$
\left(a_{1} \cdot \ldots \cdot a_{r}\right)^{2}=E
$$

Now if we take
$D_{2}=D_{1}, \quad Q_{i}=\bar{P}_{i} \quad$ for $i=1, \ldots, r \quad$ and $\quad Q_{i}=P_{i} \quad$ otherwise,
then $B \neq A$, since equality would imply $P_{1} \cdot \ldots \cdot P_{s}=\bar{P}_{1} \cdot \ldots \cdot \bar{P}_{s}$ and hence $A$ would have a rational divisor $>1$. Moreover, $B \neq \bar{A}$ in the case $X^{2}=E$, since equality would imply $P_{r+1} \cdot \ldots \cdot P_{s}=\bar{P}_{r+1} \cdot \ldots \cdot \bar{P}_{s}$ which also contradicts the assumptions.

The following theorem is an easy consequence of the above lemma and the definition of the relative Davenport constant:

Theorem 4. Let $F(x, y)$ be a form with nonsquare discriminant $D$ and conductor $f$. If a natural number $n$, relatively prime to $f$, is uniquely representable by $F$ then

$$
n=r(n) s(n)
$$

where $r(n)$ is a squarefree divisor of $D$ relatively prime to $f, s(n)$ is relatively prime to $D$ and

$$
\Omega(s(n)) \leq D_{[F]^{2}}\left(C(D)^{2}\right)
$$

where $[F]$ denotes the class of the form $F$ in the form class group $C(D)$.
Corollary. Let $d$ be a natural number, $d \geq 4$. Moreover, let $f$ be the conductor of the form $F(x, y)=x^{2}+d y^{2}$. If a natural number $x \in[1, \sqrt{3 d})$ is such that $\left(x^{2}+d, f\right)=1$ then either

$$
x^{2}+d=t^{2} \quad \text { for some } t \in \mathbb{N}
$$

or

$$
x^{2}+d=r s
$$

where $r$ is a squarefree divisor of $4 d,(s, 4 d)=1$ and

$$
\Omega(s) \leq D\left(C(-4 d)^{2}\right)
$$

Proof. Let $n=x^{2}+d$ for some $x \in[1, \sqrt{3 d})$ and assume that $(n, f)=1$. We have

$$
n<3 d+d=4 d
$$

and

$$
F(x, y) \geq 4 d \quad \text { for }|y| \geq 2
$$

therefore if $n \neq t^{2}$ then $n$ is uniquely representable by $F$. Now the assertion results from Theorem 4.

Example. Let $d=5005=5 \cdot 7 \cdot 11 \cdot 13$. Since $d$ is squarefree and $d \equiv 1$ $(\bmod 4)$, therefore the conductor $f$ of the form $F(x, y)=x^{2}+5005 y^{2}$ is 1 . Hence for each $x \in[1,122]$,

$$
x^{2}+5005=t^{2} \quad \text { or } \quad x^{2}+5005=r s
$$

where $r \mid 10010,(s, 10010)=1$ and $\Omega(s) \leq 2$.
Theorem 5. Let $F(x, y)$ be a form with discriminant $D<0$ and conductor $f$. For $x \geq 1$, let $N_{F}(x)$ denote the number of natural numbers $n$, not greater than $x$, relatively prime to $f$ and uniquely representable by $F$. Then there exists a positive constant $C_{F}$ such that the following asymptotic equality holds:

$$
N_{F}(x)=\left(C_{F}+o(1)\right) \frac{x}{\log x}(\log \log x)^{D_{[F]^{2}}\left(C(D)^{2}\right)-1} .
$$

Moreover, let

$$
\begin{array}{r}
\bar{N}_{F}(x)=\mid\{n \in \mathbb{N}: n \leq x,(n, f)=1, n \text { is uniquely representable by } F \\
\text { and } \left.\Omega(s(n))=D_{[F]^{2}}\left(C(D)^{2}\right)\right\} \mid
\end{array}
$$

Then

$$
\lim _{x \rightarrow \infty} \frac{\bar{N}_{F}(x)}{N_{F}(x)}=1
$$

Proof. First let us recall some useful definitions. Let $X$ be a set of ideals of the ring $\mathcal{O}_{F}$, and for each ideal $I<\mathcal{O}_{F}$ let $\Omega_{X}(I)$ be the number of prime ideals from $X$ appearing in the decomposition of $I$ into prime factors (counted with multiplicities). If $A$ is a set of prime ideals and

$$
\sum_{\mathfrak{p} \in A} N(\mathfrak{p})^{-s}=a \log \frac{1}{s-1}+g(s) \quad \text { for } \operatorname{Re} s>1
$$

where $g(s)$ is regular in the halfplane $\operatorname{Re} s \geq 1$ then $A$ is called a regular set of prime ideals; the number $a$ is called the Dirichlet density of $A$.

Lemma 5. Let $\mathcal{O}_{f}$ be an order of an imaginary quadratic field $K$. Let $X$ be a given class of invertible ideals in $\mathcal{O}_{f}$, and $A_{X}$ the set of prime ideals in $X$ relatively prime to $f$. Then the set

$$
\mathcal{A}_{X}:=\left\{\mathfrak{p} \cdot \mathcal{O}_{K}: \mathfrak{p} \in A_{X}\right\}
$$

is regular.
Proof. The assertion follows from the proof of Theorem 9.12 of [2], pp. 188-189.

Let $A$ denote the set of all irreducible sequences of the group $C\left(\mathcal{O}_{f}\right)^{2}$ with product $[I]^{-2}$, where two sequences differing only in the order of terms are considered identical. Let $R$ be the product of all primes dividing $D$ and relatively prime to $f$, and $r$ a fixed divisor of $R$. Moreover, let $\mathcal{R}$ be the product of prime ideals of $\mathcal{O}_{f}$, dividing $r$.

For each $\mathcal{A}=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in A$ we define

$$
\begin{aligned}
\mathcal{A}(r)=\left\{\mathcal{B}=\left(\beta_{1}, \ldots, \beta_{k}\right):\right. & \beta_{i} \in C\left(\mathcal{O}_{f}\right), \beta_{i}^{2}=\alpha_{i} \\
& \text { for } \left.i=1, \ldots, k \text { and } \prod_{i=1}^{k} \beta_{i}=[I]^{-1}[\mathcal{R}]^{-1}\right\} .
\end{aligned}
$$

First we prove that for any $\mathcal{A} \in A$,

$$
\begin{equation*}
\mathcal{A}(r) \neq \emptyset . \tag{*}
\end{equation*}
$$

Let $\mathcal{B}^{\prime}=\left(\beta_{1}^{\prime}, \ldots, \beta_{k}^{\prime}\right)$ be an arbitrary sequence of elements of $C\left(\mathcal{O}_{f}\right)$ such that $\beta_{i}^{\prime 2}=\alpha_{i}$ for $i=1, \ldots, k$. Since

$$
\prod_{i=1}^{k} \beta_{i}^{\prime 2}=\prod_{i=1}^{k} \alpha_{i}=\left([I]^{-1}[\mathcal{R}]^{-1}\right)^{2} \quad\left([\mathcal{R}]^{2}=1\right)
$$

there exists $\beta^{\prime} \in C\left(\mathcal{O}_{f}\right)$ such that $\beta^{\prime 2}=1$ and

$$
\beta^{\prime} \cdot \prod_{i=1}^{k} \beta_{i}^{\prime}=[I]^{-1}[\mathcal{R}]^{-1}
$$

Hence

$$
\mathcal{B}:=\left(\beta^{\prime} \beta_{1}^{\prime}, \beta_{2}^{\prime}, \ldots, \beta_{k}^{\prime}\right) \in \mathcal{A}(r),
$$

which ends the proof of $(*)$.
Define

$$
\mathcal{U}=\{n \in \mathbb{N}:(n, f)=1, n \text { is uniquely representable by } F\}
$$

and for each $r \mid R$ let

$$
\mathcal{U}(r)=\{n \in \mathcal{U}: r(n)=r\}
$$

(with $r(n)$ from Theorem 4). Clearly

$$
\mathcal{U}=\bigcup_{r \mid R} \mathcal{U}(r)
$$

Hence

$$
\begin{equation*}
N_{F}(x)=\sum_{r \mid R} N_{F}^{(r)}(x) \tag{**}
\end{equation*}
$$

where

$$
N_{F}^{(r)}(x):=|\{n \in \mathcal{U}(r): n \leq x\}| .
$$

We first obtain an asymptotics for $N_{F}^{(r)}(x)$ at a fixed $r \mid R$ and then use (**). Let

$$
h=\left|C\left(\mathcal{O}_{f}\right)\right|, \quad C\left(\mathcal{O}_{f}\right)=\left\{\gamma_{1}, \ldots, \gamma_{h}\right\}
$$

$$
\Pi_{i}=\left\{\mathfrak{p} \cdot \mathcal{O}_{F}: \mathfrak{p} \text { a prime ideal of } \mathcal{O}_{f},(N(\mathfrak{p}), f)=1 \text { and }[\mathfrak{p}]=\gamma_{i}\right\}
$$

For each sequence $\mathcal{B}=\left(\beta_{1}, \ldots, \beta_{n}\right)$ of elements of $C\left(\mathcal{O}_{f}\right)$ let

$$
\Omega_{\Pi_{i}}(\mathcal{B}):=\left|\left\{j \in 1, \ldots, n: \beta_{j}=\gamma_{i}\right\}\right| .
$$

We define

$$
\begin{aligned}
& \mathcal{J}(r)=\bigcup_{\mathcal{A} \in A} \bigcup_{\mathcal{B} \in \mathcal{A}(r)}\left\{J \cdot \mathcal{O}_{K}: J<\mathcal{O}_{f},(N(J), f)=1\right. \text { and } \\
&\left.\Omega_{\Pi_{i}}\left(J \cdot \mathcal{O}_{K}\right)=\Omega_{\Pi_{i}}(\mathcal{B}) \text { for } i=1, \ldots, h\right\} .
\end{aligned}
$$

From the above definitions and Lemma 4 it follows that the $\operatorname{map} \mathcal{N}: \mathcal{J}(r) \rightarrow$ $\mathbb{N}$ given by the formula

$$
\mathcal{N}(J):=N(J) \cdot r
$$

maps $\mathcal{J}(r)$ onto $\mathcal{U}(r)$ and moreover, for all but finitely many $n \in \mathcal{U}(r)$,

$$
\left|\mathcal{N}^{-1}(n)\right|= \begin{cases}1 & \text { if } X^{2} \neq E  \tag{***}\\ 2 & \text { if } X^{2}=E\end{cases}
$$

By Lemma 5 and Proposition 9.6 in Ch. 9 of [4],
$|\{J \in \mathcal{J}(r): \mathcal{N}(J) \leq x\}|=\sum_{\mathcal{A} \in A} \sum_{\mathcal{B} \in \mathcal{A}(r)}\left(C_{\mathcal{B}}+o(1)\right) \frac{\frac{x}{r}}{\log \frac{x}{r}}\left(\log \log \frac{x}{r}\right)^{l(\mathcal{B})-1}$,
hence by $(*)$ and the definition of the relative Davenport constant,

$$
|\{J \in \mathcal{J}(r): \mathcal{N}(J) \leq x\}|=\left(C_{r}^{\prime}+o(1)\right) \frac{x}{\log x}(\log \log x)^{D_{[I]^{2}}\left(C\left(\mathcal{O}_{f}\right)^{2}\right)-1}
$$

From $(* * *)$ and the above formula,

$$
N_{F}^{(r)}(x)=\left(C_{r}+o(1)\right) \frac{x}{\log x}(\log \log x)^{D_{[I]^{2}}\left(C\left(\mathcal{O}_{f}\right)^{2}\right)-1} .
$$

To obtain the first part of the assertion of Theorem 5 it suffices to use $(* *)$. The second part, concerning the function $\bar{N}_{F}(x)$, is now obvious.
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