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1. Introduction. Let K be an algebraic number field, and let k ≥ 2 be
a fixed rational integer. Given an ordered system (Kj) = (K1, . . . ,Kk) of k
ideal classes (in the widest sense), we consider, for integral ideals a 6= (0),
the divisor functions

dk(a; (Kj)) =
∑

a1... ak=a
aj∈Kj (j=1,...,k)

1,

the number of representations of a as a product of k integral ideals, the jth
one lying in the class Kj (j = 1, . . . , k), and

dk(a) =
∑

a1...ak=a

1,

the number of such representations without any restriction regarding the
classes. Clearly,

(1.1) dk(a; (Kj)) = 0 if a 6∈ K1 . . .Kk

and

(1.2) dk(a) =
∑

(Kj)

dk(a; (Kj)),

where the summation is over all systems (Kj), of which there are exactly hk,
h denoting the class number of K.

As usual, there are two possible ways of defining summatory functions.
The first of these, leading to the Piltz divisor problem for ideals and not
dealt with here, is exemplified by∑

N(a)≤x
dk(a),

taken over those integral ideals a 6= (0) in K whose norm N(a) does not
exceed the positive variable x. Being basically one-dimensional, sums of this
type can be treated with standard tools of analytic number theory such as
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Perron’s formula. For results, see [12], [13], [14], and the references given
in [7].

The problem we are concerned with in this paper, commonly referred to
as the Piltz divisor problem for numbers, is harder in some respects, mainly
because of its higher dimensionality and the essential role played by the
units of K. In detail:

Suppose that K is of degree [K : Q] = n = r1 + 2r2 (in the standard
notation). Let d denote the discriminant of K, h the class number, R the
regulator, w the number of roots of unity, and r = r1 + r2−1 the number of
fundamental units. The conjugates of a number ν ∈ K are denoted by ν(p)

(p = 1, . . . , n), and its norm by N(ν). Let

ep =
{

1 for p = 1, . . . , r1,
2 for p = r1 + 1, . . . , r + 1.

Further, let x = (x1, . . . , xr+1) ∈ Rr+1
+ denote a vector of positive real

variables and

X =
r+1∏
p=1

xepp .

We investigate the sums

Dk(x; (Kj)) =
∑

0<|ν(p)|≤xp
dk(ν; (Kj)),(1.3)

Dk(x) =
∑

0<|ν(p)|≤xp
dk(ν),(1.4)

extended over all non-zero integers ν ∈ K subject to the inequalities
|ν(p)| ≤ xp (p = 1, . . . , r + 1). Here we have set

dk(ν; (Kj)) := dk((ν); (Kj)), dk(ν) := dk((ν)),

(ν) denoting the principal ideal generated by ν. These functions are known
to satisfy asymptotic relations of the form

Dk(x; (Kj)) = AkXPk(logX; (Kj)) +∆k(x; (Kj)),

provided K1 . . .Kk = K0, the principal class, and

Dk(x) = hk−1AkXPk(logX) +∆k(x),

where

Ak =
1

(k − 1)!

(
2r1(2π)r2√
|d|

)k(
R

w

)k−1

,

Pk(·; (Kj)) and Pk(·) are certain monic polynomials of degree k− 1, and the
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∆k’s are of order o(X) as X →∞. By (1.1) and (1.2),

(1.5) ∆k(x) =
∑

K1...Kk=K0

∆k(x; (Kj)).

The problem now consists in finding good upper and lower estimates for the
∆k’s.

All results mentioned will be the same for ∆k(x) and for ∆k(x; (Kj))
with K1 . . .Kk = K0. So, for the sake of brevity, let ∆∗k(x) signify any of
these. Grotz [1], in 1980, was the first to give an upper bound for |∆∗k(x)|,
namely

(1.6) ∆∗k(x)� X1−1/(〈k/2〉r1+kr2+1)+δ (X ≥ 1)

for any δ > 0, 〈k/2〉 denoting the least rational integer ≥ k/2.
The method used runs, in essence, as follows: First, Dk(x; (Kj)) is ex-

pressed, by means of Siegel’s summation formula, as a series of complex in-
tegrals involving a product of Hecke zeta-functions with Grössencharacters.
Then the path of integration is shifted into the critical strip, in the course of
which the main term occurs as a residue. Finally, the integrals along the new
path are estimated, which yields an upper bound for the remainder term.
For this purpose, Grotz employed an inequality of Phragmén–Lindelöf type
for Hecke’s zeta-functions.

Using a more refined summation formula, in 1990 I improved on (1.6)
by showing that

(1.7) ∆∗k(x)� X1−2/(nk+2)(logX)k−nk/(nk+2) (X ≥ 2)

(see [10]). In the same year, Söhne [12], [13] succeeded in giving sharper
bounds for Hecke’s zeta-functions on the critical line and obtained as a
consequence

(1.8) ∆∗k(x)� X1−3/(nk+6)+δ (X ≥ 1)

for any δ > 0, which is better than (1.7) if nk ≥ 7.
The reader will, however, notice that none of these results, when special-

ized to the rational field, contains even the elementary estimate ∆2(x) �
x1/2 in the classical Dirichlet divisor problem.

In the present paper we choose a modified approach. We shift the inte-
grals mentioned above further to the left, beyond the critical strip, into the
left half-plane. Then, after having transformed the Hecke zeta-functions by
means of their functional equation, we apply the summation formula once
again, this time “backwards”, in order to eliminate the zeta-functions and to
recover a series extended over numbers (instead of ideals). The terms of this
series are integrals which can be evaluated by the saddle-point method. The
result, stated as Lemma 7.1, is an equation for ∆∗k bearing close analogy to
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the Voronŏı summation formula associated with the classical divisor prob-
lem. From this equation, upper and, for the first time, also lower bounds for
∆∗k are derived by arguments similar to those commonly used in the rational
case. Our results are:

Theorem 1.

∆∗k(x)� X1−2/(nk−r+1)(logX)k−1 (X ≥ 2).

The �-constant depends only on K and k.

Although our method, unlike Söhne’s, does, as yet, not involve any non-
trivial exponential-sum estimates, this is better than (1.8) if (k − 3)r1 +
(2k − 3)r2 ≤ 6, that is, in the following cases:

• k = 2, r2 ≤ r1 + 6, in particular for all totally real fields;
• k = 3, for fields with r2 ≤ 2;
• k = 4, for cubic fields and all totally real fields of degree ≤ 6;
• k = 5, for totally real quadratic and cubic fields;
• k = 6, for real quadratic fields.

For K = Q, Landau’s result [4]

∆k(x)� x(k−1)/(k+1)(log x)k−1

and in particular Voronŏı’s ∆2(x)� x1/3 log x are recovered.

Theorem 2.

∆∗k(x) = Ω±(X(nk−r−1)/(2nk)) as X →∞.

Theorem 3. If r1 > 0 let k 6≡ 1 (mod 4). Then, as X →∞,

(−1)V∆∗k(x) = Ω+((X logX)(nk−r−1)/(2nk)(log logX)k−1),

where V = r1
[
k−2

4

]
+ r2.

When specialized to the rational field, these theorems give

∆k(x) = Ω±(x(k−1)/(2k)),

which is due to Hardy [2], and, for k 6≡ 1 (mod 4),

(−1)[(k−2)/4]∆k(x) = Ω+((x log x)(k−1)/(2k)(log log x)k−1),

which is a special case of Szegö and Walfisz [14]. In particular, Hardy’s
results

∆2(x) = Ω−(x1/4), ∆2(x) = Ω+((x log x)1/4 log log x)

on the Dirichlet divisor problem are included.
Except for k ≡ 1 (mod 4) and apart from sign information, these esti-

mates are not far from the best known today in the rational case, falling
short by powers of log log x at most.
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One final remark has to be made. The arguments leading to (1.6), (1.7),
and (1.8) work equally well when the summation in (1.3) and (1.4) is re-
stricted to totally positive numbers ν, or, what comes to the same thing,
when the terms of these sums are multiplied by a sign character. In our
method, however, this would cause additional difficulties. I have indicated
in the proof of Lemma 7.1 what goes wrong then.

2. A smoothing operator. Given a function F : Rr+1
+ → C, we put

for ε > 0 and x ∈ Rr+1
+ ,

JεF (x) = (4πε)−(r+1)/2
∫

Rr+1

F (xev)e−|v|
2/(4ε) dv,

where xev = (x1e
v1 , . . . , xr+1e

vr+1) and |v| = (
∑r+1
p=1 v

2
p)1/2.

Under suitable conditions, the operator Jε transforms F into a function
JεF : Rr+1

+ → C which is very well behaved and thus allows straightforward
analytical treatment.

In this section we show how to gain information about F from properties
of JεF . In the first place, we have

Lemma 2.1. Assume that F : Rr+1
+ → C is locally Lebesgue integrable,

that F is continuous at the point x ∈ Rr+1
+ , and that∫

Rr+1

|F (xev)|e−|v|2/(4ε0) dv <∞

for some ε0 > 0. Then

lim
ε→0+

JεF (x) = F (x).

The proof is easy and can be left to the reader.

The next lemma gives a quantitative result. It requires a definition.
The function α : R+ → R+ is called (κ1, κ2)-moderately growing (κ1 > 0,

κ2 ≥ 0) if

α(ξeξ
′
) ≤ κ1α(ξ)eκ2|ξ′| for all ξ ∈ R+ and ξ′ ∈ R.

Lemma 2.2. Suppose that α, β : R+ → R+ are (κ1, κ2)-moderately grow-
ing and that F,M : Rr+1

+ → R and ε : R+ → R+ satisfy the following
conditions for all x = (x1, . . . , xr+1) ∈ Rr+1

+ (κ3, κ4, κ5 denote positive real
numbers independent of x):

• F (x) ≥ 0, F (x) is non-decreasing with respect to each xp;
• M has continuous first-order partial derivatives such that∣∣∣∣xp

∂

∂xp
M(x)

∣∣∣∣ ≤ κ3β(X) (p = 1, . . . , r + 1);
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• ε is continuous and 0 < ε(X) ≤ 1;
•
√
ε(X) · β(X) ≤ κ4α(X);

• |Jε(X)(F −M)(x)| ≤ κ5α(X).
Then

F (x) = M(x) +O(α(X)) for all x ∈ Rr+1
+ ,

where the O-constant depends only on κ1, . . . , κ5 and n.

P r o o f. See [10, Theorem 3.1].

In the Ω-direction we have

Lemma 2.3. Let α : R+ → R+ be (κ1, κ2)-moderately growing. Let
G : Rr+1

+ → R be a measurable function satisfying

(2.1) |G(x)| ≤ κ3(Xκ4 +X−κ4) for x ∈ Rr+1
+

(κ3, . . . , κ6 denote positive constants). Suppose that for every X0 > 1 there
is an x ∈ Rr+1

+ and an ε > 0 such that

X ≥ X0, ε ≤ κ5(logX)−1, JεG(x) ≥ κ6α(X).

Then
G(x) = Ω+(α(X)) as X →∞.

P r o o f. κ7, . . . , κ14 denote positive constants depending only on κ1, . . .
. . . , κ6, α(1), and n. We assume that, with some % > 0,

(2.2) G(x) ≤ %α(X) for X ≥ X1 > 1.

Let T > 0 — the exact value of T will be chosen later — and consider
x ∈ Rr+1

+ with X ≥ enTX1. Then, if |v| ≤ T ,

X exp
( r+1∑
p=1

epvp

)
≥ Xe−n|v| ≥ X1,

so (2.2) holds also with xev in place of x. Hence

G(xev) ≤ %α
(
X exp

( r+1∑
p=1

epvp

))
≤ κ1%α(X)eκ2nT for |v| ≤ T.

By (2.1), on the other hand, for all v ∈ Rr+1 we have |G(xev)| ≤ 2κ3X
κ4

× eκ4n|v|. It follows that

JεG(x) ≤ (4πε)−(r+1)/2
∫

|v|≤T
κ1%α(X)eκ2nT e−|v|

2/(4ε) dv

+ (4πε)−(r+1)/2
∫

|v|>T
2κ3X

κ4eκ4n|v|e−T
2/(8ε)e−|v|

2/(8ε) dv

≤ κ1%α(X)eκ7T + κ8X
κ4e−T

2/(8ε)
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if 0 < ε ≤ 1. Now 0 < α(1) = α(Xe− logX) ≤ κ1α(X)Xκ2 , hence
1 ≤ κ9α(X)Xκ2 . Inserting this yields

JεG(x) ≤ κ1%α(X)eκ7T + κ10α(X)Xκ11e−T
2/(8ε)

≤ κ12α(X){%eκ7T +Xκ11−T 2/(8κ5)}
if 0 < ε ≤ κ5(logX)−1. The choice T =

√
8κ5(κ11 + 1), that is, κ11 −

T 2/(8κ5) = −1, then gives

JεG(x) ≤ κ13α(X){%+X−1}.
Comparing this to the hypotheses of the lemma, we find that

κ6 ≤ κ13{%+X−1}
for arbitrarily large values of X. Hence % ≥ κ14, and the assertion follows.

Jε can be interchanged with the process of taking residues:

Lemma 2.4. Let the function g(s) be holomorphic and single-valued for
0 < |s− s0| < % (% > 0), and let

M(x) = Res
s=s0

(g(s)Xs) (x ∈ Rr+1
+ ).

Then

JεM(x) = Res
s=s0

(
g(s)Xs exp

{
ε

r+1∑
p=1

e2
ps

2
})
.

P r o o f. See [10, Lemma 4.1] with g1 = . . . = gr+1 = 0.

3. Summation formulas. Two slightly modified versions of the sum-
mation formula from [10] are given. We extend K to a system Z of ideal
numbers α̂, β̂, . . . together with conjugates α̂(p), β̂(p), . . . ; for details, see [3,
Sect. 2]. Z splits into a finite number h of classes

K = K(α̂) = {α̂% : % ∈ K} (α̂ 6= 0)

which correspond to the ideal classes in the widest sense. Different classes
have only the number 0 in common. Regarding notation, we will not distin-
guish between an ideal class and the corresponding class of ideal numbers.

Assuming r > 0 for the time being, we consider a free group U of totally
positive units which has finite index [E : U ] in the full unit group E of K.
We fix a basis η1, . . . , ηr of U and put

R(U) = |det(ep log |η(p)
1 |, . . . , ep log |η(p)

r |)p=1,...,r|;
then

(3.1) [E : U ] = wR(U)/R.



48 U. Rausch

Given τ = (τ1, . . . , τr) ∈ Rr, we define the generalized Grössencharacter λτ
by

(3.2) λτ (ν̂) =
r+1∏
p=1

|ν̂(p)|iepEp(τ) (0 6= ν̂ ∈ Z)

with E1(τ), . . . , Er+1(τ) determined by the system of equations

r+1∑
p=1

epEp(τ) = 0,

r+1∑
p=1

epEp(τ) log |η(p)
q | = 2πτq (q = 1, . . . , r).

We further consider a complex-valued arithmetic function f defined on
the non-zero ideal integers ν̂ ∈ Z (e.g., f(ν̂) = 0 outside a particular class
K), such that always

f(ην̂) = f(ν̂) (η ∈ U).

Clearly, this invariance property is shared by λτ if and only if τ = m ∈ Zr.
In that case, the Dirichlet series

Ξ(s;λmf,U) =
∑′

(ν̂)U

λm(ν̂)f(ν̂)
|N(ν̂)|s (s ∈ C)

is well-defined; here the summation is over a complete set of ideal integers
ν̂ 6= 0 which are not associated with respect to U .

We shall frequently use abbreviations like

|ν̂|x = (|ν̂(1)|x1, . . . , |ν̂(r+1)|xr+1).

Lemma 3.1. Let the measurable function Φ : Rr+1
+ → C and the number

σ ∈ R be such that

∫
Rr+1

+

|Φ(u)|
r+1∏
p=1

uepσ−1
p du <∞ and

∑′

(ν̂)U

|f(ν̂)|
|N(ν̂)|σ <∞.

Then the series

F (x) =
∑′

ν̂

λτ (ν̂)f(ν̂)Φ(|ν̂|x),

extended over all integers ν̂ 6= 0 in Z, is absolutely convergent for almost all
x ∈ Rr+1

+ . For all x ∈ Rr+1
+ and all ε > 0, JεF (x) is absolutely convergent
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and

JεF (x) =
1

2πiR(U)

∑
m

∫
(σ)

Ψ(s− iE1(m− τ), . . . , s− iEr+1(m− τ))

×Ξ(s;λmf,U)
r+1∏
p=1

x−ep(s−iEp(m−τ))
p

× exp
{
ε

r+1∑
p=1

e2
p(s− iEp(m− τ))2

}
ds,

where series and integrals on the right also converge absolutely. Here m
ranges over Zr, the integration is along the vertical line Re s = σ, and Ψ is
the Mellin transform of Φ:

Ψ(s1, . . . , sr+1) = 2r2
∫

Rr+1
+

Φ(u)
r+1∏
p=1

uepsp−1
p du.

P r o o f. Apart from the trivial extension to ideal numbers, this is a spe-
cial case of [10, Theorem 2.2].

The second version deals with the case of a given function Ψ which is
not necessarily representable as a Mellin transform.

Lemma 3.2. Let σ ∈ R be such that
∑′

(ν̂)U

|f(ν̂)|
|N(ν̂)|σ <∞.

Let the complex-valued function Ψ(s1, . . . , sr+1) be defined and continuous
on the (r + 1)-space given by sp = σ + itp, tp ∈ R (p = 1, . . . , r + 1), and
suppose that

|Ψ(s1, . . . , sr+1)| ≤ κ1 exp
(
κ2

r+1∑
p=1

|tp|
)

with κ1, κ2 > 0 independent of t1, . . . , tr+1. Then, for u, x ∈ Rr+1
+ and ε > 0,

the integral

Φ̃ε(u) = (2πi)−(r+1)
∫

(σ)

. . .
∫

(σ)

Ψ(s1, . . . , sr+1)

×
r+1∏
p=1

u−epspp · exp
{
ε

r+1∑
p=1

e2
ps

2
p

}
ds1 . . . dsr+1
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and the series

G(x, ε, τ) =
1

2πiR(U)

∑
m

∫
(σ)

Ψ(s− iE1(m− τ), . . . , s− iEr+1(m− τ))

×Ξ(s;λmf,U)
r+1∏
p=1

x−ep(s−iEp(m−τ))
p

× exp
{
ε

r+1∑
p=1

e2
p(s− iEp(m− τ))2

}
ds

are absolutely convergent. For those x and ε for which the series

F (x, ε, τ) =
∑′

ν̂

λτ (ν̂)f(ν̂)Φ̃ε(|ν̂|x)

is also absolutely convergent , we have the equality F (x, ε, τ) = G(x, ε, τ).

P r o o f. We first prove that

G0(x, ε, τ) =
1

2πiR(U)

∑
m

∫
(σ)

Ψ(s− iE1(m− τ), . . . , s− iEr+1(m− τ))

×
r+1∏
p=1

x−ep(s−iEp(m−τ))
p · exp

{
ε

r+1∑
p=1

e2
p(s− iEp(m− τ))2

}
ds

equals

F0(x, ε, τ) =
∑

η∈U
λτ (η)Φ̃ε(|η|x)

whenever the last series converges absolutely. To this end we keep x and ε
fixed and regard τ as variable. Using the estimate [10, (1.6)]

r+1∑
p=1

e2
p(t− Ep(τ))2 ≥ κ3

(
t2 +

r∑
q=1

τ2
q

)
,

we find that G0 is absolutely convergent, and that the convergence is uniform
with respect to τ in any bounded set. Hence G0 represents a continuous
function of τ which clearly is periodic with period 1 in each τq.

On the other hand, the same calculations as in the proof of [10, Theo-
rem 2.1] show that F0 is in fact the Fourier expansion of G0 with respect to
τ ; note that

λτ (η) = exp(2πi(l1τ1 + . . .+ lrτr)) if η = ηl11 . . . ηlrr , lq ∈ Z.
Thus absolute convergence of F0 implies F0 = G0.
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Now, if the series F is absolutely convergent, it can be rearranged to

F (x, ε, τ) =
∑′

(ν̂)U

λτ (ν̂)f(ν̂)F0(|ν̂|x, ε, τ)

with all the inner F0’s converging absolutely as well. To complete the proof,
we replace the F0’s by the corresponding G0’s and move the summation
with respect to (ν̂)U under the integral sign, as we may by absolute conver-
gence.

The above results also hold for r = 0 if we then put U = {1}, R(U) = 1,
τ = 0, E1(0) = 0, and keep in the sum over m only the term with m = 0;
cf. [10, Sect. 2].

In this sense, the following computations will always include the case
r = 0.

4. The generating Dirichlet series. Let U be any unit group as spec-
ified in Section 3, and let λm, m ∈ Zr, be a corresponding Grössencharacter
according to (3.2). Then, given a system (Kj) = (K1, . . . ,Kk) of ideal classes,
we consider the analytic function defined for Re s > 1 by

Zk(s;λm, (Kj)) =
1

R(U)

∑′

(ν̂)U

λm(ν̂)dk(ν̂; (Kj))
|N(ν̂)|s ,

the summation being over a complete set of non-zero integers ν̂ ∈ Z which
are not associated with respect to U . Remember that dk(ν̂; (Kj)) :=
dk((ν̂); (Kj)) = 0 unless ν̂ ∈ K1 . . .Kk.

Lemma 4.1. Zk(s;λm, (Kj)) is an entire function, except for m = 0 when
its only singularity in C is a k-fold pole at s = 1 such that

lim
s→1

(s− 1)kZk(s; 1, (Kj)) =
(

2r1(2π)r2√
|d|

)k(
R

w

)k−1

.

We have the functional equation

(4.1) Zk(s;λm, (Kj))

=
( |d|

4r2πn

)k/2 r+1∏
p=1

(
epπ

|δ̂(p)|

)epk(s−iEp(m))

×
r+1∏
p=1

(
Γ
( ep

2 (1− s+ iEp(m))
)

Γ
( ep

2 (s− iEp(m))
)
)k
· Zk(1− s;λ−m, (K′j)),

in which (δ̂) = d is the different of K, and the class K′j is determined by

Kj · K′j = K(δ̂) (j = 1, . . . , k).
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P r o o f. We assume first that λm(η) = 1 for every unit η ∈ E . Then,
collecting associated numbers and using (3.1), we find that

(4.2) Zk(s;λm, (Kj)) =
w

R

k∏

j=1

ζ(s;λm,Kj),

where ζ(s;λm,Kj) is Hecke’s zeta function:

ζ(s;λm,K) =
∑′

(µ̂)∈K

λm(µ̂)
|N(µ̂)|s (Re s > 1),

summed over all integral ideals (µ̂) 6= (0) in the class K. According to
Hecke [3] (see also Landau [6, Sect. 13]), ζ(s;λm,K) is holomorphic through-
out C, except that for m = 0 it has a simple pole at s = 1 with residue

2r1(2π)r2R√
|d|w .

There is a functional equation which can be put in the form

ξ(s;λm,K) = λm(δ̂)ξ(1− s;λ−m,K′),
where

ξ(s;λm,K) = γ(λm)Γ (s;λm)Asζ(s;λm,K),

A = 2−r2π−n/2|d|1/2, γ(λm) =
r+1∏
p=1

eiepEp(m)/2
p ,

Γ (s;λm) =
r+1∏
p=1

Γ

(
ep
2

(s− iEp(m))
)
, and K · K′ = K(δ̂).

Now (4.1) follows after a simple calculation using |N(δ̂)| = |d|. On the
other hand, the assertion holds trivially if λm(η) 6= 1 for some η ∈ E , since
then Zk(s;λm, (Kj)) = 0 identically.

Estimating ζ(s;λm,K) by means of the Phragmén–Lindelöf principle, as
demonstrated by Rademacher [8, Sect. 8] in a very similar case, and inserting
in (4.2), we get

Lemma 4.2. Let 0 < % ≤ 1/2, σ = Re s, t = Im s. Then

Zk(s;λm, (Kj))�
r+1∏
p=1

(1 + |t− Ep(m)|)epk(1+%−σ)/2

if −% ≤ σ ≤ 1 + % and |s− 1| ≥ 1/4, the �-constant depending only on K,
k, and %.
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5. Asymptotic evaluation of integrals. We investigate the behaviour
of

(5.1) Iε(B;ψ) =
1

2πi

∫
(σ)

ψ(s)B−seεs
2
ds (σ > 0)

for B > 0 and ε > 0, when the analytic function ψ is subject to certain
conditions (which guarantee in particular that the value of the integral is
independent of σ > 0).

This involves a fairly lengthy application of the saddle-point method.
Fortunately we can, after a suitable change of variables, take most of the
computations without alteration from [9], where a special case is studied.

Lemma 5.1. Let ψ(s) be holomorphic on

D = {s ∈ C : s 6= 0, |arg s| ≤ 3π/4}
and suppose that

(5.2) ψ(s) = ψ(s)

for s ∈ D. Suppose further that there are real constants c, α, β, γ, δ with
α > 0, γ > 0, β ≥ 0 such that

(5.3) ψ(s)

= ceiδ exp
(
αs(log (s/γ)− 1− πi/2) + (β − 1) log s

) ·
{

1 +O

(
1

t+ 1

)}

for s ∈ D with t = Im s ≥ 0 and sufficiently large |s|. Then

Iε(B;ψ) = c

√
2
πα

e−εb
2
bβ−1/2 cos

(
αb− π

2
β +

π

4
− δ
)

(5.4)

+O(e−εb
2/2bβ−1) +O(bβe− log2(αb/2))

for b := γB1/α ≥ 2/α and 0 < ε ≤ α2/8. The O-constants are independent
of B and ε.

P r o o f. We may assume that (5.3) holds uniformly in the region s ∈ D,
t ≥ 0, |s| ≥ (2α)−1. The substitution s→ bs yields

Iε(B;ψ) = bβ · 1
2πi

∫
(σ)

H(s) ds (σ > 0),

where

H(s) = b−(β−1)ψ(bs)B−bseεb
2s2 .
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By (5.3) we have

H(s) = ceiδ exp
(
αbs(log s− 1− πi/2) + (β − 1) log s+ εb2s2)

×
{

1 +O

(
1

bt+ 1

)}

= ceiδ exp
(
2b0s(log s− 1− πi/2) + (β − 1) log s+ ε0b

2
0s

2)

×
{

1 +O

(
1

b0t+ 1

)}

if b0 = αb/2 and ε0 = (2/α)2ε, valid in the region s ∈ D, t ≥ 0, |s| ≥
(2αb)−1 = (4b0)−1. But, apart from the constant factor ceiδ, this is for-
mula (9) of [9]. Evidently, the calculations leading to the proof of [9, Hilfs-
satz 3] apply to any function H(s) satisfying this asymptotic relation.

Hence, if we define the contours W1, W2, W3, and W as in [9] and use
(5.2), we get

Iε(B;ψ) = bβ · 1
2πi

∫
W

H(s) ds =
1
π
bβ · Im

( ∫
W1

+
∫
W2

+
∫
W3

)
H(s) ds

and( ∫
W1

+
∫
W2

+
∫
W3

)
H(s) ds = ceiδ

√
πe−ε0b

2
0b
−1/2
0 e−i(2b0−πβ/2−π/4)

+O(e−ε0b
2
0/2b−1

0 ) +O(e− log2 b0),

provided b0 ≥ 1 and 0 < ε0 ≤ 1/2. The assertion follows.

For small values of B we have

Lemma 5.2. In addition to the assumptions of Lemma 5.1, suppose that
ψ is holomorphic and single-valued on

D0 = D ∪ {s ∈ C : Re s ≥ −%0} (%0 > 0)

with the possible exception of singularities at the points s1, . . . , sl lying in
the real interval −%0 < sj ≤ 0 (j = 1, . . . , l). Then, if B1 > 0 and ε1 > 0
are arbitrary but fixed ,

Iε(B;ψ) =
l∑

j=1

Res
s=sj

(ψ(s)B−seεs
2
) +O(B%0)

uniformly for 0 < B ≤ B1 and 0 < ε ≤ ε1.

P r o o f. We proceed as in the proof of [9, Hilfssatz 4] (incidentally putting
right some mixed-up plus and minus signs on page 391, line 2, of [9]).

We replace in (5.1) the line of integration by the boundary of D0, taking
account of the residues at s1, . . . , sl. The contribution of the straight line
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from (−1− i)%0 to (−1 + i)%0 is clearly � B%0 . On the line

C : s = (−1 + i)% =
√

2e3πi/4% (% ≥ %0)

we have Re s2 = 0 and

Re(αs(log(s/γ)− 1− πi/2)) = −α%(log %+ log(
√

2/γ)− 1 + π/4).

Hence, by (5.3) (which we may assume to hold throughout C),
∫
C
ψ(s)B−seεs

2
ds�

∞∫
%0

e−α% log %+κ%+(β−1) log % (B/B1)% d%,

where κ > 0 is independent of %, B, and ε. If B/B1 ≤ 1, the last integral is
� B%0 . By (5.2), an analogous result holds in the lower half-plane. So the
lemma is proved.

The special case we are interested in at present is dealt with in

Lemma 5.3. Let

ψ(s) =
1
s

(
Γ ((s+ a)/2)
Γ (−s/2)

)k
,

where a ≥ 0. Then, for B > 0, 0 < ε ≤ k2/8, and any κ > 0,

Iε(B;ψ) =
1√
kπ
e−4εB2/k

B(ak−1)/(2k) cos
(

2kB1/k + (2− a)
kπ

4
+
π

4

)

+O(e−2εB2/k
B(ak−2)/(2k)) +O((B + 1)−κ).

The O-constants depend only on k, a, and κ.

P r o o f. Let |s| ≥ 1, |arg s| ≤ 3π/4, and t = Im s ≥ 0. Then

logΓ ((s+ a)/2) =
1
2

(s+ a− 1) log
s

2
− s

2
+ log

√
2π +O

(
1
|s|
)

by Stirling’s formula (cf. also [9, p. 385 et seq.]), and

sin
πs

2
=
i

2
e−πis/2

{
1 +O

(
1

t+ 1

)}
.

It follows that

ψ(s) =
1
s

(
− 1
π
Γ

(
s+ a

2

)
Γ

(
s+ 2

2

)
sin

πs

2

)k

= 2−ak/2e−kπi/2 exp
(
ks

(
log

s

2
− 1− πi

2

)
+
(
ak

2
− 1
)

log s
)

×
{

1 +O

(
1

t+ 1

)}
.
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Thus, application of Lemma 5.1 with c = 2−ak/2, α = k, β = ak/2,
γ = 2, δ = −kπ/2, and b = 2B1/k proves the assertion when B ≥ k−k, since
the second O-term in (5.4) is clearly � (B + 1)−κ.

On the other hand, ψ(s) is holomorphic for Re s > −a if a > 0, and is
holomorphic for Re s > −2 except for a single pole at s = 0 if a = 0. So, in
both cases, Lemma 5.2 shows that Iε(B;ψ) is bounded for 0 < B ≤ k−k. In
that range, the assertion therefore holds trivially.

6. Series estimations. As before, let (Kj) = (K1, . . . ,Kk) be a system
of ideal classes.

Lemma 6.1. Let {1, 2, . . . , r+1} = T1∪T2, T1∩T2 = ∅, and let 0 ≤ yp ≤ 1
for p ∈ T1. With the functions Φp : R+ → R+ given by

Φp(u) =
{
e−u

2/k
u−epyp if p ∈ T1,

(u+ 1)−ep u−ep if p ∈ T2,

let

S(x) =
∑′

ν̂

dk(ν̂; (Kj))
r+1∏
p=1

Φp(|ν̂(p)|xp)

for x ∈ Rr+1
+ , the sum being taken over all integers ν̂ 6= 0 in Z (or , equiva-

lently , in K1 . . .Kk). Then, for any δ with 0 < δ < 1,

S(x)� X−1−δ,

where the �-constant depends only on K, k, and δ.

P r o o f. We apply Lemma 3.1. The Mellin transform in question is

Ψ(s1, . . . , sr+1) = 2r2
r+1∏
p=1

Ψp(sp),

where

Ψp(s) =
∞∫

0

e−u
2/k
uep(s−yp)−1 du

=
k

2
Γ

(
epk

2
(s− yp)

)
if p ∈ T1, Re s > yp,

and

Ψp(s) =
∞∫

0

(u+ 1)−ep uep(s−1)−1 du

= Γ (ep(s− 1))Γ (ep(2− s)) if p ∈ T2, 1 < Re s < 2.
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Hence Lemma 3.1 tells us that

JεS(x) =
2r2

2πi

∑
m

∫
(σ)

r+1∏
p=1

Ψp(s− iEp(m)) · Zk(s;λm, (Kj))(6.1)

×
r+1∏
p=1

x−ep(s−iEp(m))
p · exp

{
ε

r+1∑
p=1

e2
p(s− iEp(m))2

}
ds

for 1 < σ < 2 and ε > 0, and that S(x) converges for almost all x ∈ Rr+1
+ .

But, since the Φp’s are decreasing, this implies already that S(x) is uniformly
convergent on every compact subset of Rr+1

+ . Hence S : Rr+1
+ → R+ is

continuous, and thus limε→0+ JεS(x) = S(x) by Lemma 2.1.
On the other hand, as a consequence of

Γ (s)� e−π|t|/2|t|σ−1/2 � e−|t| (s = σ + it)

(see for example [6, Satz 160]), we have

(6.2) Ψp(s)� e−ep|t| (p = 1, . . . , r + 1)

uniformly in any region σ1 ≤ σ ≤ σ2, |t| ≥ 1. Further (cf. [10, p. 50]),

(6.3)
r+1∑
p=1

ep|t− Ep(m)| ≥ κ
(
|t|+

r∑
q=1

|mq|
)
,

where κ > 0 depends only on the basis η1, . . . , ηr of U underlying the defi-
nition of the numbers Ep(m). It follows that the right-hand side of (6.1) is
absolutely convergent also for ε = 0; hence

(6.4) S(x) =
2r2

2πi

∑
m

∫
(σ)

r+1∏
p=1

Ψp(s− iEp(m)) · Zk(s;λm, (Kj))

×
r+1∏
p=1

x−ep(s−iEp(m))
p ds

for 1 < σ < 2, and the choice σ = 1 + δ yields the assertion.

Lemma 6.2. In the notation of Lemma 6.1, suppose that T2 = ∅ and
0 ≤ yp ≤ 3/4 for p = 1, . . . , r + 1. Then

S(x)� X−1(|logX|+ 1)k−1 for all x ∈ Rr+1
+

and
S(x)� X−1|logX|k−1 if X ≤ c1,

where the positive constant c1 ≤ 1/2, as well as the constants implied by the
symbols � and �, depends only on K and k.

P r o o f. The case X ≥ 1 being covered by Lemma 6.1, we assume X < 1.
In view of (6.2), (6.3), and Lemma 4.2, we may move in (6.4) the path of
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integration to the line Re s = 4/5, if we take account of the k-fold pole
at s = 1 occurring for m = 0. The sum of the integrals along the new
path is � X−4/5, and the residue at s = 1 has the form X−1Q(− logX),
where Q is a polynomial of degree k − 1 which depends on K, k, (Kj), and
— continuously — on the yp’s, and has positive leading coefficient. The
assertion is now immediate.

Lemma 6.3. Let {1, . . . , r+ 1} = M1 ∪M2 ∪M3 be a partition of {1, . . . ,
r + 1} into three (possibly empty) subsets. For x ∈ Rr+1

+ and ε > 0, let

S∗k(x, ε; (Kj),M1,M2,M3) = X
∑′

ν̂

dk(ν̂; (Kj))

×
∏

p∈M1

{e−4ε|ν̂(p)xp|2/k |ν̂(p)xp|−(epk+1)/(2k)}

×
∏

p∈M2

{e−2ε|ν̂(p)xp|2/k |ν̂(p)xp|−(epk+2)/(2k)}

×
∏

p∈M3

{(|ν̂(p)xp|+ 1)−ep |ν̂(p)xp|−ep}.

Then, provided M2 ∪M3 6= ∅,
S∗k(x, ε; (Kj),M1,M2,M3)� (εnk/2X)−δε−(nk−r−2)/4

for 0 < ε ≤ 1 and any δ with 0 < δ < 1. The �-constant depends only on
K, k, and δ.

P r o o f. The series can be reduced to the one dealt with in Lemma 6.1
by putting T1 = M1 ∪M2, T2 = M3, and

yp = (epk + l)/(2epk) if p ∈Ml (l = 1, 2).

Let

a =
k

2

∑

p∈T1

epyp, b =
k

2

∑

p∈T1

ep;

then

S∗k(x, ε; (Kj),M1,M2,M3) =
∏

p∈M1

4(epk+1)/4 ·
∏

p∈M2

2(epk+2)/4 · εaXS(x̃),

where

x̃p =





(4ε)k/2xp if p ∈M1,
(2ε)k/2xp if p ∈M2,
xp if p ∈M3.

By Lemma 6.1,

S(x̃)� X̃−1−δ � (εbX)−1−δ,
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hence
S∗k(x, ε; (Kj),M1,M2,M3)� (εbX)−δε−(b−a),

and the assertion follows since b ≤ nk/2 and

4(b− a) = nk − r − 1− |M2| −
∑

p∈M3

(epk − 1).

Lemma 6.4. For x ∈ Rr+1
+ and ε > 0, let

S∗k(x, ε; (Kj)) = X
∑′

ν̂

dk(ν̂; (Kj))
r+1∏
p=1

{e−4ε|ν̂(p)xp|2/k |ν̂(p)xp|−(epk+1)/(2k)}.

Then
S∗k(x, ε; (Kj))� ε−(nk−r−1)/4(|log(εnk/2X)|+ 1)k−1,

and , if εnk/2X ≤ c2, also

S∗k(x, ε; (Kj))� ε−(nk−r−1)/4|log(εnk/2X)|k−1.

The constant c2, 0 < c2 ≤ 1/2, and the constants implied by the symbols �
and � depend only on K and k.

P r o o f. Again, the assertion follows as a consequence of

S∗k(x, ε; (Kj)) =
r+1∏
p=1

(4ε)(epk+1)/4 ·XS((4ε)k/2x),

where S is the series considered in Lemma 6.2 with

yp = (epk + 1)/(2epk) ≤ 3/4 (p = 1, . . . , r + 1).

7. A Voronŏı-type equation. Once we have introduced ideal numbers,
there is no advantage in restricting ourselves to the principal class; so we
extend our earlier definition of Dk(x; (Kj)) to arbitrary systems (Kj) =
(K1, . . . ,Kk) of classes by setting

(7.1) Dk(x; (Kj)) =
∑′

|ν̂(p)|≤xp
dk(ν̂; (Kj)),

where the sum is over all ideal integers ν̂ 6= 0 in the region |ν̂(p)| ≤ xp
(p = 1, . . . , r + 1).

The main term in the asymptotic expansion of Dk(x; (Kj)) will turn out
to be
(7.2) Mk(x; (Kj)) = Res

s=1
(s−(r+1)Zk(s; 1, (Kj))Xs),

which, by Lemma 4.1, is of the form

Mk(x; (Kj)) =
1

(k − 1)!

(
2r1(2π)r2√
|d|

)k(
R

w

)k−1

XPk(logX; (Kj))

with a monic polynomial Pk(·; (Kj)) of degree k − 1.
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We shall now establish an equation connecting the remainder

∆k(x; (Kj)) = Dk(x; (Kj))−Mk(x; (Kj))

with an infinite series, analogous to the Voronŏı summation formula.

Lemma 7.1. For x ∈ Rr+1
+ and ε > 0, let

Sk(x, ε; (Kj)) =
( −1√

kπ

)r+1(4r2πn

|d|
)k/2

X
∑′

ν̂

dk(ν̂; (K′j))

×
r+1∏
p=1

{
e−4ε(Cp|ν̂(p)|xp)2/k

(Cp|ν̂(p)|xp)−(epk+1)/(2k)

× cos
(

2k(Cp|ν̂(p)|xp)1/k + (2− ep)kπ4 +
π

4

)}
,

where (K′j) is the system of classes

K′j = K−1
j · K(δ̂) (j = 1, . . . , k),

and
Cp = (epπ/|δ̂(p)|)k (p = 1, . . . , r + 1),

δ̂ ∈ Z being chosen such that (δ̂) = d is the different of K. The series is
absolutely convergent. For x ∈ Rr+1

+ , 0 < ε ≤ 1/2, and 0 < δ < 1, the
following equality holds:
Jε∆k(x; (Kj)) = Sk(x, ε; (Kj)) +O((εnk/2X)−δε−(nk−r−2)/4) +O(1).

The O-constants depend only on K, k, and δ.

P r o o f. We apply Lemma 3.1. As long as the general requirements of
Section 3 are met, the particular choice of the group U is immaterial. For Φ
we take the characteristic function of the unit cube (0, 1]r+1; then

Dk(x; (Kj)) =
∑′

ν̂

dk(ν̂; (Kj))Φ(|ν̂|x−1),

where x−1 := (x−1
1 , . . . , x−1

r+1). The Mellin transform of Φ, for Re sp > 0, is
Ψ(s1, . . . , sr+1) = (s1 . . . sr+1)−1.

Thus, by Lemma 3.1 with τ = 0 and x−1 in place of x, we have for σ > 1,

JεDk(x; (Kj)) =
1

2πi

∑
m

∫
(σ)

r+1∏
p=1

1
s− iEp(m)

· Zk(s;λm, (Kj))

×
r+1∏
p=1

xep(s−iEp(m))
p · exp

{
ε

r+1∑
p=1

e2
p(s− iEp(m))2

}
ds.

If m 6= 0, the integrand is an entire function: the poles of∏r+1
p=1(s− iEp(m))−1 are cancelled by trivial zeros of Zk which are exhibited
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in the functional equation (4.1). (The situation changes completely if the
terms in the sum (7.1) are weighted by a sign character or even a genuine
Grössencharacter: the trivial zeros are then no longer located in the right
places, and an infinity of unpleasant residues occurs.)

Now let m = 0. Then the integrand is holomorphic everywhere except at
s = 1 and possibly at s = 0. The residue at s = 1 can, by Lemma 2.4, be put
in the form JεMk(x; (Kj)) with Mk given by (7.2). As is easily concluded
from (4.1), Zk(s; 1, (Kj)) has a zero of order rk (i.e., no zero if r = 0) at
s = 0. Hence the point s = 0 is a simple pole for the integrand if r = 0, and
a regular point otherwise. In any case, the contribution of s = 0 is � 1.

In view of Lemma 4.2, we may now move the path of integration to the
left, across the critical strip, to the line Re s = −σ, where σ > 0. Since Jε
is a linear operator, it follows that

Jε∆k(x; (Kj)) +O(1) =
1

2πi

∑
m

∫
(−σ)

r+1∏
p=1

1
s− iEp(m)

· Zk(s;λm, (Kj))

×
r+1∏
p=1

xep(s−iEp(m))
p · exp

{
ε

r+1∑
p=1

e2
p(s− iEp(m))2

}
ds.

Here we apply the functional equation (4.1) and make the change of variables
s→ −s, m→ −m. Then the right-hand side becomes
( |d|

4r2πn

)k/2 1
2πi

∑
m

∫
(σ)

r+1∏
p=1

{ −1
s− iEp(m)

(
Γ
( ep

2 (1 + s− iEp(m))
)

Γ
(− ep

2 (s− iEp(m))
)
)k}

× Zk(1 + s;λm, (K′j))
r+1∏
p=1

(Cpxp)−ep(s−iEp(m))

× exp
{
ε

r+1∑
p=1

e2
p(s− iEp(m))2

}
ds.

In the next step we employ the summation formula once more, this time
in the version of Lemma 3.2, in order to get back a sum over numbers. In
the notation of Lemma 3.2, we put

f(ν̂) = dk(ν̂; (K′j))/|N(ν̂)| and Ψ(s1, . . . , sr+1) = 2r2
r+1∏
p=1

ψp(epsp)

with

ψp(s) =
1
s

(
Γ ((s+ ep)/2)
Γ (−s/2)

)k
(p = 1, . . . , r + 1).
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Then

Φ̃ε(u) =
r+1∏
p=1

{
ep
2πi

∫
(σ)

ψp(eps)u−epsp eεe
2
ps

2
ds

}
=

r+1∏
p=1

Iε(up;ψp),

where Iε is the integral defined by (5.1). Hence, by Lemma 3.2,

Jε∆k(x; (Kj)) +O(1)

= (−1)r+1
( |d|

4r2πn

)k/2∑′

ν̂

dk(ν̂; (K′j))
|N(ν̂)|

r+1∏
p=1

Iε(Cp|ν̂(p)|xp;ψp),

provided that the series is absolutely convergent, which we will prove now.
By Lemma 5.3, applied with a = κ = ep, we have for B > 0 and 0 < ε ≤ 1/2,

B−epIε(B;ψp) =
1√
kπ
e−4εB2/k

B−(epk+1)/(2k)

× cos
(

2kB1/k + (2− ep)kπ4 +
π

4

)

+O(e−2εB2/k
B−(epk+2)/(2k)) +O((B + 1)−epB−ep).

Inserting this and multiplying, and observing that
r+1∏
p=1

Cepp = (4r2πn/|d|)k,

we obtain

Jε∆k(x; (Kj)) = Sk(x, ε; (Kj))+O(1)+O
(∑

S∗k(x′, ε; (K′j),M1,M2,M3)
)
,

where the sum
∑

is over all partitions of {1, . . . , r + 1} into three subsets
M1, M2, M3 such that M2 ∪M3 6= ∅. The series S∗k are those considered
in Lemma 6.3, taken at the point x′ = (C1x1, . . . , Cr+1xr+1). Hence, the
second O-term is

� (εnk/2X)−δε−(nk−r−2)/4.

Finally, Sk(x, ε; (Kj)) is majorized by a constant multiple of S∗k(x′, ε; (K′j))
and thus, by Lemma 6.4, absolutely convergent.

It also follows that

(7.3) Sk(x, ε; (Kj))� ε−(nk−r−1)/4(|log(εnk/2X)|+ 1)k−1;

we shall use this inequality in the next section.
Further, as an immediate consequence of (1.5), there is a corresponding

Voronŏı formula for ∆k(x), namely

(7.4) Jε∆k(x) = Sk(x, ε) +O((εnk/2X)−δε−(nk−r−2)/4) +O(1),
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valid under the same conditions. Here Sk(x, ε) is defined like Sk(x, ε; (Kj)),
with dk(ν̂; (K′j)) replaced by dk(ν̂) = dk((ν̂)) and the summation restricted

to the integers ν̂ 6= 0 in the class K(δ̂k).

8. Proof of Theorem 1. By Lemma 7.1 (with δ = (2nk)−1) and (7.3),
we have for x ∈ Rr+1

+ and 0 < ε ≤ 1/2,

(8.1) Jε∆k(x; (Kj))� ε−(nk−r−1)/4{(|logX|+ |log ε|)k−1 +X−1/(2nk)}.
We now choose

α(X) = (X + 1)1−2/(nk−r+1){(|logX|+ 1)k−1 +X−1/(2nk)},
β(X) = X(|logX|+ 1)k−1,

ε(X) = 1
2 (X + 1)−4/(nk−r+1).

Then α and β are moderately growing functions, and

xp
∂

∂xp
Mk(x; (Kj)) = epAkX{Pk(logX; (Kj)) + P ′k(logX; (Kj))}

� β(X) for p = 1, . . . , r + 1.

Moreover,
√
ε(X)β(X) � α(X), and the right-hand side of (8.1), when

taken at ε = ε(X), is � α(X), too. Hence, by Lemma 2.2,

∆k(x; (Kj))� α(X),

and, by (1.5), the same holds for ∆k(x). For X ≥ 2, the assertion follows.

9. Proof of Theorem 2. In the remaining sections, c3, . . . , c32 denote
positive constants which, as well as all constants implied by the symbols �
and �, depend only on K and k. With (K′j) defined as in Lemma 7.1, let
M denote the set of integers ν̂ 6= 0 in K′1 . . .K

′
k such that dk(ν̂; (K′j)) 6= 0.

We fix a number µ̂ ∈M such that |N(µ̂)| is minimal and divideM into the
subsets

M′ = {ν̂ ∈M : |ν̂(p)| = |µ̂(p)| for p = 1, . . . , n}
and M′′ = M\M′. Accordingly, we split Sk(x, ε; (Kj)) into the part S′

corresponding to ν̂ ∈M′ and the remainder S′′:

Sk(x, ε; (Kj)) = S′ + S′′.

We will choose x and ε in such a way as to make S′ the dominating part.
By the inequality between arithmetic and geometric means, for ν̂ ∈ M we
have

r+1∑
p=1

ep

( |ν̂(p)|
|µ̂(p)|

)2/k

=
n∑
p=1

( |ν̂(p)|
|µ̂(p)|

)2/k

≥ n
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with equality only for ν̂ ∈M′. Hence, say,

(9.1)
r+1∑
p=1

ep

( |ν̂(p)|
|µ̂(p)|

)2/k

≥ n(1 + 2c3)2 for ν̂ ∈M′′,

since the values of the left-hand side, for ν̂ ∈ M, form a discrete subset of
R+ which itself depends only on k, M, and the choice of µ̂.

Now, for t ≥ 2, consider x = (x1, . . . , xr+1) with

xp =
e
k/2
p

Cp|µ̂(p)| (t+ ϑp)k, where 0 ≤ ϑp ≤ 2 (p = 1, . . . , r + 1),

and

ε = T/t2, where T ≥ 2;

the ϑp’s and T will be chosen later. Then

(9.2) c4t
k ≤ xp ≤ c5tk (p = 1, . . . , r + 1)

and, if t ≥ 2/c3,

(9.3) 4ε
r+1∑
p=1

(Cp|ν̂(p)|xp)2/k ≤ 4nT (1 + c3)2 =: c6T for ν̂ ∈M′,

whereas for ν̂ ∈M′′ (9.1) yields

Y := 4ε
r+1∑
p=1

(Cp|ν̂(p)|xp)2/k ≥ 4nT (1 + 2c3)2 =:
c6 + c7
1− 4c7

T,

say, so that

Y ≥ (c6 + c7)T + 4c7Y.

Hence

S′′ � e−(c6+c7)TX
∑

ν̂∈M
dk(ν̂; (K′j))

×
r+1∏
p=1

{e−4c7ε(Cp|ν̂(p)|xp)2/k
(Cp|ν̂(p)|xp)−(epk+1)/(2k)}

� e−(c6+c7)TS∗k(x′, c7ε; (K′j)),

where x′ = (C1x1, . . . , Cr+1xr+1). Thus, by Lemma 6.4 and (9.2),

S′′ � e−(c6+c7)TX(nk−r−1)/(2nk).

Now let ξ ∈ {−1,+1} be fixed. As ϑ1, . . . , ϑr+1 run independently
through [0, 2], the values of each term

2k(Cp|µ̂(p)|xp)1/k = 2k
√
ep(t+ ϑp)
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cover an interval of length > 2π. Thus, given t, we can always find ϑp’s such
that

(−1)r+1
r+1∏
p=1

cos
(

2k(Cp|µ̂(p)|xp)1/k + (2− ep)kπ4 +
π

4

)
= ξ,

hence

ξS′ � X

r+1∏
p=1

{e−4ε(Cp|µ̂(p)|xp)2/k
(Cp|µ̂(p)|xp)−(epk+1)/(2k)}

� e−c6TX(nk−r−1)/(2nk)

by (9.2) and (9.3), hence

ξSk(x, ε; (Kj)) ≥ e−c6T {c8 − c9e−c7T }X(nk−r−1)/(2nk).

We now choose T = c10 so large that c8− c9e−c7T > 0. Then application
of Lemma 7.1 with δ = 1/2 yields the following result: There exist x ∈ R+

and ε > 0 such that X is arbitrarily large,

c11X
−2/(nk) ≤ ε ≤ c12X

−2/(nk),

and
ξJε∆k(x; (Kj)) ≥ c13X

(nk−r−1)/(2nk).

From this, the assertion in the case of ∆k(x; (Kj)) follows by Lemma 2.3.
The proof for ∆k(x), based on (7.4), is virtually the same.

10. Proof of Theorem 3. We use Diophantine approximation to find
values of x such that many terms of Sk(x, ε; (Kj)) have the same sign.

Throughout, it is assumed that either k 6≡ 1 (mod 4) or r1 = 0 or both.
We introduce a new parameter λ ≥ 1 and divide the set M defined in the
previous section into

M′λ = {ν̂ ∈M : (Cp|ν̂(p)|)2/k ≤ λ for p = 1, . . . , r + 1}
and M′′λ =M\M′λ. Moreover, we put

V = r1

[
k − 2

4

]
+ r2.

Lemma 10.1. For every λ ≥ 1, there is a real number t > 0 such that

(10.1) c14λ
nk/2 ≤ log t ≤ 2c14λ

nk/2

and

(−1)V+r+1
r+1∏
p=1

cos
(

2k(Cp|ν̂(p)|)1/kt+ (2− ep)kπ4 +
π

4

)
≥ c15

for all ν̂ ∈M′λ.
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P r o o f. Owing to the lattice structure carried by the integers of K′1 . . .K
′
k,

we have |M′λ| ≤ c16λ
nk/2. Hence, by Dirichlet’s approximation theorem [5,

Satz 462], there is a number t in the interval

100(r+1)c16λ
nk/2 ≤ t ≤ 1002(r+1)c16λ

nk/2

such that∥∥∥∥
k

π
(Cp|ν̂(p)|)1/kt

∥∥∥∥ ≤
1

100
for ν̂ ∈M′λ and p = 1, . . . , r + 1,

‖u‖ denoting the distance of u ∈ R from the nearest rational integer. Hence

cos
(

2k(Cp|ν̂(p)|)1/kt+ (2− ep)kπ4 +
π

4

)

= cos
(

(2− ep)kπ4 +
π

4
± 2π

∥∥∥∥
k

π
(Cp|ν̂(p)|)1/kt

∥∥∥∥
)

differs from

cos
(

(2− ep)kπ4 +
π

4

)

by at most 2π/100 in absolute value. Now

(−1)[(l+2)/4] cos
(
l + 1

4
π

)
≥ 1

2

√
2 for l ∈ Z, l 6≡ 1 (mod 4),

and our above assumptions guarantee that

(2− ep)k 6≡ 1 (mod 4) for p = 1, . . . , r + 1.

Hence

(−1)[((2−ep)k+2)/4] cos
(

2k(Cp|ν̂(p)|)1/kt+ (2− ep)kπ4 +
π

4

)

≥ 1
2

√
2− 2π

100
>

1
2

for ν̂ ∈M′λ, p = 1, . . . , r + 1,

and the assertion follows since
r+1∑
p=1

[
(2− ep)k + 2

4

]
= r1

[
k + 2

4

]
≡ V + r + 1 (mod 2).

Lemma 10.2. There are x ∈ Rr+1
+ (even with x1 = x2 = . . . = xr+1) and

ε > 0 such that X is arbitrarily large,

(10.2) ε = c17(X logX)−2/(nk),

and
(−1)V Sk(x, ε; (Kj)) ≥ c18α0(X),

where
α0(X) = (X logX)(nk−r−1)/(2nk)(log logX)k−1.
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P r o o f. With t determined according to Lemma 10.1, let

x = (x1, . . . , xr+1) = (tk, . . . , tk),

x′ = (x′1, . . . , x
′
r+1) = (C1t

k, . . . , Cr+1t
k),

so that X = tnk, X ′ = c19X, and X,X ′ →∞ as λ→∞. Then

(−1)V Sk(x, ε; (Kj))

≥ c20X
(
c15

∑

ν̂∈M′
λ

−
∑

ν̂∈M′′
λ

)
dk(ν̂; (K′j))

×
r+1∏
p=1

{e−4ε|ν̂(p)x′p|2/k |ν̂(p)x′p|−(epk+1)/(2k)}

= c21X
′
(
c15

∑

ν̂∈M
−(1 + c15)

∑

ν̂∈M′′
λ

)
dk(ν̂; (K′j))

×
r+1∏
p=1

{e−4ε|ν̂(p)x′p|2/k |ν̂(p)x′p|−(epk+1)/(2k)}

≥ c21
(
c15S

∗
k(x′, ε; (K′j))− (1 + c15)e−ελt

2
S∗k(x′, ε/2; (K′j))

)

since

2ε
r+1∑
p=1

|ν̂(p)x′p|2/k > ελt2 for ν̂ ∈M′′λ.

Hence, by Lemma 6.4,

(−1)V Sk(x, ε; (Kj)) ≥ {c22 − c23e
−ελt2}ε−(nk−r−1)/4|log(εnk/2X)|k−1

provided εnk/2X ≤ c24 ≤ 1/2, hence

(10.3) (−1)V Sk(x, ε; (Kj)) ≥ c25ε
−(nk−r−1)/4|log(εnk/2X)|k−1

provided that also ελt2 ≥ c26, where c22 − c23e
−c26 > 0.

By (10.1),

(10.4) c27λ ≤ (logX)2/(nk) ≤ c28λ.

Now let ε be given by (10.2) with the constant c17 chosen as c17 := c26c28.
Then, if λ is sufficiently large,

εnk/2X = c
nk/2
17 (logX)−1 ≤ c24

and, by (10.4),

ελt2 = c17(logX)−2/(nk)λ ≥ c17/c28 = c26.
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Thus, all conditions for the validity of (10.3) are met, and substituting ε
from (10.2) yields

(−1)V Sk(x, ε; (Kj))

≥ c29(X logX)(nk−r−1)/(2nk)|log(c30 logX)|k−1 ≥ c18α0(X)

if X is large enough.

To complete the proof of Theorem 3 in the case of ∆k(x; (Kj)), we apply
Lemma 7.1 with δ = (2nk)−1. If x and ε are chosen according to Lemma 10.2,
and if X is sufficiently large, we obtain

(−1)V Jε∆k(x; (Kj)) ≥ c31α0(X).

Here the right-hand side may as well be replaced by c32α(X), where α(X) :=
α0(X+ 10), both functions having the same order of magnitude as X →∞.
However, α(X) has the advantage of being defined on the whole of R+, and
of being moderately growing. Hence Lemma 2.3 is applicable, yielding the
assertion.

The proof for ∆k(x) proceeds in the same manner, starting from (7.4).
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