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On the structure of the set of solutions of
a Volterra integral equation in a Banach space

by Krzysztof Czarnowski (Gdańsk)

Abstract. The set of solutions of a Volterra equation in a Banach space with a
Carathéodory kernel is proved to be an Rδ , in particular compact and connected. The
kernel is not assumed to be uniformly continuous with respect to the unknown function
and the characterization is given in terms of a B0-space of continuous functions on a
noncompact domain.

1. Preliminaries and main theorem. Given a metric space M , we
call a subset A ⊂M an Rδ-set if there is a decreasing sequence of compact
absolute retracts An ⊂M such that A =

⋂∞
n=1An. It was proved by Aron-

szajn [2] that instead of monotonicity of the sequence An it is equivalent
to assume that A ⊂ An for all n and An converges to A in the sense of
the Hausdorff metric. Using the theorem of Aronszajn it is possible to give
sufficient conditions for the zero set of a map to be an Rδ. For the Banach
space case see [7]; here we shall recall the B0-space version [3]. A theorem
of Vidossich ([9], Theorem 2.4) could also be used to prove Theorem (2) of
this paper (1).

Let E be a B0-space with topology induced by a sequence of seminorms
qn : E → R+, n ∈ N. Recall that E, metrized by

d(x, y) =
∞∑
n=1

qn(x− y)
2n(1 + qn(x− y))

, x, y ∈ E ,

is a complete metric space. We assume that the sequence qn is nondecreas-
ing, which does not restrict generality. Let h : Ω → E, Ω ⊂ E open, be
a continuous map and εn a sequence of positive reals tending to zero. A
sequence of continuous maps hn : Ω → E is an {εn}-approximation of h iff
qn(h(x)− hn(x)) ≤ εn for all n and x ∈ Ω. Let Un = {x ∈ E : qn(x) < 1}.
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(1) Lemma [3]. Let h : Ω → E be a continuous map such that

(1.1) if h(xn) → 0 then the sequence xn contains a convergent subse-
quence,

(1.2) there exists an {εn}-approximation hn : Ω → E of h such that
hn|h−1

n (εnUn) : h−1
n (εnUn)→ εnUn is a homeomorphism for each n.

Then the set h−1(0) is an Rδ.
In what follows X will denote a Banach space, ‖ · ‖ the norm in X and

γ a measure of noncompactness in X—either that of Kuratowski or the
ball (Hausdorff) measure of noncompactness (see [4, 5] for definitions and
properties).

Let f : R+ × R+ ×X → X satisfy the following assumptions:

(i) f is a Carathéodory map, i.e. the map

(t, x) 7→ f(s, t, x) : R+ ×X → X

is continuous for each s ∈ R+ and

s 7→ f(s, t, x) : R+ → X

is strongly measurable, in the Lebesgue sense, for each (t, x) ∈ R+ × X
(see [1] for the definition of strong measurability and its basic properties),

(ii) ‖f(s, t, x)‖ ≤ b(s)‖x‖ + c(s) for all (s, t, x) ∈ R+ × R+ ×X, where
b, c : R+ → R0 are locally integrable functions,

(iii) the uniform continuity on bounded sets of each section t 7→ f(s, t, x)
is uniform with respect to x, i.e. for any s ∈ R+, T ∈ R+ and ε > 0 there is a
positive δ such that ‖f(s, t, x)−f(s, t′, x)‖ < ε for all x ∈ X and t, t′ ∈ [0, T ]
provided |t− t′| < δ,

(iv) there is a Carathéodory function ω : R+ ×R+ ×X → R+ such that
ϕ(t) ≡ 0 is the only nonnegative continuous solution of the inequality

ϕ(t) ≤ 2
t∫

0

ω(s, t, ϕ(s)) ds, t ≥ 0 ,

and γ(f(s, t, A)) ≤ ω(s, t, γ(A)) for any bounded countable A ⊂ X and
s, t ∈ R+.

Consider the B0-space E = C(R+, X) of continuous functions R+ → X
with seminorms qn defined by

qn(x) = sup{‖x(t)‖ : t ∈ [0, n]}, n ∈ N .
The convergence in E is then the uniform convergence on bounded subsets
of R+. We are interested in the set of solutions of a Volterra equation

(I) x(t) = g(t) +
t∫

0

f(s, t, x(s)) ds, x(·) ∈ E, t ≥ 0 .
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(2) Theorem. If the kernel f satisfies the assumptions (i)–(iv) and
g ∈ E, then the set of solutions of equation (I) is an Rδ.

Before proceeding to the proof we shall make a few comments on our
assumptions and on links to some previous results. First notice that the
assumption (ii) may be replaced, with no loss of generality, by

(ii′) ‖f(s, t, x)‖ ≤ a(s) for all (s, t, x) ∈ R+×R+×X, where a : R+ → R+

is locally integrable.

This is achieved in a standard way by first applying the Gronwall in-
equality to find a bound for the set of solutions of (I) and then appropri-
ately modifying f to make its support bounded in x (by some continuous
function) without changing the set of solutions of (I) and affecting the other
assumptions (i), (iii) and (iv). In the following we shall be assuming (ii′)
rather than (ii).

Further, note that in (iii) we do not assume uniform continuity of f
with respect to x. The assumption (iii) is automatically satisfied when f
does not depend on t, or when the space X is finite-dimensional (after the
modification of f leading to (ii′)).

Our theorem is closely linked to a theorem of Szufla ([8], Theorem 4)
where the characterization of the set of solutions of the Volterra equation
is given in a Banach space of continuous functions. The assumptions given
there agree with our (i)–(iii) (in fact, in [8] they are given in a more general,
though complicated setting), but the key assumption is that the measure of
noncompactness of the {1/n}-approximate solutions of (I) calculated in the
space of continuous functions tends to zero as n→∞. This may be difficult
to verify here, when we assume (iv) and do not assume uniform continuity
of f with respect to x.

2. Proof of Theorem (2). The proof proceeds through a sequence of
lemmas. First define a family of maps

Fd : E → E, (Fdx)(t) =


0, 0 ≤ t ≤ d,
t−d∫
0

f(s, t, x(s)) ds, t ≥ d, d ≥ 0 .

Then (I) may be rewritten in the form

x = g + F0x .

(3) Lemma. For any d ≥ 0,

(3.1) if A ⊂E is countable, then FdA is a regular subset of E (i.e. it is
bounded and the restrictions of its elements to any bounded subset of R+

are equicontinuous functions),
(3.2) Fd : E → E is a continuous map.
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P r o o f. We prove (3.1). Since boundedness follows directly from (ii′) we
concentrate on equicontinuity. Fix T > d and ε > 0. Define a family of sets

Sδ = {s ∈ [0, T − d] : ∀t,t′∈[0,T ]∀x(·)∈A |t− t′| < δ ⇒
‖f(s, t, x(s))− f(s, t′, x(s))‖ ≤ ε}, δ > 0 .

Since

Sδ =
⋂

t∈[0,T ]∩Q

⋂
t′∈[0,T ]∩(t−δ,t+δ)∩Q

⋂
x(·)∈A

{s ∈ [0, T − d] :

‖f(s, t, x(s))− f(s, t′, x(s))‖ ≤ ε}

(where Q is the set of rational numbers) and A is countable, Sδ is measurable
for any δ > 0. Obviously, by (iii), Sδ ↗ [0, T − d] as δ ↘ 0; hence if
Zδ = [0, T − d] \Sδ then the Lebesgue measure |Zδ| ↘ 0 as δ ↘ 0. Then for
any x(·) ∈ A and d ≤ t < t′ ≤ T such that t′ − t < δ we get

‖(Fdx)(t′)− (Fdx)(t)‖ ≤
t−d∫
0

‖f(s, t′, x(s))− f(s, t, x(s))‖ ds

+
t′−d∫
t−d

‖f(s, t′, x(s))‖ ds

≤ ε(T − d) + 2
∫
Zδ

a(s) ds+
t′−d∫
t−d

a(s) ds ,

where the right-hand side may be made arbitrarily small by taking ε and δ
sufficiently small. This completes the proof of (3.1).

To prove (3.2) notice that FdE ⊂ E by (3.1). To prove continuity assume
that xn → x in E (i.e. uniformly on each bounded subset of R+), take any
ε > 0, T > d and this time define

Sδ = {s ∈ [0, T − d] : ∀t∈[0,T ]∀n∈N ‖xn(s)− x(s)‖ < δ ⇒
‖f(s, t, xn(s))− f(s, t, x(s))‖ ≤ ε}, δ > 0 .

Again, Sδ, δ > 0, is a family of measurable subsets of [0, T − d] and Sδ ↗
[0, T − d] as δ ↘ 0, since the continuity of f(s, t, ·) at x(s) is uniform with
respect to t ∈ [0, T ]. Thus |Zδ| ↘ 0 as δ ↘ 0, where Zδ = [0, T −d]\Sδ. For
a fixed δ > 0 we get

‖(Fdxn)(t)− (Fdx)(t)‖ ≤
t−d∫
0

‖f(s, t, xn(s))− f(s, t, x(s))‖ ds

≤ ε(T − d) + 2
∫
Zδ

a(s) ds
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for any d ≤ t ≤ T and n ∈ N sufficiently large (so that ‖xn(s) − x(s)‖ < δ
for all s ∈ [0, T − d]). Since the right-hand side may be made arbitrar-
ily small provided ε and δ are taken sufficiently small, this proves that
(Fdxn)(·) → (Fdx)(·) uniformly on [0, T ], hence Fdxn → Fdx in E, since T
is arbitrary.

In the proof of the next lemma we use the following theorem of Heinz [6].

(4) Theorem. If V is a countable set of strongly measurable functions
[0, T ] → X, T > 0, such that ‖v(s)‖ ≤ u(s) for all v ∈ V and s ∈ [0, T ],
where u : [0, T ] → R+ is a fixed integrable function, then the function s 7→
γ(V (s)) : [0, T ]→ R+ is integrable and

γ
( T∫

0

V (s) ds
)
≤ 2

T∫
0

γ(V (s)) ds .

(5) Lemma. For any d ≥ 0 the map I−Fd : E → E, I being the identity ,
is proper and hence also closed.

P r o o f. It suffices to prove that for every compact C ⊂ E any closed
and countable A ⊂ (I−Fd)−1(C) is compact. Since A ⊂ C+FdA it follows
from Lemma (3) that A is a regular subset of E, and hence the function

ϕ : R+ → R+, ϕ(t) = γ(A(t)) ,

is continuous. Since A(t) ⊂ C(t) + (FdA)(t), we get

ϕ(t) ≤ γ((FdA)(t)) .

If t ≥ d, then

ϕ(t) ≤ γ
( t−d∫

0

f(s, t, A(s)) ds
)
≤ 2

t−d∫
0

γ(f(s, t, A(s))) ds

≤ 2
t−d∫
0

ω(s, t, ϕ(s)) ds ≤ 2
t∫

0

ω(s, t, ϕ(s)) ds .

Thus

ϕ(t) ≤ 2
t∫

0

ω(s, t, ϕ(s)) ds, t ≥ 0 ,

since (FdA)(t) = {0} for 0 ≤ t ≤ d. In the above calculations we have ap-
plied Theorem (4) to the set of strongly measurable functions V=f(·, t, A(·))
bounded by the function a from assumption (ii′).

Assumption (iv) implies that the section A(t) is compact for any t ∈ R+.
Thus the compactness of A follows from the Arzelà–Ascoli theorem.

(6) Lemma. For any d > 0 the map I−Fd : E → E is a homeomorphism.



38 K. Czarnowski

P r o o f. We prove that I−Fd : E→E is a one-to-one map; the continuity
of (I − Fd)−1 then follows from (5). Let x1 − Fdx1 = x2 − Fdx2 for some
x1, x2 ∈ E. Then x1 − x2 = Fdx1 − Fdx2, which means that

x1(t)− x2(t) =


0, 0 ≤ t ≤ d,
t−d∫
0

(f(s, t, x1(s))− f(s, t, x2(s))) ds, t ≥ d.

It easily follows that x1(t) = x2(t) for all t ∈ R+, that is, x1 = x2. Now,
given y ∈ E, define x ∈ E by

x(t) =


y(t), 0 ≤ t ≤ d,

y(t) +
t−d∫
0

f(s, t, x(s)) ds, t ≥ d.

Obviously (I − Fd)x = y, which completes the proof.

(7) Lemma. For any fixed n ∈ N,

lim
d→0

sup
x∈E

qn(Fdx− F0x) = 0 .

P r o o f. Since

(F0x)(t)− (Fdx)(t) =



t∫
0

f(s, t, x(s)) ds, 0 ≤ t ≤ d,

t∫
t−d

f(s, t, x(s)) ds, t ≥ d,

we have ‖(F0x)(t)− (Fdx)(t)‖ ≤
∫

R+∩[t−d,t] a(s) ds and the assertion follows
from integrability of a(·) over [0, n] for all n.

To finish the proof of the theorem take any sequence dn ↘ 0, define

h : E → E, h(x) = x− F0x− g,
hn : E → E, hn(x) = x− Fdnx− g ,

and notice that all the assumptions of Lemma (1) are satisfied. Hence the
set h−1(0), which coincides with the set of solutions of equation (I), is an
Rδ.
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