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#### Abstract

We study cohomology algebras of graded differential algebras which are models for Hochschild homology of some classes of topological spaces (e.g. homogeneous spaces of compact Lie groups). Explicit formulae are obtained. Some applications to cyclic homology are given.


1. Introduction. Let $K-\mathrm{ADG}_{(\mathrm{c})}$ be the category of graded commutative differential algebras over a field $K$ of zero characteristic. Let $(\mathcal{A}, d) \in K$ $\mathrm{ADG}_{(\mathrm{c})}$ be an algebra of the form

$$
\begin{gather*}
(\mathcal{A}, d)=\left(K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(y_{1}, \ldots, y_{n}\right), d\right),  \tag{1}\\
d\left(X_{i}\right)=0, \quad i=1, \ldots, n, \quad d\left(y_{j}\right)=f_{j}\left(X_{1}, \ldots, X_{n}\right), \quad j=1, \ldots, n,
\end{gather*}
$$

with polynomials $f_{1}, \ldots, f_{n}$ constituting a regular sequence. As usual, $\mathcal{A}$ is endowed with a grading by assigning to the variables $X_{i}$ even degrees and to the variables $y_{j}$ odd degrees, and $d$ is supposed to be of degree +1 . Here and in the sequel $K\left[X_{1}, \ldots, X_{n}\right]$ denotes the polynomial algebra and $\Lambda\left(y_{1}, \ldots, y_{n}\right)$ is the exterior algebra generated by the free variables $y_{1}, \ldots, y_{n}$. We denote the degree of $X$ by $\operatorname{deg}(X)$.

In the present paper we study the cohomology algebra $H^{*}(\mathcal{H}, \delta)$, where $(\mathcal{H}, \delta) \in K-\mathrm{ADG}_{(\mathrm{c})}$ is defined as follows:

$$
\begin{gather*}
(\mathcal{H}, \delta)=\left(\mathcal{A} \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) \otimes K\left[Y_{1}, \ldots, Y_{n}\right], \delta\right), \\
\left.\delta\right|_{\mathcal{A}}=d, \quad \delta\left(x_{i}\right)=0, \quad i=1, \ldots, n, \\
\delta\left(Y_{j}\right)=\sum_{i=1}^{n} \frac{\partial f_{j}}{\partial X_{i}} \otimes x_{i}, \quad j=1, \ldots, n,  \tag{2}\\
\operatorname{deg}\left(x_{i}\right)=\operatorname{deg}\left(X_{i}\right)+1, \quad \operatorname{deg}\left(Y_{i}\right)=\operatorname{deg}\left(y_{i}\right)+1, \quad i=1, \ldots, n .
\end{gather*}
$$

Remark. The definitions of $(\mathcal{A}, d)$ and $(\mathcal{H}, \delta)$ could be rewritten in the form of Burghelea-Vigué-Poirrier [4], [19]. Let $V=\bigoplus_{i \geq 2} V_{i}$ be a graded

[^0]vector space over $K$. Let us write $\Lambda(V)=\bigotimes_{i} \Lambda\left(V_{i}\right)$ where $\bigwedge\left(V_{i}\right)$ denotes either the symmetric algebra $K\left[V_{i}\right]$ when $i$ is even or the exterior algebra when $i$ is odd. For the graded vector space $V=\bigoplus_{i \geq 2} V_{i}$ define $\bar{V}_{i}=V_{i+1}$ and $\bar{V}=\bigoplus_{i \geq 1} \bar{V}_{i}$. Consider $\Lambda(V) \otimes \bigwedge(\bar{V})$. Define the derivation
$$
\beta: \wedge(V) \otimes \bigwedge(\bar{V}) \rightarrow \bigwedge(V) \otimes \wedge(\bar{V})
$$
of degree -1 by the equalities
$$
\beta(v)=\bar{v}, \quad \beta(\bar{v})=0, \quad v \in V, \bar{v} \in \bar{V} .
$$

Introduce the derivation $\delta$ by the equalities

$$
\delta(v)=d(v), \quad \delta(\bar{v})=-\beta(d(v)), \quad v \in V, \bar{v} \in \bar{V} .
$$

Then $(\mathcal{A}, d)$ is a particular case of $(\bigwedge(V), d)$, and $(\mathcal{H}, \delta)$ is a particular case of $(\Lambda(V) \otimes \bigwedge(\bar{V}), \delta)$. We shall use both notations, choosing the most convenient in each separate case.

By means of some spectral sequence associated with (1), we obtain a complete description of $H^{*}(\mathcal{H}, \delta)$ in the case (1) (Theorem 1). This description is applied to the theory of Hochschild and cyclic homology of topological spaces (in the sense of Burghelea and Goodwillie [2], [7], Theorem 2). As an application we give an alternative proof of the Burghelea-Vigué-Poirrier conjecture [19] about quasifree cyclic homology of topological spaces with cohomology algebra being a truncated polynomial algebra (Theorem 3; the original proof was obtained recently by M. Vigué-Poirrier [18]).

Then we obtain some sufficient conditions for non-quasifreeness of cyclic homology in terms of the conormal module of some associated polynomial ideal and show by examples that such spaces do exist (Theorems 4 and 5). Some explicit calculations of Hochschild homology for compact homogeneous spaces are given.

Let us, first, formulate the results.
Theorem 1. Let $(\mathcal{A}, d)$ satisfy the conditions (1). Then

$$
\begin{equation*}
H^{*}(\mathcal{H}, \delta)=H^{*}(\mathcal{A}) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) /\left(\sum_{i=1}^{n} \frac{\partial f_{1}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{n}}{\partial X_{i}} \otimes x_{i}\right) \tag{3}
\end{equation*}
$$

$$
\begin{array}{r}
\oplus \sum_{s=1}^{n} \sum_{i_{1}<\ldots<i_{s}}\left(\operatorname{Ann}_{H^{*}(\mathcal{A}) \otimes \wedge\left(x_{1}, \ldots x_{n}\right)}\left(\sum_{i=1}^{n} \frac{\partial f_{i_{1}}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{i_{s}}}{\partial X_{i}} \otimes x_{i}\right) /\right. \\
\left.\left(\sum_{i=1}^{n} \frac{\partial f_{1}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{n}}{\partial X_{i}} \otimes x_{i}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right],
\end{array}
$$

where $\bigwedge\left(x_{1}, \ldots, x_{n}\right)$ is the exterior algebra generated by the free variables $x_{i}$ of odd degrees, $\operatorname{deg}\left(x_{i}\right)=\operatorname{deg}\left(X_{i}\right)+1$ and $K\left[Y_{1}, \ldots, Y_{n}\right]$ is the polynomial algebra in the free variables $Y_{1}, \ldots Y_{n}$ such that $\operatorname{deg}\left(Y_{i}\right)=\operatorname{deg}\left(f_{i}\right)$ for all $i$.

Remark. In (3) we use the following notation: for any $\operatorname{ring} A$ the symbol $\left(a_{1}, \ldots, a_{n}\right)$ denotes the ideal generated by $a_{1}, \ldots, a_{n}$. If $I \subset A$ is an ideal, the factor ring $I / I \cap\left(a_{1}, \ldots, a_{n}\right)$ is denoted simply by $I /\left(a_{1}, \ldots, a_{n}\right)$. If $K\left[Y_{1}, \ldots, Y_{n}\right]$ is a polynomial algebra, then $K^{+}\left[Y_{1}, \ldots, Y_{n}\right]$ is the subalgebra generated by the monomials $Y_{1}^{k_{1}} \ldots Y_{n}^{k_{n}}$ with $k_{i}>0$ for all $i$.

Theorem 2. Let $X$ be any simply connected topological space with cohomology algebra of the form

$$
\begin{equation*}
H^{*}(X, K)=K\left[X_{1}, \ldots, X_{n}\right] /\left(f_{1}, \ldots, f_{n}\right) \tag{4}
\end{equation*}
$$

satisfying the following assumptions:
(i) $f_{1}, \ldots, f_{n}$ is a regular sequence in $K\left[X_{1}, \ldots, X_{n}\right]$;
(ii) each $f_{i}$ is decomposable, that is, $f_{i}$ is a polynomial only in the variables $X_{j}$ satisfying $\operatorname{deg}\left(X_{j}\right)<\operatorname{deg}\left(f_{i}\right)-1$.

Then the following isomorphism of graded algebras is valid:
$H H^{*}(X) \simeq H^{*}(X) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) /\left(\sum_{i=1}^{n} \frac{\partial f_{1}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{n}}{\partial X_{i}} \otimes x_{i}\right)$
$\oplus \sum_{s=1}^{n} \sum_{i_{1}<\ldots<i_{s}}\left(\operatorname{Ann}_{H^{*}(X) \otimes \wedge\left(x_{1}, \ldots, x_{n}\right)}\left(\sum_{i=1}^{n} \frac{\partial f_{i_{1}}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{i_{s}}}{\partial X_{i}} \otimes x_{i}\right) /\right.$

$$
\left.\left(\sum_{i=1}^{n} \frac{\partial f_{1}}{\partial X_{i}} \otimes x_{i}, \ldots, \sum_{i=1}^{n} \frac{\partial f_{n}}{\partial X_{i}} \otimes x_{i}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right]
$$

Remark. In fact, the assumption (ii) in the formulation of the theorem is not restrictive, because if $H^{*}(X)$ can be represented in the form (4) with the regularity condition, then it can also be represented in the form satisfying both assumptions.

Theorem 3 (M. Vigué-Poirrier [18]). Any simply connected topological space with cohomology algebra (4) has quasifree cyclic homology.

Theorem 3 was proved recently in [18]; we give an alternative proof in order to illustrate the usefulness of Theorems 1 and 2 .

Let $R$ be a ring, and $M$ a finitely generated $R$-module. By $\mu(M)$ we denote the least number of elements in a system of generators of $M$. In particular, $\mu(I)$ is defined for any ideal $I \subset R$.

Theorem 4. Let $X$ be any simply connected topological space with minimal model

$$
\begin{aligned}
\left(\mathcal{M}_{X}, d\right) & =\left(K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(y_{1}, \ldots, y_{m}\right), d\right) \\
d\left(X_{i}\right)=0, \quad d\left(y_{j}\right) & =f_{j}\left(X_{1}, \ldots, X_{n}\right), \quad i=1, \ldots, n, j=1, \ldots, m
\end{aligned}
$$

and with finite-dimensional cohomology algebra $H^{*}(X)$. Let $I=\left(f_{1}, \ldots, f_{m}\right)$ be the ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ generated by $f_{j}$ and $I / I^{2}$ be its conormal
module. If

$$
\mu(I)>\mu\left(I / I^{2}\right)
$$

then the cyclic cohomology $H C^{*}(X)$ is not quasifree.
Theorem 5. The following homogeneous spaces are topological spaces with non-quasifree cyclic homology:
(i) $M=\operatorname{Sp}(20) / \mathrm{SU}(6)$,
(ii) $M=\mathrm{SU}(6) / \mathrm{SU}(3) \times \mathrm{SU}(3)$.

Now, we give some motivation for our results. Theorem 1 is the main algebraic tool for proving Theorems 2-5. Theorems 2-5 describe Hochschild and cyclic homology of a wide class of topological spaces.

The cyclic and Hochschild homology $H C_{*}(X)$ and $H H_{*}(X)$ of a topological space $X$ have been the subject of wide interest since the papers of D. Burghelea [2], D. Burghelea and Z. Fiedorowicz [3] and T. Goodwillie [7]. Since then many papers and books on this theme have been written, e.g. [4], [5], [9], [12], [14], [17], [19]. Since $H H_{*}(X)$ can be identified with $H_{*}\left(X^{S^{1}}\right)$ (the homology of the free loop space $X^{S^{1}}$ ), and $H C_{*}(X)$ with the homology of the associated bundle $E S^{1} \times{ }_{S^{1}} X^{S^{1}}([7])$, cyclic and Hochschild homology provide a powerful technique for studying free loop spaces (see e.g. [10]). The investigation of various topological invariants of $X^{S^{1}}$ is very important in view of their role in mathematical physics [21].

The first explicit calculation of $H H^{*}(X)$ in the case (4) was done by D. Burghelea and M. Vigué-Poirrier [19], namely a formula for the Poincaré series $P_{H H^{*}(X)}(t)$ was obtained for any simply connected topological space $X$ with cohomology algebra either in the form $K\left[X_{1}\right] /\left(X_{1}^{n+1}\right)$, or $\bigwedge(V)$.

Theorem 2 gives an interesting formula for an arbitrary space whose cohomology algebra is of the form (4). We show by examples how to apply it. Our result can be applied to a wide class of topological spaces (e.g. homogeneous spaces of compact semisimple Lie groups $G / H$ with $\operatorname{rank}(G)=$ $\operatorname{rank}(H))$. When the multiplicative structure of $H^{*}(X)$ can be described explicitly by generators and relations, our formula is of particular interest (see examples below). Of course, the formula for $P_{H H^{*}(X)}(t)$ in [19] can be derived from ours in the case $n=1, f_{1}=X_{1}^{n+1}$. The usefulness of the result is also illustrated by another proof of the Burghelea-M. Vigué-Poirrier conjecture about quasifree cyclic homology (its validity was proved recently by M. Vigué-Poirrier [18]).

It would be interesting to find a criterion for a topological space to have quasifree cyclic homology. Therefore, to begin the investigation, one needs at least some examples of spaces with non-quasifree cyclic homology. Theorems 4 and 5 give such examples. Note that the condition $\mu(I)>\mu\left(I / I^{2}\right)$ involving the conormal module can be verified in many cases by methods of
commutative algebra and algebraic geometry, e.g. by the homological characterization of local complete intersections etc. (see [11]).

In the context of our approach we also mention the recent work of the "Buenos Aires cyclic homology group" [8]. Hochschild homology of complete intersections was also studied in [12].
2. Algebraic part (proof of Theorem 1). In what follows, whenever $(C, d)$ is a graded differential algebra equipped with a derivation $d$ of degree +1 , its cohomology algebra is denoted by $H^{*}(C, d)$, while if $d$ has degree -1 , the notation is $H_{*}(C, d)$. Recall that a sequence $a_{1}, \ldots, a_{i}, \ldots$ in a ring $R$ is called regular if $a_{i}$ is not a zero divisor in $R /\left(a_{1}, \ldots, a_{i-1}\right)$.

Lemma 1. Let $(C, d)$ be a graded differential algebra over a field $K$ $(\operatorname{char}(K)=0)$ of the form

$$
\begin{gathered}
(C, d)=\left(A \otimes K\left[Y_{1}, \ldots, Y_{n}\right], d\right) \\
\left.d\right|_{A}=0, \quad d\left(Y_{i}\right)=a_{i} \in A, \quad \operatorname{deg}\left(Y_{i}\right)=2 l_{i}, \quad i=1, \ldots, n
\end{gathered}
$$

and with $d$ being a derivation of degree -1 . Let

$$
C_{n-1}=A \otimes K\left[Y_{1}, \ldots, Y_{n-1}\right]
$$

Then there exists a homological type spectral sequence of modules $\left(E_{p, q}^{r}, d^{r}\right)$ converging to $H_{*}(C, d)$ and such that

$$
\begin{equation*}
E^{2}=H_{*}\left(C_{n-1}\right) /\left(\left[a_{n}\right]\right) \oplus\left(\operatorname{Ann}_{H_{*}\left(C_{n-1}\right)}\left(\left[a_{n}\right]\right)\right) \otimes K^{+}\left[Y_{n}\right] \tag{6}
\end{equation*}
$$

Proof. Define an increasing filtration on $C$ by

$$
\begin{align*}
F^{-1} C & =\{0\} \subset F^{0} C=A \otimes K\left[Y_{1}, \ldots, Y_{n-1}\right] \subset \ldots  \tag{7}\\
& \subset F^{p} C=A \otimes K\left[Y_{1}, \ldots, Y_{n-1}\right] \otimes K\left[Y_{n}\right]^{\leq p} \subset \ldots
\end{align*}
$$

where $K\left[Y_{n}\right]^{\leq p}$ denotes all polynomials of degree $\leq p$. Clearly, $d$ respects the filtration (7). Consider the associated spectral sequence of modules $\left(E_{p, q}^{r}, d_{p, q}^{r}\right)$ (recall that it is not a spectral sequence of algebras). We use the explicit construction of spectral sequences, coming from exact pairs (see [15], with appropriate changes for homological type). We take a long exact sequence

$$
\begin{aligned}
\ldots \xrightarrow{\partial} H_{p+q}\left(F^{p-1} C\right) \xrightarrow{i} H_{p+q}\left(F^{p} C\right) \xrightarrow{j} H_{p+q}( & \left.F^{p} C / F^{p-1} C\right) \\
& \xrightarrow{\partial} H_{p+q-1}\left(F^{p-1} C\right) \rightarrow \ldots
\end{aligned}
$$

and construct the following exact pair:

$$
\begin{gathered}
D_{p, q}^{1}=H_{p+q}\left(F^{p} C\right), \quad E_{p, q}^{1}=H_{p+q}\left(F^{p} C / F^{p-1} C\right) \\
i_{p, q}: H_{p+q}\left(F^{p} C\right) \rightarrow H_{p+q}\left(F^{p+1} C\right) \\
j_{p, q}: H_{p+q}\left(F^{p} C\right) \rightarrow H_{p+q}\left(F^{p} C / F^{p-1} C\right) \\
\partial=k_{p, q}: H_{p+q}\left(F^{p} C / F^{p-1} C\right) \rightarrow H_{p+q-1}\left(F^{p-1} C\right)
\end{gathered}
$$

The maps $i_{p, q}$ and $j_{p, q}$ are induced by $i$ and $j, \partial$ is a connecting homomorphism and

$$
\begin{equation*}
d_{p, q}^{1}=j_{p-1, q} \circ k_{p, q} . \tag{8}
\end{equation*}
$$

By direct calculation,

$$
E_{p, q}^{1}=H_{p+q}\left(C_{n-1} \otimes L\left(Y_{n}^{p}\right), \bar{d}\right)=H_{p+q}\left(C_{n-1}\right) \otimes L\left(Y_{n}^{p}\right)
$$

(here $\bar{d}$ denotes the derivation induced by $d$, and $L\left(v_{1}, \ldots, v_{s}\right)$ is the vector space spanned by $v_{1}, \ldots, v_{s}$ ). By (8), $d_{p, q}^{1}$ is induced by $d$. Therefore

$$
\begin{gather*}
E^{2}=\bigoplus_{p, q} E_{p, q}^{2}=H_{*}\left(H_{*}\left(C_{n-1}\right) \otimes K\left[Y_{n}\right], \widetilde{d}\right),  \tag{9}\\
\left.\widetilde{d}\right|_{H_{*}\left(C_{n-1}\right)}=0, \quad \widetilde{d}\left(Y_{n}\right)=\left[a_{n}\right]_{H_{*}\left(C_{n-1}\right)}
\end{gather*}
$$

and $\left[a_{n}\right]_{H^{*}\left(C_{n-1}\right)}$ denotes the cohomology class of $a_{n}$ in $C_{n-1}$. Obviously (9) can be represented in a general form

$$
E^{2}=H_{*}\left(B \otimes K\left[Y_{n}\right], \widetilde{d}\right),\left.\quad \widetilde{d}\right|_{B}=0, \quad \widetilde{d}\left(Y_{n}\right)=b \in B
$$

An easy calculation shows that for every differential algebra $\left(B \otimes K\left[Y_{n}\right], \widetilde{d}\right)$ satisfying the conditions above,

$$
H_{*}\left(B \otimes K\left[Y_{n}\right], \widetilde{d}\right)=B /(b) \oplus\left(\operatorname{Ann}_{B}(b) /(b)\right) \otimes K^{+}\left[Y_{n}\right] .
$$

Applying the above formula to (9) one obtains (6). It remains to show that ( $E_{p, q}^{r}, d_{p, q}^{r}$ ) converges to $H_{*}(C, d)$. It is well known that the following conditions guarantee the convergence:
(i) $F^{p} C=0$ if $p<0$,
(ii) $E_{p, q}^{1}=H_{p+q}\left(F^{p} C / F^{p-1} C\right)=0$ if $q<0$,
(iii) $C=\bigcup_{p} F^{p} C$.

The conditions (i)-(iii) are verified by direct calculation. Lemma 1 is proved.

Lemma 2. Let $(C, d)$ be a graded differential algebra satisfying the assumptions of Lemma 1. Then the following isomorphism of graded differential algebras is valid:

$$
\begin{align*}
& H_{*}(C, d) \simeq A /\left(a_{1}, \ldots, a_{n}\right)  \tag{10}\\
& \quad \oplus \sum_{s=1}^{n} \sum_{i_{1}<\ldots<i_{s}}\left(\operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}\right) /\left(a_{1}, \ldots, a_{n}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right] .
\end{align*}
$$

Proof. We use induction on $n$. We strengthen (10) by the additional statement that the isomorphism (10) is canonical in the following sense: if $\varphi$ denotes the isomorphism (10), then

$$
\begin{equation*}
[a] \in H_{*}(C, d), a \in A \Rightarrow \varphi([a])=\pi(a), \tag{C}
\end{equation*}
$$

where $\pi: A \rightarrow A /\left(a_{1}, \ldots, a_{n}\right)$ is the natural projection. For $n=1$ the condition (C) and (10) are evident. Suppose that (10) and (C) are valid for all numbers $\leq n-1$. In particular,

$$
\begin{aligned}
& H_{*}\left(C_{n-1}\right) \simeq A /\left(a_{1}, \ldots, a_{n-1}\right) \\
& \quad \oplus \sum_{s=1}^{n-1} \sum_{i_{1}<\ldots<i_{s}}\left(\operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}\right) /\left(a_{1}, \ldots, a_{n-1}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right]
\end{aligned}
$$

By Lemma 1 there is a spectral sequence $\left(E_{p, q}^{r}, d_{p, q}^{r}\right)$ converging to $H_{*}(C, d)$ and with $E^{2}$-term of the form (6). Obviously

$$
\begin{aligned}
& H_{*}\left(C_{n-1}\right) /\left(\left[a_{n}\right]\right)=A /\left(a_{1}, \ldots, a_{n}\right) \\
& \oplus \sum_{s=1}^{n-1} \sum_{i_{1}<\ldots<i_{s}}\left(\operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}\right) /\left(a_{1}, \ldots, a_{n}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right]
\end{aligned}
$$

Using (C) one immediately obtains

$$
\begin{align*}
& \operatorname{Ann}_{H_{*}\left(C_{n-1}\right)}\left(\left[a_{n}\right]\right) \otimes K^{+}\left[Y_{n}\right]=\operatorname{Ann}_{R_{n-1}}\left(\pi\left(a_{n}\right)\right) \otimes K^{+}\left[Y_{n}\right]  \tag{11}\\
& \quad \oplus \sum_{s=1}^{n-1} \sum_{i_{1}<\ldots<i_{s}} \operatorname{Ann}_{L_{i_{1} \ldots i_{s}}}\left(\pi\left(a_{n}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right] \otimes K^{+}\left[Y_{n}\right]
\end{align*}
$$

where $R_{n-1}=A /\left(a_{1}, \ldots, a_{n-1}\right), L_{i_{1} \ldots i_{s}}=\operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}\right) /\left(a_{1}, \ldots\right.$ $\left.\ldots, a_{n-1}\right)$ and $\pi$ is the natural projection. Since $\left(E_{p, q}^{r}, d_{p, q}^{r}\right)$ converges to $H_{*}(C, d)$, cohomology classes of $H^{*}(C)$ are those surviving in the spectral sequence. Thus without loss of generality one can consider only elements of (11) surviving in the spectral sequence. Obviously it is enough to consider elements from $\operatorname{Ann}_{R_{n-1}}\left(\pi\left(a_{n}\right)\right) \otimes K^{+}\left[Y_{n}\right]$ and from each of the annihilators $\operatorname{Ann}_{L_{i_{1} \ldots i_{s}}}\left(\pi\left(a_{n}\right)\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right] \otimes K^{+}\left[Y_{n}\right]$ separately.

In the first case the corresponding representative $u$ of the cohomology class in $H^{*}(C)$ can be written in the form $\sum b_{i} \otimes Y_{n}^{i}$, and since it must be a cocycle, one easily obtains $b_{i} \in \operatorname{Ann}_{A}\left(a_{n}\right)$ and $[u] \in\left(\operatorname{Ann}_{A}\left(a_{n}\right) /\left(a_{n}\right)\right) \otimes$ $K^{+}\left[Y_{n}\right]$. On the other hand, the latter algebra can be embedded in $H_{*}(C)$ in an obvious way.

The same argument can be applied to the second case. By (11) the corresponding representative $v$ of the cohomology class in $H_{*}(C)$ can be taken in the form

$$
v=\sum a_{i, i_{1}, \ldots, i_{s}} \otimes Y_{i_{1}}^{k_{1}} \ldots Y_{i_{s}}^{k_{s}} Y_{n}^{i} \quad \text { with } a_{i, i_{1}, \ldots, i_{s}} \in \operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}\right)
$$

Therefore $d(v)=0$ implies $a_{i, i_{1}, \ldots, i_{s}} \in \operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}, a_{n}\right)$ (direct computation). Finally, $[v] \in \operatorname{Ann}_{A}\left(a_{i_{1}}, \ldots, a_{i_{s}}, a_{n}\right) /\left(a_{1}, \ldots, a_{n}\right) \otimes K^{+}\left[Y_{i_{1}}, \ldots, Y_{i_{s}}\right]$ $\otimes K^{+}\left[Y_{n}\right]$ in cohomology. Since the latter subalgebra can obviously be embedded in $H_{*}(C)$, the isomorphism (10) (of both modules and algebras) holds. This completes the proof.

Corollary. Lemma 2 is also valid for the algebra $\left(A \otimes K\left[Y_{1}, \ldots, Y_{n}\right], d\right)$ with $d$ being a derivation of degree +1 .

It is enough to replace the given grading by a new one $\operatorname{deg}\left(Y_{i}\right)+2$, then obtain the appropriate isomorphism and return to the previous grading.

In what follows we need a fact proved by M. Vigué-Poirrier:
Lemma 3 ([20]). Let $(\bigwedge, d)$ be a graded differential algebra. Let $\vartheta$ be the ideal of $\bigwedge$ generated by the exterior generators, and let $A=\bigwedge / \vartheta$. If $y$ is an exterior generator of $\bigwedge$ such that the image of $d y$ in $A$ is nonzero, we have $H^{*}(\bar{\bigwedge}, \bar{d})=H^{*}(\bigwedge, d)$, where $\bar{\bigwedge}=\Lambda /(y, d y)$ and $\bar{d}$ is the induced differential on $\bigwedge$.

Proof of Theorem 1. Recall that

$$
\begin{gather*}
(\mathcal{H}, \delta)  \tag{12}\\
=\left(K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) \otimes \bigwedge\left(y_{1}, \ldots, y_{n}\right) \otimes K\left[Y_{1}, \ldots, Y_{n}\right], \delta\right) \\
\delta\left(X_{i}\right)=\delta\left(x_{i}\right)=0, \quad i=1, \ldots, n \\
\delta\left(y_{j}\right)=f_{j}, \quad \delta\left(Y_{j}\right)=\sum_{i=1}^{n} \frac{\partial f_{j}}{\partial X_{i}} \otimes x_{i}, \quad j=1, \ldots, n \\
\operatorname{deg}\left(Y_{i}\right)=\operatorname{deg}\left(y_{i}\right)+1, \quad \operatorname{deg}\left(x_{i}\right)=\operatorname{deg}\left(X_{i}\right)+1, \quad i=1, \ldots, n
\end{gather*}
$$

Now, it is enough to apply Lemma 3 to each $y_{i}$ (the regularity of $f_{1}, \ldots, f_{n}$ guarantees the possibility of successive elimination). Finally,

$$
\begin{aligned}
& H^{*}(\mathcal{H}, \delta)=H^{*}\left(\left(K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) /\left(f_{1}, \ldots, f_{n}\right)\right)\right. \\
&\left.\otimes K\left[Y_{1}, \ldots, Y_{n}\right], \bar{\delta}\right)
\end{aligned}
$$

where $\bar{\delta}$ is induced by $\delta$. Denote by $A$ the algebra

$$
\begin{aligned}
A & =\left(K\left[X_{1}, \ldots, X_{n}\right] /\left(f_{1}, \ldots, f_{n}\right)\right) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) \\
& =H^{*}(\mathcal{A}, d) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right)
\end{aligned}
$$

(The latter equality is obtained by applying Lemma 3 again.) To finish the proof apply the Corollary of Lemma 2 to $A \otimes K\left[Y_{1}, \ldots, Y_{n}\right]$.
3. Hochschild and cyclic homology (proof of Theorem 2). To start with, we outline briefly the basic notions of Hochschild and cyclic homology. A more complete exposition can be found in [4].

As defined in [4], an algebraic $S^{1}$-chain complex $\widetilde{C}_{*}=\left(C_{n}, d_{n}, \beta_{n}\right)_{n \geq 0}$ of $K$-vector spaces is a chain complex $\left(C_{*}, d\right)=\left(C_{n}, d_{n}\right)_{n \geq 0}$ of $K$-vector spaces equipped with the linear maps $\beta=\left\{\beta_{n}: C_{n} \rightarrow C_{n+1}, n \geq 0\right\}$ (called an $S^{1}$-action) such that $\beta_{n+1} \beta_{n}=0$ and $\beta_{n-1} d_{n}+d_{n+1} \beta_{n}=0$, With $\widetilde{C}_{*}$, one associates the chain complex $\left({ }_{\beta} C_{*},{ }_{\beta} d^{*}\right)$ defined by

$$
\left({ }_{\beta} C\right)_{n}=C_{n}+C_{n-2}+\ldots
$$

and

$$
\left({ }_{\beta} d\right)_{n}\left(x_{n}, x_{n-2}, \ldots\right)=\left(d\left(x_{n}\right)+\beta\left(x_{n-2}\right), d\left(x_{n-2}\right)+\beta\left(x_{n-4}\right), \ldots\right) .
$$

Definition 1. The cyclic homology of $\widetilde{C}_{*}=\left(C_{*}, d, \beta\right)$ is the homology of the chain complex $\left({ }_{\beta} C_{*},{ }_{\beta} d^{*}\right)$ :

$$
H C_{*}\left(\widetilde{C}_{*}\right)=H_{*}\left({ }_{\beta} C_{*},{ }_{\beta} d^{*}\right) .
$$

One can extend the notion of $S^{1}$-chain complex to bigraded complexes. A bigraded $S^{1}$-chain complex $C=\left(C_{n, p}, d^{I}, d^{E}, \beta\right)$ is a collection of $K$-vector spaces $C_{n, p}, n \geq 0, p \geq 0$, and $K$-linear maps

$$
d^{I}: C_{n, p} \rightarrow C_{n, p-1}, \quad d^{E}: C_{n, p} \rightarrow C_{n-1, p}, \quad \beta_{n, p}: C_{n, p} \rightarrow C_{n+1, p}
$$

such that $\left(d^{I}\right)^{2}=0,\left(d^{E}\right)^{2}=0, \beta^{2}=0, \beta d^{E}+d^{E} \beta=0$ and $\beta d^{I}+d^{I} \beta=0$. For any such $C$ one writes

$$
(\operatorname{Tot} C)_{*}=\left(\bigoplus_{p+q=n} C_{p, q}, d^{I}+d^{E}, \beta\right) .
$$

Definition 2. The cyclic homology of the bigraded $S^{1}$-complex $C$ is the cyclic homology of the associated total $S^{1}$-complex $(\operatorname{Tot} C)_{*}$ (in the sense of Definition 1).

Now, let $(A, d) \in K-\operatorname{ADG}_{(\mathrm{c})}$. We define

$$
\begin{aligned}
T(A)_{p, q}= & \bigoplus_{i_{0}+i_{1}+\ldots+i_{p}=q} A_{i_{0}} \otimes A_{i_{1}} \otimes \ldots \otimes A_{i_{p}} \quad \text { for } p \geq 0, q \geq 0, \\
d^{I}\left(a_{i_{0}} \otimes \ldots \otimes a_{i_{p}}\right)= & d a_{i_{0}} \otimes a_{i_{1}} \otimes \ldots \otimes a_{i_{p}} \\
& +\sum_{l=1}^{p}(-1)^{i_{0}+\ldots+i_{l-1}} a_{i_{0}} \otimes \ldots \otimes d a_{i_{l}} \otimes \ldots \otimes a_{i_{p}}, \\
d^{E}\left(a_{i_{0}} \otimes \ldots \otimes a_{i_{p}}\right)= & \sum_{l=0}^{p-1}(-1)^{l} a_{i_{0}} \otimes \ldots \otimes a_{i_{l}} a_{i_{l+1}} \otimes \ldots \otimes a_{i_{p}} \\
& +(-1)^{p+i_{p}\left(i_{0}+\ldots+i_{p-1}\right)} a_{i_{p}} a_{i_{0}} \otimes \ldots \otimes a_{i_{p-1}}, \\
\beta_{p, q}= & (-1)^{p}\left(1-T_{p+1}\right) \circ S_{p} \circ\left(1+T_{p}+\ldots+T_{p}^{p}\right),
\end{aligned}
$$

where

$$
S_{p}\left(a_{i_{0}} \otimes \ldots \otimes a_{i_{p}}\right)=a_{i_{0}} \otimes \ldots \otimes a_{i_{p}} \otimes 1
$$

$T_{p}\left(a_{i_{0}} \otimes \ldots \otimes a_{i_{p}}\right)=(-1)^{p+i_{p}\left(i_{0}+\ldots+i_{p-1}\right)} a_{i_{p}} \otimes a_{i_{0}} \otimes \ldots \otimes a_{i_{p-1}}, \quad a_{i_{j}} \in A_{i_{j}}$. It can be verified that $\left(T(A)_{p, q}, d^{I}, d^{E}, \beta_{p, q}\right)$ is a bigraded $S^{1}$-chain complex.

Definition 3. By definition, the homology of $\operatorname{Tot}(A)$,

$$
H_{*}\left(\operatorname{Tot}(A), d^{I}+d^{E}\right)=H H_{*}(A, d),
$$

is called the Hochschild homology of $(A, d) \in K-\mathrm{ADG}_{(\mathrm{c})}$. In the same way, the formula

$$
H C_{*}\left(T(A), d^{I}, d^{E}, \beta\right)=H C_{*}(A, d)
$$

defines the cyclic homology of $(A, d)$.
These algebraic definitions are transformed into topological ones by the following procedure: denote by $M X$ the Moore loop space on $X$, and by $C_{*}(M X)$ its algebra of singular $K$-chains.

Definition 4 ([2], [7]). Put by definition

$$
H H_{*}(X)=H H_{*}\left(C_{*}(M X)\right), \quad H C_{*}(X)=H C_{*}\left(C_{*}(M X)\right),
$$

and call $H H_{*}(X)$ and $H C_{*}(X)$ respectively the Hochschild and cyclic homology of the topological space $X$.

We have already mentioned in the introduction Goodwillie's isomorphisms [7]:

$$
H_{*}\left(X^{S^{1}}\right) \simeq H H_{*}(X), \quad H_{*}\left(E S^{1} \times_{S^{1}} X^{S^{1}}\right) \simeq H C_{*}(X),
$$

which permit us to use duality and consider below cohomology rather than homology. Our considerations use some notions of rational homotopy theory. We refer to [13] for details.

A graded differential algebra $(\mathcal{M}, d)$ is called minimal if $\mathcal{M}$ is a free graded commutative algebra

$$
\mathcal{M}=K\left[W^{\text {even }}\right] \otimes \bigwedge\left(W^{\text {odd }}\right),
$$

satisfying the following conditions:
(a) $W=\bigoplus_{\alpha \in I} W_{\alpha}$ ( $I$ is an ordered set);
(b) each $W_{\alpha}$ consists of homogeneous elements;
(c) for any $\alpha \in I, d\left(W_{\alpha}\right) \subset S\left(\bigoplus_{\beta<\alpha} W_{\beta}\right)$ ( $S(K)$ denotes the subalgebra generated by $K$ ).

Definition 5 ([13]). (i) Let $(A, d) \in K-\mathrm{ADG}_{(\mathrm{c})}$. A minimal algebra $\left(\mathcal{M}_{A}, D\right)$ is said to be a minimal model of $(A, d)$ if there exists a homomorphism of graded differential algebras $\varrho:\left(\mathcal{M}_{A}, D\right) \rightarrow(A, d)$ inducing isomorphism in cohomology,

$$
\varrho^{*}: H^{*}\left(\mathcal{M}_{A}, D\right) \rightarrow H^{*}(A, d) .
$$

(ii) Let $X$ be a topological space, and $A_{Q}: \Im \rightarrow \mathbb{Q}-\mathrm{ADG}_{(\mathrm{c})}$ be a functor from the category $\Im$ of simplicial sets to the category $\mathbb{Q}-$ ADG $_{(\mathrm{c})}$ constructed in [13] (that is, satisfying the simplicial de Rham theorem). A minimal model of the algebra $A_{\mathbb{Q}}\left(S_{*}(X)\right) \in \mathbb{Q}-\mathrm{ADG}_{(\mathrm{c})}$ is called a minimal model of the topological space $X$ and is denoted by

$$
\mathcal{M}_{X}=\mathcal{M}_{A_{\mathbb{Q}}\left(S_{*}(X)\right)} .
$$

Here $S_{*}(X)$ is the simplicial set of singular simplexes of $X$.

The proof of Theorem 2 is based on the following result of Burghelea and Vigué-Poirrier [4]:

Theorem (B-V). Let $X$ be any simply connected topological space with minimal model $\left(\mathcal{M}_{X}, d\right)=(\bigwedge(V), d)$. Then

$$
H H^{*}(X) \simeq H^{*}(\mathcal{H}, \delta)
$$

where $(\mathcal{H}, \delta)$ is given by (2) (or by the remark below (2)).
Proof of Theorem 2
Lemma 4. Let $X$ be any topological space satisfying the assumptions of Theorem 2. Then $\mathcal{M}_{X}$ is as in (1).

Proof. Clearly, the $K-\mathrm{ADG}_{(\mathrm{c})}$-morphism

$$
\begin{gathered}
\varrho: K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(y_{1}, \ldots, y_{n}\right) \rightarrow K\left[X_{1}, \ldots, X_{n}\right] /\left(f_{1}, \ldots, f_{n}\right), \\
\varrho\left(X_{i}\right)=X_{i}, \quad \varrho\left(y_{j}\right)=0, \quad i, j=1, \ldots, n,
\end{gathered}
$$

induces isomorphism in cohomology by Lemma 3 . This proves Lemma 4.
Now, by the $(\mathrm{B}-\mathrm{V})$ theorem, $H H^{*}(X) \simeq H^{*}(\mathcal{H}, \delta)$, where $(\mathcal{H}, \delta)$ is obtained from $\left(\mathcal{M}_{X}, d\right)$ of the form (1). Applying Theorem 1 to ( $\left.\mathcal{H}, \delta\right)$ yields (3).
4. Applications of Theorem 2: Hochschild homology of some homogeneous spaces. Recall some facts relating to cohomology of homogeneous spaces. Let $G$ be a compact connected Lie group, and $H$ be its closed subgroup. In the sequel, the Lie algebras of Lie groups $G, H, \ldots$ are denoted by the corresponding small letters $g, h, \ldots$ Let $W \leq \mathrm{GL}(V)$ be a discrete subgroup of $\mathrm{GL}(V)$ generated by reflections. Let $K[V]$ denote the symmetric algebra over the vector space $V$. Consider the extension of the $W$-action to $K[V]$ and denote the ring of $W$-invariants by $K[V]^{W}$. In particular, consider a maximal torus $T$ of a Lie group $G$, its Weyl group $W(G, T)$ and the algebra

$$
\mathbb{Q}\left[t_{\mathbb{Q}}\right]^{W(G, T)}
$$

(here $t_{\mathbb{Q}}$ denotes the $\mathbb{Q}$-structure on $t$, that is, $t_{\mathbb{Q}}=\left\{v \in t^{\mathbb{C}}: \alpha(v) \in \mathbb{Q}\right.$ for any $\alpha$ in the root system $\left.\left.R\left(g^{\mathbb{C}}, t^{\mathbb{C}}\right)\right\}\right)$. The well-known Chevalley theorem implies

$$
\begin{equation*}
\mathbb{Q}\left[t_{\mathbb{Q}}\right]^{W(G, T)} \simeq \mathbb{Q}\left[f_{1}, \ldots, f_{n}\right], \tag{13}
\end{equation*}
$$

where the $f_{i}$ are algebraically independent generators. Consider the homogeneous space $G / H$ and choose maximal tori $T$ and $T^{\prime}$ in $G$ and $H$ in such a way that $T^{\prime} \subset T$. Consider also the algebra of invariants

$$
\mathbb{Q}\left[t_{\mathbb{Q}}^{\prime}\right]^{W\left(H, T^{\prime}\right)} \simeq \mathbb{Q}\left[u_{1}, \ldots, u_{s}\right] .
$$

Denote by $\Lambda(V)$ the exterior algebra over $V$. If a base $x_{1}, \ldots, x_{k}$ of $V$ is chosen, we also use the notation $\bigwedge\left(x_{1}, \ldots, x_{k}\right)$. If $V$ is a graded vector space, the vectors $x_{i}$ have odd degrees, $\operatorname{deg}\left(x_{i}\right)=2 l_{i}-1$. As usual, $\bigwedge_{k}(V)$ denotes the subspace of all elements of degree $k$.

It is well known that

$$
H^{*}(G) \simeq \bigwedge\left(x_{1}, \ldots, x_{n}\right), \quad n=\operatorname{rank}(G),
$$

where the $x_{i}$ are primitive elements in $H^{*}(G)$.
Definition 6. The algebra $\left(C^{\prime}, d^{\prime}\right) \in \mathbb{Q}-\mathrm{ADG}_{(\mathrm{c})}$ of the form

$$
\begin{align*}
\left(C^{\prime}, d^{\prime}\right) & =\left(\mathbb{Q}\left[t_{\mathbb{Q}}^{\prime}\right]^{W\left(H, T^{\prime}\right)} \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right), d\right),  \tag{14}\\
d(u) & =0 \quad \text { for any } u \in \mathbb{Q}\left[t_{\mathbb{Q}}^{\prime}\right]^{W\left(H, T^{\prime}\right)},  \tag{15}\\
d\left(x_{i}\right) & =\left.f_{i}\right|_{t} ^{\prime}=\widetilde{f}_{i}\left(u_{1}, \ldots, u_{s}\right),
\end{align*}
$$

where $f_{i}(i=1, \ldots, n=\operatorname{rank}(G))$ are defined by (13), is called a Cartan algebra of the homogeneous space $G / H$.

Remark 1. To obtain the above definition in the form (14)-(15) it is enough to combine the isomorphism in $[8, \mathrm{p} .565]$ and the definition of Koszul's complex in [8, p. 420].

Remark 2. It was proven in [1], [8] that

$$
H^{*}(M, \mathbb{Q}) \simeq H^{*}\left(C^{\prime}, d^{\prime}\right)
$$

if $M=G / H$ with $G$ a reductive Lie group.
Example 1 (Poincaré polynomial $P_{H H^{*}(X)}(t)$ for $\left.X=\mathrm{SU}(3) / T\right)$. Let $X=\mathrm{SU}(3) / T$ be the flag manifold of the group $\mathrm{SU}(3)$ ( $T$ is its maximal torus). Use the general theory described above. Introduce the coordinates $X_{1}, X_{2}, X_{3}$ in $t$ satisfying the condition $X_{1}+X_{2}+X_{3}=0$. Then the polynomials

$$
f_{1}=X_{1}^{2}+X_{2}^{2}+X_{3}^{2}, \quad f_{2}=X_{1}^{3}+X_{2}^{3}+X_{3}^{3},
$$

are $W(\mathrm{SU}(3))$-invariant and by direct calculation one obtains (after calculating the minimal model)

$$
H^{*}(X)=\operatorname{span}\left(u_{1}, u_{2}: u_{1}^{3}=u_{2}^{3}=0, u_{1} u_{2}=-\left(u_{1}+u_{2}\right)^{2}, u_{1}^{2} u_{2}=-u_{1} u_{2}^{2}\right) .
$$

Then the equivalence classes of $\sum_{i=1}^{n}\left(\partial f_{j} / \partial X_{i}\right) x_{i}$ in $H^{*}(X) \otimes \Lambda\left(x_{1}, x_{2}\right)$ have representatives

$$
a_{1}=2 u_{1} x_{1}+u_{1} x_{2}+u_{2} x_{1}+2 u_{2} x_{1}, \quad a_{2}=2 u_{1}^{2} x_{1}+u_{1}^{2} x_{2}+u_{2}^{2} x_{1}+2 u_{2}^{2} x_{2} .
$$

By the Hirsch formula,

$$
P_{\mathrm{SU}(3) / T}(t)=\frac{\left(1-t^{4}\right)\left(1-t^{6}\right)}{\left(1-t^{2}\right)^{2}}=1+2 t^{2}+2 t^{4}+t^{6}
$$

and therefore

$$
\begin{aligned}
P_{H^{*}(X) \otimes \wedge\left(x_{1}, x_{2}\right)}(t)= & P_{H^{*}(X)}(t) \cdot\left(1+t^{3}\right)^{2} \\
= & 1+2 t^{2}+2 t^{3}+2 t^{4}+4 t^{5}+2 t^{6} \\
& +4 t^{7}+2 t^{8}+2 t^{9}+2 t^{10}+t^{12}
\end{aligned}
$$

Applying (5) to $H^{*}(X) \otimes \bigwedge\left(x_{1}, x_{2}\right)$ and $a_{1}, a_{2}$, one can calculate directly all dimensions of the factor algebra in (5) in this particular case.

| Degree | Additive generators | Dimensions |  |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: |
|  |  | case 1 | case 2 | case 3 | case 4 |
| 2 | $u_{1}, u_{2}$ | 2 | 0 | 2 | 2 |
| 3 | $x_{1}, x_{2}$ | 2 | 0 | 0 | 0 |
| 4 | $u_{1}^{2}, u_{2}^{2}$ | 2 | 0 | 2 | 2 |
| 5 | $u_{1} x_{1}, u_{2} x_{2}, u_{1} x_{2}, u_{2} x_{1}$ | 3 | 1 | 1 | 1 |
| 6 | $u_{1}^{2} u_{2}, x_{1} x_{2}$ | 2 | 2 | 2 | 2 |
| 7 | $u_{1}^{2} x_{1}, u_{1}^{2} x_{2}, u_{2}^{2} x_{1}, u_{2}^{2} x_{2}$ | 2 | 1 | 1 | 1 |
| 8 | $u_{1} x_{1} x_{2}, u_{2} x_{1} x_{2}$ | 1 | 1 | 1 | 1 |
| 9 | $u_{1}^{2} x_{1} u_{2}, u_{1}^{2} u_{2} x_{2}$ | 1 | 0 | 0 | 0 |
| 10 | $u_{1}^{2} x_{1} x_{2}, u_{2}^{2} x_{1} x_{2}$ | 1 | 0 | 0 | 0 |
| 12 | $u_{1}^{2} u_{2} x_{1} x_{2}$ | 0 | 0 | 0 | 0 |

The table gives the explicit expression for the Poincaré series

$$
\begin{aligned}
P_{H H^{*}(X)}(t)= & 1+2 t^{2}+2 t^{3}+3 t^{5}+2 t^{6}+2 t^{7}+t^{8}+t^{9}+t^{10} \\
& +\left(\frac{1}{1-t^{4}}-1\right)\left(4 t^{2}+4 t^{4}+2 t^{5}+4 t^{6}+2 t^{7}+2 t^{8}\right) \\
& +\left(\frac{1}{\left(1-t^{4}\right)^{2}}-1\right)\left(t^{5}+2 t^{6}+t^{7}+t^{8}\right)
\end{aligned}
$$

Remark. In the case $H^{*}(X)=K[X] /\left(X^{n+1}\right)$ our procedure gives the same result as in [19] because annihilators are calculated automatically and one obtains the algebra

$$
\left(K[X] \otimes \bigwedge(x) /\left(X^{n+1}, X^{n} x\right)\right) \otimes K[Y]
$$

(as in Addendum to [20]).
Example 2. Let $X=G_{2} / T$. Introduce the coordinates $X_{1}, X_{2}, X_{3}$ in $t$ satisfying $X_{1}+X_{2}+X_{3}=0$. Then the polynomials

$$
f_{1}=X_{1}^{2}+X_{2}^{2}+X_{3}^{2}, \quad f_{2}=X_{1}^{6}+X_{2}^{6}+X_{3}^{6}
$$

are $G_{2}$-invariant and by direct calculation one obtains

$$
\begin{aligned}
& H^{*}(X)=\operatorname{span}\left(u_{1}, u_{2}: u_{1}^{2}+u_{2}^{2}=-u_{1} u_{2}, u_{1}^{3}=u_{2}^{3}=-u_{1}^{2} u_{2}-u_{1} u_{2}^{2}\right. \\
& \left.\quad u_{1}^{5} u_{2}=-u_{1} u_{2}^{5}, u_{1}^{3} u_{2}^{3}=0, u_{1}^{4}+u_{2}^{4}=-u_{1}^{2} u_{2}^{2}, u_{1}^{5}+u_{2}^{5}=-u_{1} u_{2}^{4}\right)
\end{aligned}
$$

The equivalence classes of $\sum_{i=1}^{n}\left(\partial f_{j} / \partial X_{i}\right) x_{i}$ in $H^{*}(X) \otimes \bigwedge\left(x_{1}, x_{2}\right)$ have representatives
$a_{1}=2 u_{1} x_{1}+u_{2} x_{1}+u_{1} x_{2}+2 u_{2} x_{1}, \quad a_{2}=6 u_{1}^{5} x_{1}+6 u_{2}^{5} x_{2}+6\left(u_{1}+u_{2}\right)^{5}\left(x_{1}+x_{2}\right)$.
By the Hirsch formula,

$$
P_{X}(t)=\frac{\left(1-t^{4}\right)\left(1-t^{12}\right)}{\left(1-t^{2}\right)^{2}}=\left(1+t^{2}\right)\left(1+t^{2}+t^{4}+t^{6}+t^{8}+t^{10}\right)
$$

and

$$
\begin{aligned}
P_{H^{*}(X) \otimes \wedge\left(x_{1}, x_{2}\right)}(t)= & P_{X}(t) \cdot\left(1+t^{3}\right)^{2} \\
= & 1+2 t^{2}+2 t^{3}+2 t^{4}+4 t^{5}+3 t^{6} \\
& +4 t^{7}+4 t^{8}+4 t^{9}+4 t^{10}+4 t^{11}+3 t^{12} \\
& +4 t^{13}+2 t^{14}+2 t^{15}+2 t^{16}+t^{18}
\end{aligned}
$$

Applying (5) to $H^{*}(X) \otimes \bigwedge\left(x_{1}, x_{2}\right)$ and $a_{1}, a_{2}$, one can calculate directly all dimensions of the factor algebra (see Example 1).

|  |  | Dimensions |  |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: |
| Degree | Additive generators | case 1 | case 2 | case 3 | case 4 |
| 2 | $u_{1}, u_{2}$ | 2 | 0 | 2 | 2 |
| 3 | $x_{1}, x_{2}$ | 2 | 0 | 0 | 0 |
| 4 | $u_{1}^{2}, u_{2}^{2}$ | 2 | 0 | 2 | 2 |
| 5 | $u_{1} x_{1}, u_{2} x_{2}, u_{2} x_{1}, u_{2} x_{2}$ | 4 | 1 | 1 | 1 |
| 6 | $x_{1} x_{2}, u_{1}^{2} u_{2}, u_{2}^{2} u_{1}$ | 3 | 3 | 2 | 2 |
| 7 | $u_{1}^{2} x_{1}, u_{1}^{2} x_{2}, u_{2}^{2} x_{1}, u_{2}^{2} x_{2}$ | 2 | 1 | 1 | 1 |
| 8 | $u_{1} x_{1} x_{2}, u_{2} x_{1} x_{2}, u_{1}^{4}, u_{2}^{4}$ | 3 | 2 | 2 | 2 |
| 9 | $u_{1}^{2} u_{2} x_{1}, u_{1}^{2} u_{2} x_{2}, u_{2}^{2} u_{1} x_{1}, u_{2}^{2} u_{1} x_{2}$ | 3 | 2 | 1 | 1 |
| 10 | $u_{1}^{2} x_{1} x_{2}, u_{2}^{2} x_{1} x_{2}, u_{1}^{5}, u_{2}^{5}$ | 3 | 2 | 2 | 2 |
| 11 | $u_{1}^{4} x_{1}, u_{2}^{4} x_{2}, u_{1}^{4} x_{2}, u_{2}^{4} x_{1}$ | 2 | 1 | 1 | 1 |
| 12 | $u_{1}^{2} u_{2} x_{1} x_{2}, u_{2}^{2} u_{1} x_{1} x_{2}, u_{1}^{3} x_{1} x_{2}$ | 1 | 1 | 0 | 0 |
| 13 | $u_{1}^{5} x_{1}, u_{2}^{5} x_{2}, u_{1}^{5} x_{2}, u_{2}^{5} x_{1}$ | 2 | 1 | 0 | 0 |
| 14 | $u_{1}^{4} x_{1} x_{2}, u_{2}^{4} x_{1} x_{2}$ | 1 | 0 | 0 | 0 |
| 15 | $u_{1}^{5} u_{2} x_{1}, u_{1}^{5} 2_{2} x_{2}$ | 1 | 0 | 0 | 0 |
| 16 | $u_{1}^{4} u_{2} x_{1} x_{2}, u_{2}^{4} u_{1} x_{1} x_{2}$ | 1 | 0 | 0 | 0 |
| 18 | $u_{1}^{4} u_{2}^{2} x_{1} x_{2}$ | 0 | 0 | 0 | 0 |

The table gives the explicit expression for the Poincaré series
$P_{H H^{*}(X)}(t)=1+2 t^{2}+2 t^{3}+4 t^{4}+3 t^{5}+3 t^{6}+2 t^{7}+3 t^{8}+3 t^{9}+3 t^{10}+2 t^{11}$

$$
\begin{aligned}
& +t^{12}+2 t^{13}+t^{14}+t^{15}+t^{16} \\
& +\left(\frac{1}{1-t^{4}}-1\right)\left(4 t^{2}+4 t^{4}+2 t^{5}+4 t^{6}+2 t^{7}+4 t^{8}+2 t^{9}+4 t^{10}+2 t^{11}\right) \\
& +\left(\frac{1}{\left(1-t^{4}\right)^{2}}-1\right)\left(t^{5}+3 t^{6}+t^{7}+2 t^{8}+2 t^{9}+2 t^{10}+t^{11}+t^{12}+t^{13}\right)
\end{aligned}
$$

5. Quasifree and non-quasifree cyclic homology: proof of Theorems 3-5. Let $K[\alpha]$ be the graded free commutative algebra generated by $\alpha$ with $\operatorname{deg} \alpha=2$ over a field $K$. Suppose that a $K$-graded vector space $P^{*}$ is endowed with the structure of a $K[\alpha]$-module by a map $\nabla: K[\alpha] \otimes P^{*} \rightarrow P^{*}$. Clearly, the existence of $\nabla$ is equivalent to the existence of a $K$-linear map $S: P^{*} \rightarrow P^{*+2}$ defined by the condition $\nabla\left(\alpha^{P} \otimes x\right)=S^{P}(x)$.

Definition 7 ([19]). The $K[\alpha]$-module $\left(P^{*}, S\right)$ is called: (a) free if $S$ is injective; (b) trivial if $S$ is zero; (c) quasifree if it is the direct sum of a free and a trivial module.

Consider the Connes long exact sequence for the cyclic and Hochschild cohomology of a topological space $X$ :

$$
\ldots \rightarrow H H^{n}(X) \rightarrow H C^{n}(X) \xrightarrow{S} H C^{n+2}(X) \rightarrow H H^{n+1}(X) \rightarrow \ldots
$$

Since $H C^{*}\{\mathrm{pt}\}=K[\alpha]$, the operator $S$ defines a structure of a $K[\alpha]$-graded module on $H C^{*}(X)$.

Definition 8 ([17]). The cyclic cohomology $H C^{*}(X, K)$ is said to be quasifree if $H C^{*}(X, K)$ is quasifree as a $K[\alpha]$-module in the sense of Definition 7.

It was conjectured by D. Burghelea and M. Vigué-Poirrier that any topological space whose cohomology is a polynomial algebra truncated by a regular sequence, is a space with quasifree cyclic homology. This conjecture is valid even under more general assumption of formality, as was proved recently by M. Vigué-Poirrier [18] (in this sense our proof is weaker, but explains the phenomenon in the case of truncated polynomial algebras). Our version (Theorem 3) is presented as an example of the use of (5).

Proof of Theorem 3. As usual, for the cohomology algebra $H^{*}(A, d)$ of any $(A, d) \in K-\mathrm{ADG}_{(\mathrm{c})}$, the symbol $H_{+}(A, d)$ denotes the subspace $\bigoplus_{p>0} H^{p}(A, d)$. As in Theorem 2, consider the minimal model of $X, \mathcal{M}_{X}=$ $(\bigwedge(V), d)$ and introduce the graded differential algebra $(\mathcal{R}, \mathcal{D})$ by the formulae

$$
\begin{gathered}
\mathcal{R}=K[\alpha] \otimes \bigwedge(V) \otimes \bigwedge(\bar{V}), \\
\mathcal{D} \alpha=0, \quad \mathcal{D}(u)=\delta(u)+\alpha \beta(u), \quad u \in \bigwedge(V) \otimes \bigwedge(\bar{V}) .
\end{gathered}
$$

Consider the short exact sequence

$$
0 \rightarrow \mathcal{R} \xrightarrow{l_{\alpha}} \mathcal{R} \xrightarrow{p} \mathcal{H} \rightarrow 0,
$$

where $l_{\alpha}(r)=\alpha \otimes r$ for $r \in \mathcal{R}$, and $p: \mathcal{R} \rightarrow \mathcal{H}$ is the projection $p\left(\alpha^{k} \otimes c\right)=0$ $(k \geq 1), p(1 \otimes c)=c$. As usual, one obtains the long exact sequence

$$
\begin{equation*}
\ldots \rightarrow H^{*}(\mathcal{H}, \delta) \xrightarrow{B} H^{*}(\mathcal{R}, \mathcal{D}) \xrightarrow{J} H^{*+2}(\mathcal{R}, \mathcal{D}) \xrightarrow{I} H^{*+1}(\mathcal{H}, \delta) \rightarrow \ldots \tag{16}
\end{equation*}
$$

where $B$ is the connecting homomorphism, $J$ is induced by $l_{\alpha}$, and $I$ is induced by $p$. By direct calculation one obtains

$$
B([y])=[1 \otimes \beta(y)] \in H^{*}(\mathcal{R}, \mathcal{D}), \quad[y] \in H^{*}(\mathcal{H}, \delta) .
$$

Let $B^{\prime}=I \circ B$. Clearly, $\left(B^{\prime}\right)^{2}=0$ and $\operatorname{deg} B^{\prime}=-1$, therefore it is possible to introduce the complex $\left(H^{*}(\mathcal{H}, \delta), B^{\prime}\right)$.

Proposition 1 ([19]). (i) The following isomorphisms are valid:

$$
H H^{*}(X) \simeq H^{*}(\mathcal{H}, \delta), \quad H C^{*}(X) \simeq H^{*}(\mathcal{R}, \mathcal{D})
$$

(ii) The operator $S$ in the Connes exact sequence can be identified with the operator $J$ in (16).

Proposition 1 allows us to use $H^{*}(\mathcal{R}, \mathcal{D})$ instead of $H C^{*}(X)$. In what follows we shall use the Hodge decompositions for Hochschild and cyclic homology [4].

Proposition 2 ([4]). (i) Both Hochschild and cyclic homology of a commutative graded differential $K$-algebra $(A, d)$ have natural decompositions

$$
H H^{n}(A, d)=\bigoplus_{p \geq 0} H H^{n}(A, d)^{(p)}
$$

$H C^{n}(A, d)=H C_{n}(K) \oplus H C_{n}^{(p)}(A, d), \quad H C_{n}^{(p)}(A, d)=0, \quad p>n+1$.
(ii) For the Connes exact sequence the following equality holds:

$$
S^{p}(x)=0 \quad \text { for any } x \in H C^{*}(A)^{(p)} .
$$

Denote by $\widetilde{H C}(X, K)$ the reduced cyclic cohomology [4]. Since for any augmented graded commutative differential algebra $(A, d)$,

$$
H C^{*}(A, d)=H C^{*}(K) \oplus \widetilde{H C^{*}}
$$

applying the above proposition to the chain algebra $C_{*}(M X)$ of the Moore loop space, one obtains the equality

$$
\widetilde{H C^{n}}(X)=\bigoplus_{p=0}^{n+2}\left(H C^{n}\right)^{(p)}
$$

Proposition 2 and the last formula imply
Proposition 3. (i) $\left.J\right|_{\widetilde{H C^{*}(X)}}$ is nilpotent; (ii) $\left(\widetilde{H C^{*}}\right)^{0}=0$.

The following lemma can be proved by direct calculation.
Lemma 5. There is a short exact sequence
$0 \rightarrow \operatorname{im} J \cap \widetilde{H C^{*}} / \operatorname{im} J^{2} \cap \widetilde{H C^{*}} \xrightarrow{a} H_{*}\left(\widetilde{H H^{*}}, B^{\prime}\right) \xrightarrow{b}(\operatorname{ker} J \cap \operatorname{im} J) \cap \widetilde{H C^{*}} \rightarrow 0$ where the maps $a, b$ are defined by

$$
a([J(x)])=[I(x)], \quad b([y])=B(y) .
$$

Proof. See [14], [15].
Remark. The above lemma is due to R. Krasauskas.
Lemma 6. $H C^{*}(X, K)$ is quasifree if and only if $\left.J\right|_{\widetilde{H C^{*}}}=0$.
Proof. Follows directly from Proposition 3.
Lemma 7. $H C^{*}(X, K)$ is quasifree if and only if

$$
\begin{equation*}
H_{+}\left(H_{+}(\mathcal{H}, \delta), \beta_{*}\right)=0 . \tag{17}
\end{equation*}
$$

Proof. By Lemma $6, H C^{*}(X, K)$ is quasifree if and only if $\left.J\right|_{\widetilde{H C^{*}}}=0$.
By Lemma 5, the last equality is equivalent to $H_{*}\left(\widetilde{H H^{*}}, B^{\prime}\right)=0$.
Now, to prove the lemma it is sufficient to notice that

$$
\left.B^{\prime}\right|_{\widetilde{H H}^{*}}=\left.\beta_{*}\right|_{H_{+}(\mathcal{H}, \delta)}, \quad \widetilde{H H^{*}}=H_{+}(\mathcal{H}, \delta) .
$$

To finish the proof of Theorem 3 it is necessary to calculate (17) directly for $(\mathcal{H}, \delta)$ defined by (12). Obviously, (17) can be rewritten in the form

$$
\begin{equation*}
H_{+}\left(\widetilde{\mathcal{H}}^{+}, \beta_{*}\right)=0, \tag{18}
\end{equation*}
$$

where $\widetilde{\mathcal{H}}$ is defined by (3), $\widetilde{\mathcal{H}}^{+}$denotes the subalgebra in $\widetilde{\mathcal{H}}$ generated by the positive degrees and $\beta_{*}$ is induced by $\beta$ (apply Lemma 3 ). Consider the quotient algebra

$$
\widetilde{\mathcal{H}}_{1}=K\left[X_{1}, \ldots, X_{n}\right] \otimes \wedge\left(x_{1}, \ldots, x_{n}\right) /\left(f_{1}, \ldots, f_{n}, \beta\left(f_{1}\right), \ldots, \beta\left(f_{n}\right)\right) .
$$

Suppose first that $\beta(f) \in\left(\beta\left(f_{1}\right), \ldots, \beta\left(f_{n}\right)\right)$ for some $f \in K\left[X_{1}, \ldots, X_{n}\right] \otimes$ $\wedge\left(x_{1}, \ldots, x_{n}\right)$, that is,

$$
\beta(f)=a_{1} \beta\left(f_{1}\right)+\ldots+a_{n} \beta\left(f_{n}\right),
$$

with $a_{i}$ being "polynomials" in the variables $X_{j}, x_{k}$. Set

$$
\widetilde{f}=f-(-1)^{\operatorname{deg}\left(a_{1}\right)} a_{1} f_{1}-\ldots-(-1)^{\operatorname{deg}\left(a_{n}\right)} a_{n} f_{n} .
$$

Then, by direct computation, one obtains $\beta(\widetilde{f}) \in\left(f_{1}, \ldots, f_{n}\right)$. Thus, calculating cohomology of (12) one can always choose $f$ in such a way that

$$
\begin{equation*}
\beta(f) \in\left(f_{1}, \ldots, f_{n}\right) \tag{19}
\end{equation*}
$$

Now we prove (18). Observe that $\widetilde{\mathcal{H}}_{1}$ can be represented in the form

$$
\left(\widetilde{\mathcal{H}}_{1}, \beta_{*}\right)=\left(\operatorname{span}\left(u_{1}, \ldots, u_{n}\right) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) /\left(v_{1}, \ldots, v_{n}\right), \beta_{*}\right),
$$

where $\beta_{*}\left(u_{i}\right)=x_{i}$, the $u_{i}$ are generators of $\operatorname{span}\left(u_{1}, \ldots, u_{n}\right)$ satisfying the relations determined by the ideal $\left(f_{1}, \ldots, f_{n}\right)$, and $v_{i}=\sum_{j=1}^{n}\left(\partial f_{i} / \partial X_{j}\right)$. $\left.x_{j}\right|_{\left(u_{1}, \ldots u_{n}\right)}$ (we substitute $\left(u_{1}, \ldots, u_{n}\right)$ for $X_{j}$ and take into consideration their relations). Then (19) can be expressed as

$$
\beta_{*}(f)=0, \quad f \in \operatorname{span}\left(u_{1}, \ldots, u_{n}\right) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right) .
$$

Let us prove by induction the implication

$$
\begin{equation*}
\beta_{*}(f)=0 \Rightarrow f=\beta_{*}(g)+q_{1} v_{1}+\ldots+q_{n} v_{n} \tag{20}
\end{equation*}
$$

for some $g, q_{i} \in \operatorname{span}\left(u_{1}, \ldots, u_{n}\right) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right)$. Use induction on the number of variables $i$ generating $\operatorname{span}\left(u_{1}, \ldots, u_{n}\right) \otimes \wedge\left(x_{1}, \ldots, x_{n}\right)$, containing $f$. Let $i=1$. Then any cocycle with respect to $\beta_{*}$ is of the form $u_{1}^{k} x_{1}$. If $u_{1}^{k+1} x_{1} \neq 0$, then

$$
f=\beta_{*}\left(\frac{1}{k+1} u_{1}^{k+1} x_{1}\right) .
$$

If $u_{1}^{k+1} x_{1}=0$, then

$$
\begin{aligned}
& X_{1}^{k+1} \in\left(f_{1}, \ldots, f_{n}\right) \Rightarrow X_{1}^{k+1}= \\
& \Rightarrow a_{1} f_{1}+\ldots+a_{n} f_{n} \\
& \Rightarrow \beta\left(X_{1}^{k+1}\right)= \\
&=(k+1) X_{1}^{k} x_{1} \\
&= \beta\left(a_{1}\right) f_{1}+\ldots+\beta\left(a_{n}\right) f_{n} \\
&+(-1)^{\operatorname{deg}\left(a_{1}\right)} a_{1} \beta\left(f_{1}\right) \\
&+\ldots+(-1)^{\operatorname{deg}\left(a_{n}\right)} a_{n} \beta\left(f_{n}\right) \\
& \Rightarrow(k+1) u_{1}^{k} x_{1}= \\
& a_{1} v_{1}+\ldots+\bar{a}_{n} v_{n}
\end{aligned}
$$

(the $\bar{a}_{i}$ are the images of $a_{i}$ with appropriate coefficients). Thus in both cases (20) is valid for $i=1$. Suppose that (20) is satisfied for $i \leq n-1$. Then for arbitrary $u \in \operatorname{span}\left(u_{1}, \ldots, u_{n}\right) \otimes \bigwedge\left(x_{1}, \ldots, x_{n}\right)$ we consider

$$
u=g_{1}+g_{2} u_{n}^{l}+g_{3}^{t} x_{n}+g_{4} x_{n}, \quad g_{i}=g_{i}\left(u_{1}, \ldots, u_{n-1}, \ldots, x_{n-1}\right),
$$

and rewrite the equality $\beta_{*}(u)=0$ directly. We have to consider the following possibilities for $l$ and $t$ :

$$
\text { 1) } l>1, l-1 \neq t, \quad \text { 2) } l>1, l-1=t, \quad \text { 3) } l=1, t \geq 0 \text {. }
$$

Each case should be considered separately, but calculations do not differ essentially, therefore we reproduce them in detail only in the first case. Then

$$
\beta_{*}\left(g_{1}\right)=0, \beta_{*}\left(g_{2}\right) u_{n}^{l}=0, g_{2} u_{n}^{l-1}=0, \beta_{*}\left(g_{3}\right) u_{n}^{t}=0, \beta_{*}\left(g_{4}\right)=0 .
$$

By the induction hypothesis one can eliminate $g_{1}$ and $g_{4}$. Moreover, $g_{2} u_{n}^{l-1}=$ 0 eliminates the term $g_{2} u_{n}^{l}$. The equality $\beta_{*}\left(g_{3}\right) u_{n}^{t}=0$ gives two possibilities: either $g_{3} u_{n}^{t+1}$ is zero, or not. In the first case

$$
\beta_{*}\left(g_{3} u_{n}^{t+1}\right)=\beta_{*}\left(g_{3}\right) u_{n}^{t+1}+(-1)^{\operatorname{deg}\left(g_{3}\right)}(t+1) g_{3} u_{n}^{t} x_{n},
$$

which implies

$$
g_{3} u_{n}^{t} x_{n}=\beta_{*}\left(\frac{(-1)^{\operatorname{deg}\left(g_{3}\right)}}{t+1} g_{3} u_{n}^{t+1}\right)
$$

In the second case $g_{3} X_{n}^{t+1} \in\left(f_{1}, \ldots, f_{n}\right)$ and applying exactly the same argument as in the case $i=1$, one obtains

$$
g_{3} u_{n}^{t} x_{n}=\bar{a}_{1} v_{1}+\ldots+\bar{a}_{n} v_{n}
$$

which implies (20).
In case 2 ), by the same technique one obtains the equality

$$
u=g_{1}+\beta_{*}\left(\frac{(-1)^{\operatorname{deg}\left(g_{2}\right)}}{l} g_{3} u_{n}^{l}\right)+g_{4} x_{n}
$$

from which the assertion follows. Case 3) does not differ from the previous one.

Now, to finish the proof it is enough to notice that $\beta_{*}\left(Y_{i_{k}}\right)=0$ and that $\beta_{*}$ preserves all annihilators in (5) because of the evident equality $\beta(a \beta(g))=\beta(a) \beta(g)$. Our argument was inductive and one can observe that all equalities in the reasoning above remain unchanged under the assumption that they belong to any annihilator (note that $g_{3} u_{n}^{t} \notin \operatorname{Ann}\left(v_{i}\right)$ implies $x_{n} \beta\left(f_{i}\right) \in\left(f_{1}, \ldots, f_{n}\right)$, from which the contradiction with the regularity condition can be derived very easily). The proof of the theorem is complete.

Proof of Theorem 4. Consider $\left(\mathcal{M}_{X}, d\right)$ as defined in Theorem 4. Consider the ideal $I=\left(f_{1}, \ldots, f_{m}\right)$. Choose a maximal regular subsequence, say $f_{1}, \ldots, f_{s}$.

First we show that because $H^{*}(X)$ is finite-dimensional, $s \geq n$. Denote by $V(I)$ the affine algebraic variety of $I$ and by $\operatorname{Rad}(I)$ its radical. If $\operatorname{dim} V(I)=0$, then $\operatorname{Rad}(I)$ is a complete intersection and using [11, pp. 134-135] it is easy to derive that $I=\left(f_{1}, \ldots, f_{n}, f_{n+1}, \ldots, f_{m}\right)$, where $f_{1}, \ldots, f_{n}$ is a regular sequence, thus $s \geq n$. If $\operatorname{dim} V(I)>0$, then there exists an infinite sequence of polynomials $q_{1}, q_{2}, \ldots$, which are linearly independent on $V(I)$ and therefore, $\bmod I$. They are cocycles. Suppose that $\sum \alpha_{i} q_{i}=d(b)$. Then, clearly, $b=\sum p_{i} y_{i}$ and thus $d(b) \in I$, contrary to the above remark. Thus $\left[q_{i}\right]$ are independent cohomology classes and $H^{*}(X)$ is not finite-dimensional. On the other hand, it is impossible to obtain $s>n$, because by the Macaulay theorem [11] the maximal length $d(I)$ of a regular sequence of any ideal $I$ is equal to its height $h(I)$. But for the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right], h(I) \leq n$, and thus $s \leq d(I)=h(I) \leq n$. Thus $s=n$ and so $I=\left(f_{1}, \ldots, f_{n}, f_{n+1}, \ldots, f_{m}\right)$, where $f_{1}, \ldots, f_{n}$ is a regular sequence. If $m=n$, then $I$ is a complete intersection [11] and $\mu(I)=\mu\left(I / I^{2}\right)([11])$.

Regularity implies that $H C^{*}(X)$ is quasifree by Theorem 3 . Then the following possibilities remain:
(i) $f_{n+1}, \ldots, f_{m}$ are all in $\left(f_{1}, \ldots, f_{n}\right)$,
(ii) at least one of them is not, say $f_{n+1} \notin\left(f_{1}, \ldots, f_{n}\right)$.

In case (i) the well known derivation change

$$
d^{\prime}\left(y_{j}\right)= \begin{cases}f_{j}, & j=1, \ldots, n, \\ f_{j}+\sum_{k=1}^{n} p_{k} f_{k}, & j=n+1, \ldots, m,\end{cases}
$$

allows us to replace $\left(\mathcal{M}_{X}, d\right)$ by

$$
\begin{gathered}
\left(\mathcal{M}_{X}^{\prime}, d^{\prime}\right)=\left(K\left[X_{1}, \ldots, X_{n}\right] \otimes \bigwedge\left(y_{1}, \ldots, y_{n}\right) \otimes \bigwedge\left(y_{n+1}, \ldots, y_{m}\right), d^{\prime}\right) \\
d^{\prime}\left(X_{i}\right)=d\left(X_{i}\right), \quad d^{\prime}\left(y_{i}\right)=d\left(y_{i}\right) \quad(i=1, \ldots, n) \\
d^{\prime}\left(y_{n+1}\right)=\ldots=d^{\prime}\left(y_{m}\right)=0
\end{gathered}
$$

and one easily notices that the "trivial part" ( $\left.\bigwedge\left(y_{n+1}, \ldots, y_{m}\right), d=0\right)$ does not affect the considerations of Theorem 3, and again $\mu(I)=\mu\left(I / I^{2}\right)$ and $H C^{*}(X)$ is quasifree.

In case (ii), $f_{n+1} \notin\left(f_{1}, \ldots, f_{n}\right)$, but the sequence is not regular. Observe that the sequence $f_{1}, \ldots, f_{i}, \ldots$ contains a minimal system of generators of $I$ (see [11, p. 109]). Therefore finally $I=\left(f_{1}, \ldots, f_{n}, f_{n+1}, \ldots, f_{n+k}\right)$, $\mu(I)=n+k$. Now, suppose that $\mu(I)>\mu\left(I / I^{2}\right)$. Then a generator, say $f_{n+2}^{2}$, can be expressed as a combination of the others. Now, use the following inequality, which is valid for any Noetherian ring $R$ (see [11]):

Proposition 4. (i) $h(I) \leq \mu\left(I / I^{2}\right) \leq \mu(I) \leq \mu\left(I / I^{2}\right)+1$.
(ii) If $\mu\left(I / I^{2}\right)>\operatorname{dim} R$, then $\mu(I)=\mu\left(I / I^{2}\right)$.

This proposition gives $\mu\left(I / I^{2}\right) \leq n$ and $\mu(I) \leq n+1$. Thus, the assumptions of Theorem 4 imply $k=1, I=\left(f_{1}, \ldots, f_{n}, f_{n+1}\right)$ and $f_{n+1}^{2} \in$ $\left(f_{1}, \ldots, f_{n}\right)$. By Theorem $3, H C^{*}(X)$ is quasifree if and only if $H_{+}\left(H_{+}(\mathcal{H}, \delta)\right.$, $\left.\beta_{*}\right)=0$.

Consider now ( $\mathcal{H}, \delta$ ) obtained as in (12), and take, as in the previous cases,

$$
\begin{aligned}
&(\widetilde{\mathcal{H}}, \widetilde{\delta})=\left(\left(K\left[X_{1}, \ldots, X_{n}\right] /\left(f_{1}, \ldots, f_{n}\right) \otimes K\left[Y_{1}, \ldots, Y_{n}\right]\right)\right. \\
&\left.\otimes \wedge\left(y_{n+1}\right) \otimes K\left[Y_{n+1}\right], \widetilde{\delta}\right) .
\end{aligned}
$$

Consider the element $u=f_{n+1} y_{n+1}$ and its equivalence class in $\widetilde{\mathcal{H}}$,

$$
\widetilde{u}=\widetilde{f}_{n+1} y_{n+1} .
$$

Since $f_{n+1}^{2} \in\left(f_{1}, \ldots, f_{n}\right),[\widetilde{u}]$ is a cohomology class in $H^{*}(\widetilde{\mathcal{H}}, \widetilde{\delta})([\widetilde{u}] \neq 0$, which can be verified directly).

It can be proved by direct calculation that $\beta_{*}[u]=0$, but $[u] \neq \beta_{*}[v]$. Indeed,

$$
\beta(\widetilde{u})=\beta\left(f_{n+1}\right) y_{n+1}+f_{n+1} Y=\delta\left(y_{n+1} Y\right)
$$

and thus $\beta_{*}[u]=0$. On the other hand,

$$
u \neq \delta(v)+\beta(w), \quad \text { where } \delta w=0
$$

because the left hand side does not contain free variables $x_{i}$ and the right hand side does contain them if $\beta(w) \neq 0$. If $\beta(w)=0$, then $u$ is a coboundary, contrary to the remark above. Thus $H_{+}\left(H_{+}(\mathcal{H}, \delta), \beta_{*}\right) \neq 0$ and $H C^{*}(X)$ is not quasifree by Theorem 3. The proof of Theorem 4 is complete.

Proof of Theorem 5. Consider the case

$$
M=\mathrm{SU}(6) / \mathrm{SU}(3) \times \mathrm{SU}(3)
$$

and calculate its Cartan algebra $(C, d)$ by the methods described in Section 3. In our case

$$
\begin{gathered}
(C, d)=\left(\mathbb{R}\left[t^{\prime}\right]^{W\left(A_{1} \times A_{2}\right)} \otimes \bigwedge\left(y_{1}, \ldots, y_{5}\right), d\right) \\
d\left(y_{j}\right)=\widetilde{f}_{j}=\left.f_{j}\right|_{t^{\prime}}, \quad j=1, \ldots, 5
\end{gathered}
$$

where $d=0$ on the first factor of the tensor product, and $f_{j}$ and $\tilde{f}_{j}$ are determined by the Chevalley isomorphism:

$$
\mathbb{R}[t]^{W\left(A_{5}\right)} \simeq \mathbb{R}\left[f_{1}, \ldots, f_{5}\right], \quad \mathbb{R}\left[\tau^{\prime}\right]^{W\left(A_{1} \times A_{2}\right)} \simeq \mathbb{R}\left[X_{1}, X_{2}, Y_{1}, Y_{2}\right]
$$

Using the explicit expressions for $f_{j}, X_{i}, Y_{i}$ (see [6]), one obtains

$$
\begin{gathered}
f_{j}\left(Z_{1}, \ldots, Z_{6}\right)=Z_{1}^{j+1}+\ldots+Z_{6}^{j+1}, \quad Z_{1}+\ldots+Z_{6}=0, \quad j=1, \ldots, 6 \\
Z_{i}=X_{1}^{i+1}+X_{2}^{i+1}+X_{3}^{i+1}, \quad X_{1}+X_{2}+X_{3}=0, \quad i=1,2 \\
Y_{i}=X_{4}^{i+1}+X_{5}^{i+1}+X_{6}^{i+1}, \quad X_{4}+X_{5}+X_{6}=0, \quad i=1,2
\end{gathered}
$$

Then, up to scalar multiples which are not important in our considerations,

$$
\begin{gathered}
\widetilde{f}_{1}=X_{1}+Y_{1}, \quad \tilde{f}_{2}=X_{2}+Y_{2}, \quad \widetilde{f}_{3}=X_{1}^{2}+Y_{2}^{2} \\
\widetilde{f}_{4}=X_{1} X_{2}+Y_{1} Y_{2}, \quad \widetilde{f}_{5}=X_{1}^{3}+Y_{1}^{3}+X_{2}^{2}+X_{3}^{2}
\end{gathered}
$$

and finally

$$
\begin{gathered}
(C, d)=\left(\mathbb{R}\left[X_{1}, X_{2}, Y_{1}, Y_{2}\right] \otimes \bigwedge\left(y_{1}, \ldots, y_{5}\right), d\right) \\
d\left(X_{i}\right)=d\left(Y_{i}\right)=0, \quad i=1,2 \\
d\left(y_{1}\right)=X_{1}+Y_{1}, \quad d\left(y_{2}\right)=X_{2}+Y_{2}, \quad d\left(y_{3}\right)=X_{1}^{2}+Y_{1}^{2} \\
d\left(y_{4}\right)=X_{1} X_{2}+Y_{1} Y_{2}, \quad d\left(y_{5}\right)=X_{1}^{3}+Y_{1}^{3}+X_{2}^{2}+X_{3}^{2}
\end{gathered}
$$

where the degrees of the variables are

$$
\begin{aligned}
\operatorname{deg}\left(X_{1}\right)= & 4, \quad \operatorname{deg}\left(Y_{1}\right)=4, \quad \operatorname{deg}\left(X_{2}\right)=\operatorname{deg}\left(Y_{2}\right)=6 \\
& \operatorname{deg}\left(y_{1}\right)=3, \ldots, \quad \operatorname{deg}\left(y_{5}\right)=11
\end{aligned}
$$

Observe that $(C, d)$ is not a minimal algebra. Nevertheless, $(C, d)$ is a free graded commutative algebra and we can apply Sullivan's method for constructing the minimal model of $(C, d)$. In what follows we apply the calculations of [13]. Denote by $V$ the linear span of $\left\{X_{1}, X_{2}, Y_{1}, Y_{2}, y_{1}, \ldots, y_{5}\right\}$ and introduce a new derivation $d^{\prime}$ on $V$ by the formula

$$
\begin{gathered}
d^{\prime}: V^{n} \rightarrow V^{n+1}, \quad d^{\prime}=\pi \circ d, \\
\pi: V^{n+1} \oplus L^{++}(V)^{n+1} \rightarrow V^{n+1}
\end{gathered}
$$

$L^{++}(V)$ is the ideal of decomposable elements in $\Lambda(V)$, and $\pi$ is the projection onto the first summand). Then

$$
\begin{gathered}
d^{\prime}\left(X_{i}\right)=d^{\prime}\left(Y_{i}\right)=0 \quad(i=1,2), \\
d^{\prime}\left(y_{1}\right)=X_{1}+Y_{1}, \quad d^{\prime}\left(y_{2}\right)=X_{2}+Y_{2}, \quad d^{\prime}\left(y_{j}\right)=0 \quad(j>2) .
\end{gathered}
$$

Consider the direct sums

$$
V=\operatorname{im} d^{\prime} \oplus V^{\prime} \oplus W, \quad \operatorname{im} d^{\prime} \oplus V^{\prime}=\operatorname{ker} d^{\prime} .
$$

Then, obviously,

$$
\begin{aligned}
\operatorname{ker} d^{\prime} & =L\left(X_{1}, X_{2}, Y_{1}, Y_{2}, y_{3}, y_{4}, y_{5}\right), \\
\operatorname{im} d^{\prime} & =L\left(X_{1}+Y_{1}, X_{2}+Y_{2}\right)
\end{aligned}
$$

( $L$ denotes linear span). Thus
$L\left(X_{1}, X_{2}, Y_{1}, Y_{2}, y_{3}, y_{4}, y_{5}\right)=L\left(X_{1}+Y_{1}, X_{2}+Y_{2}\right)+L\left(Y_{1}, Y_{2}\right)+L\left(y_{3}, y_{4}, y_{5}\right)$, which implies

$$
\begin{gathered}
V^{\prime}=L\left(Y_{1}, Y_{2}\right) \oplus L\left(y_{3}, y_{4}, y_{5}\right), \quad W=L\left(y_{1}, y_{2}\right), \\
W^{\prime}=d(W)=L\left(d\left(y_{1}\right), d\left(y_{2}\right)\right)=L\left(X_{1}+Y_{1}, X_{2}+Y_{2}\right) .
\end{gathered}
$$

Consider the algebra

$$
\bar{C}=\mathbb{R}\left[X_{1}+Y_{1}, X_{2}+Y_{2}\right] \otimes \bigwedge\left(y_{1}, y_{2}\right)=\bigwedge\left(W^{\prime} \oplus W\right)
$$

and the ideal $\left\langle\bar{C}^{+}\right\rangle$in $\Lambda(V)$ generated by $\bar{C}^{+}$(the elements of positive degrees). It is easy to calculate that

$$
\begin{gathered}
\left(\bigwedge\left(V^{\prime}\right), d\right) \simeq\left(\bigwedge(V) /\left\langle\bar{C}^{+}\right\rangle, d\right) \simeq\left(\mathbb{R}\left[X_{1}, X_{2}\right] \otimes \bigwedge\left(y_{3}, y_{4}, y_{5}\right), D\right)=(\mathcal{M}, D), \\
D\left(X_{i}\right)=0 \quad(i=1,2), \quad D\left(y_{3}\right)=X_{1}^{2}, \quad D\left(y_{4}\right)=X_{1} X_{2}, \quad D\left(y_{5}\right)=X_{2}^{2}
\end{gathered}
$$

(up to scalars). By Sullivan's theorem [13], ( $\mathcal{M}, D$ ) is a minimal model for $M$. Now, clearly, for the ideal $I=\left(X_{1}^{2}, X_{1} X_{2}, X_{2}^{2}\right)$ we have

$$
\mu(I)=3, \quad \mu\left(I / I^{2}\right)=2,
$$

and therefore Theorem 4 completes the proof.
In the case $M=\mathrm{Sp}(20) / \mathrm{SU}(6)$ one applies the same calculation to obtain the minimal model

$$
\left(\mathcal{M}_{M}, d\right)=\left(\mathbb{R}\left[X_{1}, X_{2}\right] \otimes \bigwedge\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}, y_{7}\right), d\right),
$$

$$
d\left(X_{i}\right)=0, \quad d\left(y_{1}\right)=X_{1} X_{2}, \quad d\left(y_{2}\right)=X_{1}^{2}, \quad d\left(y_{3}\right)=X_{2}^{4}
$$

Obviously $\left(X_{1} X_{2}\right)^{2} \in\left(X_{1}^{2}, X_{2}^{4}\right)$, and therefore again

$$
\mu(I)>\mu\left(I / I^{2}\right)
$$

This completes the proof of Theorem 5.
Acknowledgements. The second author is grateful to Professor M. Vigué-Poirrier for valuable discussions on cyclic homology and for the opportunity of reading the manuscript [18] before publication. He is also indebted to "Sonderforschungsbereich 288" of Humboldt University for hospitality. The second author was partially supported by Polish KBN research grant PB0742/P3/93/05.

## References

[1] A. Borel, Sur la cohomologie des espaces fibrés principaux et des espaces homogènes de groupes de Lie compacts, Ann. of Math. 57 (1953), 115-207.
[2] D. Burghelea, Cyclic homology and the algebraic K-theory of spaces I, in: Contemp. Math. 55, Amer. Math. Soc., 1986, 89-115.
[3] D. Burghelea and Z. Fiedorowicz, Cyclic homology and algebraic K-theory of spaces-II, Topology 25 (1986), 303-317.
[4] D. Burghelea and M. Vigué-Poirrier, Cyclic homology of commutative algebras I, in: Lecture Notes in Math. 1318, Springer, 1988, 51-72.
[5] A. Connes and H. Moscovici, Cyclic cohomology, the Novikov conjecture and hyperbolic groups, Topology 29 (1990), 345-388.
[6] L. Flatto, Invariants of reflection groups, Enseign. Math. 24 (1978), 237-293.
[7] T. Goodwillie, Cyclic homology, derivations, and the free loop space, Topology 24 (1985), 187-215.
[8] V. Greub, S. Halperin and R. Vanstone, Curvature, Connections and Cohomology, Vol. 3, Academic Press, New York, 1976.
[9] J. A. Guccione, J. J. Guccione, M. J. Redondo and O. R. Villamayor, Hochschild and cyclic homology of hypersurfaces, Adv. in Math. 95 (1992), 18-60.
[10] S. Halperin and M. Vigué-Poirrier, The homology of a free loop space, Pacific J. Math. 147 (1991), 311-324.
[11] E. Kunz, Introduction to Commutative Algebra and Algebraic Geometry, Birkhäuser, 1985.
[12] A. Lago and A. Rodicio, Generalized Koszul complexes and Hochschild (co-)homology of complete intersections, Invent. Math. 107 (1992), 433-446.
[13] D. Lehmann, Théorie homotopique des formes différentielles (d'après D. Sullivan), Astérisque 45 (1977).
[14] J. L. Loday, Cyclic Homology, Springer, 1992.
[15] J. McCleary, User's Guide to Spectral Sequences, Publish or Perish, 1985.
[16] A. Tralle, Cyclic homology of some topological spaces which are formal in the sense of Sullivan, Mat. Zametki 50 (6) (1991), 131-141 (in Russian).
[17] -, On Hochschild and cyclic homology of certain homogeneous spaces, Czechoslovak Math. J. 43 (1993), 615-634.
[18] M. Vigué-Poirrier, Homologie cyclique des espaces formels, J. Pure Appl. Algebra, to appear.
[19] M. Vigué-Poirrier and D. Burghelea, A model for cyclic homology and algebraic K-theory of 1-connected topological spaces, J. Differential Geom. 22 (1985), 243-253.
[20] M. Vigué-Poirrier and D. Sullivan, The homology theory of the closed geodesic problem, ibid. 11 (1976), 633-644.
[21] E. Witten, The index of the Dirac operator in loop space, in: Lecture Notes in Math. 1326, Springer, 1988, 161-181.

INSTITUTE OF MATHEMATICS
UNIVERSITY OF SZCZECIN
WIELKOPOLSKA 15
70-451 SZCZECIN 3, POLAND
E-mail: TRALLEMT@PLSZUS11.BITNET

Received 24 August 1993;
in revised form 6 January 1994


[^0]:    1991 Mathematics Subject Classification: 55N35, 19D10, 55P62.

