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1. Introduction. Let B = {1 < b; < by < ...} be an infinite sequence
of integers. For any integer n we define the counting function of B up to n
to be the number of elements of B not exceeding n; we denote it by B(n).
The lower asymptotic density dB and the upper asymptotic density dB are
defined by

dB = linrgioréfB(n)/n, dB = limsup B(n)/n.
If dB = dB, we say that B has asymptotic density dB, given by the common
value.

In [3] I. Z. Ruzsa proved that if A = {1 < a; < az < ...} is an infinite
sequence of integers and if a,4+1 < 2a, for all but at most finitely many
values of n, then P(A) has an asymptotic density, where P(A) is the set of
all sums of the form > e;a;, ¢; = 0 or 1. Ruzsa conjectured that for every
pair of numbers 0 < o < # < 1 there exists A = {1 < a; < az < ...}
for which d(P(A)) = a and d(P(A)) = (3. He also mentioned that an easy
argument shows the case § = 1.

In this paper we prove Ruzsa’s conjecture:

THEOREM. Let 0 < a < 3 < 1. Then there exists an A = {a1 < az < ...}
such that

(1) d(P(A) =a and d(P(A))=B.

The finite version of this question may be the following: for which ¢ is it
possible to find a sequence a; < ... < a, so that there are exactly t distinct
integers of the form Y ., &;a;, &; = 0 or 1. It was raised in [1] and solved
in [2].
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2. The construction. If o = 3 # 0 then it is easy to see that d(P(A))
=« for A = {[2"/a] | n € N}; if @ = = 0 then clearly d(P(A)) = 0 for
A =1{2%" | n € N}. So assume that 0 < o < 3 < 1.

We use the following notation: A = {a; < as < ...}, 4, = {a1 <
o< an}s sn = 31 @iy on = |P(AR)]/8n; pa(z) = |[P(An) N [Lz]]; 7 =
Pn—1(an)/an.

Let A = J;2, B;, where the blocks B; will be determined by an iterative
process.

First let us define the block By. Let ko = max{[183/a] + 8, [184] +
2,2/(f—a)} and let By = {a1 < ... < ak, }, where

a,_{2i if0<i<ky—1,
7\ min{z | (2kF —2) /(x4 2%0) < B} for i = k.

Thus P(Ag,) = [1, 2% —1JU[z + 1,  + 2% — 1] and so
ok = (2" = 1)/(z +2%) < 8

and an easy calculation shows that g, > 8 — 1/ko.
Assume now that the blocks By,...,B;_1 have been defined such that
foreach 1 <m<j—1,

B, = {aNl(m) < ... < aN2(m> < ... < aN?Em)}

where Syim-1) < Ay (m) with Nl(m) = Ném_l) + 1 and ax, < an with
3 1 1

N1(1) = ko + 1. Furthermore, if k := ko + m, then for every m, 1 <m < j,
the following properties are true:

(2) OzSTN(k)Sa—i-l/k,
3) onw > B/3,
(4) B—1/k< onm < B

Our task is to define blocks B;, Bj1,... so that the properties (2)-(4)
remain valid for k& = kg +m, m > j as well. We verify these parallel with
the construction.

In the last section we prove that for z > sy,

(5) o < [P(A) N [1L,a]l/z < 6.
Now we note that (2), (4) and (5) imply
d(P(A))=a and d(P(4))=3.
Indeed, by (2) and (4) we have
A [PAyl/aye = e, lim [P(Ayo)l/syg =6,

and by (5) we get (1).
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3. Proof of the Theorem. Now we prepare the block By.
We use the abbreviations N; = Ni(k) fori =1, 2,3 and let Ny = Nék_l).
In the first step we make the sequence less dense. Let
(6) an, = max{y | y > sn,, |[P(An,)|/y > a}.
Since 1/2%0 < 1/ky < B — a, y exists.
Since Ny > ko + j, this definition implies
0<7n, —a=|P(An)|/an, —a <|P(An,)|/an, — |P(An,)|/(an, +1)
= |P(An,)|/{an,(an, +1) < a/an, < 1/N1 < 1/k,
1 < ko < k, showing (2).
In the next step we do two things: we “stabilize” the density of our

sequence and then we make it more dense up to 3/3.
Let M = ap,. Let

(7) ANy +i = (Z + 1)&]\]1
fori=1,...,M and if t := [an, /sN,] > 2 then let
(8) any 4yt = (M +i+ an, + 5w,

fori=1,...,t—1. The elements defined in (7) stabilize the density and the
ones defined in (8) will make the density close to (3/3, which we now show.

Let No = Ny + M +t—1. Then oy, > (/3. Indeed, if ¢t < 2 then by (4),
(7) and since k > ko > 3/6 + 1, we have

ON, > QN1—1/2 = QNO/2 > (/8 - 1/(k - 1))/2 > 5/3
Let now ¢ > 2 and let M +¢ < j < (M), Clearly P(4;) = P(A;—1) U
{ar + P(A;_1)} for every ¢ € N. Since ay, > sn, and by (7) we see that
w € P(An,) N [jan,, (j + 1)ay,] if and only if there exist v € P(Ay,) and
z,1<z< (Mg'l), so that w = zan, +v. So we have

(9) |P(An,) N ljan,, (7 + Dan,)| = t|P(An,)|
and by (8),
(10) sny < <M +2t+ 2> ax

Furthermore, if (M2+1) <j< (M+2t+1) then it is easy to check that
(11) P(An,) N [jan,, (j + Dan,] = jan, + {usn, + P(An,) | 0 < u < t}.
Hence

2 <t <an,/sn, = {|P(An)l/ s Han, /|P(An)I} = ono /Tvy < B/ ex

SO we get
(12) 8> 2a.
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Since M > an, > N1 > ko by (9), (10) and (12) we get
(13) ON,

=Pl = { (M) = ar e farcanl /(Mo

M+1y
> (Lﬁf) 0 (a5, = DIP(Axg ) a,

> ((1—2t/M)* = 2/M)(|P(An,)|/sn, — [P(An,)l /an,)

> {(1 - 26/(ako))? — 2/ko}{B — 1/ko — a}

> (1 —48/(ako) — 2/ko)(B/2 — 1/ko) = B/3.
For the last inequality we use kg > 163/a+8 and thus 1—45/(aky)—2/ko >
3/4; furthermore, ko > 18/ and thus §/2 — 1/kg > 43/9. This proves (3).

In the next step we achieve that the sequence will be more dense, satis-
fying (4). Let v = sp,. Let

(14) ANy+i = 2iSN2
for i = 1,...,v. This definition implies that an,+; > Sn,+i—1 and so
(15) ONz+v = ON,-

Write for short N = Ny +v; W = sy and Y = [Wmin{1/2, 5/on — 1}]
and L = 5%, . Let now

(16) Kw(z) = [P(An) N (P(AN) + W =Y + 2)|
for 0 < z< L.
LEMMA. There ezists a z* € [0, L] such that
Ew(2") <Y (o} +3/sn,)-
Proof. Let Ky = Zﬁ:o Kw(z)/L. By (14) we have

(17) |P(An) N [t, t+ L]| < onL +sn, = (0 +1/sn,)L
fort=0,...,sy — L and

(18) [P(AN)N[W Y, W]| < Y (on + 1/5w,)-
Write

H=PAN)NW -Y,W], L.=W Y +2z+P(Ay).
Then by (17) and (18) we have

L
Ew <> Y 1<(on+1/sn,)% L-Y/L < (0} +3/sn,)Y.
z=0uceHNL,
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This implies that

Kw(z*) = 0I<I,lzi£L Kw(z) < Kw < (Q%V +3/8N2>Y,

which proves the lemma.
Let

(19) any1 =W =Y + 2",
Now we deduce a lower estimate for gn41. By the Lemma we get

2Won — Kw(2") | 2Won — (o} +3/sm,)Y

(20) ONFLT TOW Y e oW — Y + 2
>on+Yon(1—on)/W =Y +2%)
_ 2 J@W = Y) — 3Y(sn, (2W — Y)).
Let
wn = 2/ (2W — Y) — 3Y/(sn, (2WV — Y)).
Clearly

lim wy =0.
N—o0

First case: Y = [Wmin{l/2, 5/on — 1}] = [W(8/on — 1)]. Then
by (20)

(21)  on41
> on + W(B/on—1)on(1—on)/{2W = W(B/on—1) + 2"} — (wn + 1/W)

=on + (B —on)on(1—on)/{(Bon — B) +onz"/W} — (wny +1/W).

Since /3 < oy < [ < 1 the relation (6 — on)on(1 — on)/{(Bon — B) +
onz*/W} > 0 holds. This implies that if W (and so N) is large enough we
have

(22) ON+1 > ON-

Repeating the previous process we define by (14) and (19) the sequence
aN+2,aN+3, ... More precisely, let N = N + 1 and define aya) by (14)
and aye by (19) and if N N®@ . N have been defined then let
NC+1) = NG 4 1 and define apyr+1) by (14) and a2 by (19). Then
(22) yields that 5/on+1 — 1 < /0N so at each step of the iterative process
described above we always fall in the first case. Since gy < 3 and also by
(22) we conclude that lim; o, o) = A exists and clearly A < . Thus by
(21) we get

A=A+ (8= NA(1—N)/BA— B),

which implies A = (3. Hence there is an ¢ € N such that 5 —1/k < oy < 0.
So choosing N3 = N we get (4).
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Second case: Y = [W/2]. Then by (20) we have
(23) on+1 > on + (W/2)on(1 — on)/(2W — W/2) + Wy,

where limw, = 0. This implies that ony41 > on if W (and so N) is large
enough. Repeating the previous processes which are defined by (14) and (19)
we see that lim; . oy = p exists. By (23) we conclude that g > 1 thus
there is an i € N for which min{1/2, 3/oxw — 1} = B/onw — 1 so we can
use case 1.

4. Proof of property (5). We divide the interval [sj,,00) into the
union

Sk, 00) = U [8 k=105 8 (k) )
k> ko 3 3

We now prove by induction on k that if

SN?Ekfl) <z < SN?Ek)

for some k then (5) is true.
First, note that if we choose a ) at each step (a N 18 the initial element
1 1
of the block By) then since a N® > SNk We infer that the “density” of
1 1
A will not be affected in the interval [SN(k—l),S N(’“>) if we select further
3 3
elements VOISV ONPIIEE
For x = ay, by the definition of aj, we get
a < play)/ak, < P-

Now let & > ky and assume that Syt-1) ST < Sy k) We use the abbrevia-
3 3

tions N; = Ni(k), 1=1,2,3, and Ny = Nékil) again.

1. Let sy, < & < ap,. Since py,(z)/z is a decreasing function of z in
this interval we have, by (6),

a < plan,)/an, <p(x)/z < PNy (s8y) /5N, < B.

2. Let an, <z < sn, and let jany, <z < (j + 1)ay, for some 1 < j <
MHH). Let ' = 2 — jay, . By the definition of ay, +1, ..., an, we conclude
by (9) and (11) that

pN.(2)/z = {j|P(ANn,)| + e P(Ano)| + PN, (27)} /2,
where e =0if 1 < j < (Mg'l) and e =¢t—11f (M;l) <j< (M+2t+1) (i.e. if
t = [an,/$N,] = 2). The inductive hypothesis
an, o < |P(An,)| <an, B,  asn, <p(sn,) < Bsng,
and ax’ < pn,(z') < B’ yield
. () /z < {jtsn, B+ B’} x < B{j(an,/sn,)sn, + 2"}/ =13
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and
P, (2)/z =2 {jan, a + 0x'}/z = a{jay, + 2"}/ = a.
3. sn, <o < sy where N = Ny 4 v was defined in (14). By (14),
(24) [an;+iy anz+it1] N P(AN) = any1i + P(Any).

Thus if an,+; < * < 2an,+; and ' = = — an,+; then by the inductive
hypothesis again and by (24),

(25) pn(@)/x < {Ban,4i + '8}z =3
and
(26) pn(x)/z > {aan,+i +2'at/z = a.

4. Finally, let = € [any1,Sn41]. Since ani1 < sy it follows that if
x < sy then py(x)/x > a. This implies that

(27) pN+1(2)/z > «

for every x € [an+t1,SN+1]-
Now we only have to prove that pyyi(z)/z < G. If z > W then by
Y <W(B/on — 1) we have

py+1(z)/z < {onz +Yon}/z=on +Yon/x
<on+Yon/W <on+ (8 —on) =0
If ayt1 <ax < W then

(28) pn+1(x)/x = onT + (x — ant1)on/x < on +Yon/W = .

Now, to define ant2,an+3, ... by (14) and (19) we can apply the same ideas
as in items 3 and 4; in this way we conclude that (25)-(28) hold for every
x with sy < x < sn,, so that (5) holds and this completes the proof of the
Theorem.
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