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The spae of period polynomialsbyShinji Fukuhara (Tokyo)1. Introdution. The purpose of this note is to enhane our under-standing of the spae of period polynomials. The period polynomials hasbeen studied in onnetion with modular integrals (e.g., Knopp [4℄), uspforms via the Eihler{Shimura isomorphism (e.g., Kohnen{Zagier [5℄), andwith various other topis of mathematis (Zagier [8℄). Let K be a �eld, andX be an indeterminate. Let Vw = Vw(K) denote the spae of polynomialsin X of degree � w (even positive) with oeÆients in K. Then Vw(K) isan (w+1)-dimensional vetor spae, whih may be identi�ed with the spaeLwn=0K(Xn). Let G = GL2(Z)=� 1. Then G ats on Vw via(1:1) (P j)(X) = P�aX + bX + d�(X + d)wfor  = � a b d� 2 G and P (X) 2 Vw. Now we de�ne the spae, Ww, ofperiod polynomials of weight w to be the subspae of Vw haraterized bythe following properties: Ww = ker(1 + S) \ ker(1 + U + U2) (see [1, 4, 5,7℄), namely,Ww = fP 2 Vw : P + P jS = P + P jU + P jU2 = 0gwhere S = � 0 �11 0 � and U = � 1 �11 0 �.Though the spae Ww is interesting in its own right, it might be morenatural to onsider period Laurent polynomials, rather than period polyno-mials alone. Let bVw be the spae K(X�1) � Vw � K(Xw+1). The spae,Ww, of period Laurent polynomials an be de�ned in a similar way, and itturns out to be a subspae of bVw. In Lemma 2.2, it will be shown that Ww1991 Mathematis Subjet Classi�ation: Primary 11F20, 11F11; Seondary 11B68.Key words and phrases: period polynomial, usp form, modular form, Eihler{Shimuraisomorphism.The author wishes to thank Professor N. Yui for her useful advie.[77℄



78 S. Fukuharais a odimension one subspae of Ww. From the de�nition, learly 1�Xwbelongs to Ww and it represents a \trivial" element. Therefore, it might bemore natural to onsider the quotient spaesWw=h1�Xwi andWw=h1�Xwi.The main purpose of this note is to onstrut homomorphisms q� :Vw ! bVw=h1�Xwi and q� : Vw ! bVw=h1�Xwi, and desribe their imagesexpliitly. (See Theorem 3.3, Lemmas 4.1 and 5.1.) The two mappingsq� and q� are expressed using Bernoulli polynomials, and their images areindeed identi�ed withWw=h1�Xwi. Consequently, this will yield a spanningset fq�(Xn)gwn=0 or fq�(Xn)gwn=0 of Ww=h1 � Xwi. We obtain a relationbetween the polynomials �(Xn) and r�(Rn) of Kohnen{Zagier [5℄, and thus,we show that(1:2) fr�(Rn)gwn=0 mod 1�Xw spans Ww=h1 �Xwi:In Kohnen{Zagier [5, p. 203℄, the fat (1.2) was obtained using the isomor-phism theorem of Eihler and Shimura for period mappings. In this note, wetake a reverse route from that of [5℄, namely, we �rst onstrut a spanningset for the spae Ww=h1 �Xwi in terms of the homomorphisms q�, and asa orollary of this result, we redisover the isomorphism theorem of Eihlerand Shimura for period mappings.2. Preliminaries. Throughout the paper we assume that w is an evenpositive integer. For eah w, letVw(K) = fpolynomials of degree � w in X with oeÆients in Kg:We often write Vw for Vw(K) when the �eld K is plain. The ation of G onVw de�ned in (1.1) an be extended to an ation of the group ring ZG by�P ��Xnii� =Xni(P ji)for ni 2 Z and i 2 G. Using the ation, a subspae Ww of Vw an bedesribed asWw = ker(1 + S) \ ker(1 + U + U2)(2:1) = fP 2 V : P + P jS = P + P jU + P jU2 = 0g(2:2)for S = � 0 �11 0 � and U = � 1 �11 0 �. Following Kohnen{Zagier [5, p. 199℄, weonsider the ation of a spei� element, i.e., " = ��1 00 1�. It is shown in [5℄that W j" =W and there is a diret sum deompositionWw =W+w �W�wof Ww suh that P j" = �P for P 2W�w . More preisely,W+w = fP 2Ww : P is an even polynomialg;W�w = fP 2Ww : P is an odd polynomialg:



The spae of period polynomials 79We may also onsider the spaebV = n nXi=m iXi : m;n 2 Z suh that m � n; i 2 Koof Laurent polynomials in one variable and its subspaebVw = n w+1Xi=�1 iXi : i 2 Ko:For  2 G and P 2 bV , P j is de�ned by (1.1). It is no longer an elementof bV , but a rational funtion. However, the equation P j = 0 will makesense. The spae Ww is de�ned similarly to (2.2), i.e.,Ww = fP 2 bV : P + P jS = P + P jU + P jU2 = 0g:Clearly Ww � Ww. Moreover, W�w are de�ned similarly to W�w :W+w = fP 2 Ww : P is an even Laurent polynomialg;W�w = fP 2 Ww : P is an odd Laurent polynomialg:It is obvious that Ww = W+w �W�w . We all an element of Ww (respetively,Ww) a period polynomial (respetively, period Laurent polynomial) of weightw. We also all Ww (respetively, Ww) the spae of period polynomials(respetively, period Laurent polynomials) of weight w.Now we onsider a speial element of bVw. Let fw be an element of bVwde�ned by fw(X) = w+2Xn=0n even BnBw+2�nn!(w + 2� n)!Xn�1:It was shown in Zagier [7, p. 453℄ that fw 2 W�w (the homogeneous versionof this fat was also proved in [3℄). Let hfwi denote the subspae of W�wwhih is spanned by fw. We are interested in how di�erent W�w and W�ware. This will be answered in Lemmas 2.2 and 2.3. We will also show thatWw � bVw.Lemma 2.1. For m � 2, let P (X) =Pw+mi=�m iXi be a Laurent polyno-mial suh that P j(1 + S) = P j(1 + U + U2) = 0. Then �m = w+m = 0.P r o o f. Sine P j(1 + S) = 0, we havew+mXi=�m iXi + w+mXi=�m i��1X �iXw = 0;



80 S. Fukuharanamely,(2:3) i + (�1)w�iw�i = 0 for i = �m; : : : ; 0; : : : ; w +m:Sine P j(1 + U + U2) = 0, we have(2:4) w+mXi=�m iXi+ w+mXi=�m i�X � 1X �iXw+ w+mXi=�m i� �1X � 1�i(X�1)w = 0:Multiply (2.4) by Xm(X � 1)m to obtain(2:5) w+mXi=�m iXm+i(X � 1)m + w+mXi=�m i(X � 1)m+iXw�i+m+ w+mXi=�m i(�1)i(X � 1)w�i+mXm = 0:We alulate the oeÆient of X1 on the left hand side of (2.5). Sinem � 2by the assumption, we obtain(2:6) (�1)m�1m�m + (�1)(w + 2m)w+m + (�1)m�m+1+(�1)w+m�1 = 0:The equations (2.6) and (2.3) imply that (w+m)w+m = 0. Hene w+m =0, and then �m = 0 by (2.3), ompleting the proof.Lemma 2.2. Ww =Ww � hfwi:P r o o f. Let P (X) = Pw+mi=�m iXi belong to Ww. Then we an assumem = 1 by Lemma 2.1 above. SetQ(X) = P (X)� �1 (w + 2)!Bw+2 fw(X):Then the fat that the oeÆients of X�1 and Xw+1 in Q(X) vanish impliesthatQ(X) 2Ww. HeneWw �Ww�hfwi. Sine it is lear thatWw�hfwi �Ww, we omplete the proof.Observing fw 2 W�w , we have the following:Lemma 2.3. (1) W+w =W+w .(2) W�w =W�w � hfwi.Note that Ww � bVw from Lemma 2.2.3. The mapping �. It is easy to see that 1 � Xw belongs to W+w �Ww � Ww � bVw. So we may onsider the various quotient spaes, e.g.,W+w =h1�Xwi, Ww=h1�Xwi, bVw=h1 �Xwi.



The spae of period polynomials 81The purpose of this setion is to de�ne a map q� : Vw ! bVw=h1 �Xwiwhose image is exatly the spae Ww=h1�Xwi. Let V 0w denote the spae ofpolynomials of degree � w + 1, namely, V 0w = fPw+1n=0 nXn : n 2 Kg.Definition 3.1. (1) Let u : Vw ! Vw be de�ned byuP (X) = P j(1� U)(X) for P = P (X) 2 Vw:(2) Let b : Vw ! V 0w be de�ned bybP (X) = wXn=0 nn+ 1Bn+1(X + 1)where we write P (X) = Pwn=0 nXn 2 Vw, with Bn(X) denoting nthBernoulli polynomial.(3) Let s : V 0w ! bVw be de�ned bysP (X) = P j(1� S)(X);more expliitly, sP (X) = w+1Xn=0 nXn � w+1Xn=0(�1)nnXw�nfor P (X) =Pw+1n=0 nXn 2 V 0w.(4) Let � : Vw ! bVw be de�ned by � = sbu:(5) Let q : bVw ! bVw=h1 �Xwi be the projetion map.We need two lemmas to prove the main theorem.Lemma 3.1. bP (X)� bP (X � 1) = P (X):P r o o f. Set P (X) =Pwn=0 nXn. ThenbP (X) � bP (X � 1) = wXn=0 nn+ 1(Bn+1(X + 1)�Bn+1(X))= wXn=0 nn+ 1(n+ 1)Xn = P (X):This follows from the property of Bernoulli polynomials:(3:1) Bn+1(X + 1)�Bn+1(X) = (n+ 1)Xn:Lemma 3.2.�(1) = � 1w + 1(Xw+1 � (�1)w+1X�1) + (terms of degrees from 0 to w):In partiular , the oeÆient of X�1 in �(1) does not vanish.



82 S. FukuharaP r o o f.�(1) = sbu(1) = sb(1�Xw) = s�B1(X + 1)0 + 1 � Bw+1(X + 1)w + 1 �= s�B1(X) +X0 � Bw+1(X)w + 1 �Xw�= s�� Xw+1w + 1 + (terms of degrees from 0 to w)�= � 1w + 1(Xw+1 � (�1)w+1X�1)+ (terms of degrees from 0 to w):Now we are ready to desribe the image of the homomorphismq� : Vw ! bVw=h1�Xwi:Theorem 3.3. Im q� = Ww=h1 �Xwi:P r o o f. Firstly we show the inlusion Im q� � Ww=h1�Xwi, by provingthat Im� � Ww. For P (X) 2 Vw, setting P1(X) = uP (X); we haveP1(X) = P j(1� U)(X) = P (X) � P�X � 1X �Xw:Next let P2(X) = bP1(X). Then we haveP2(X)� P2(X � 1) = P1(X)by Lemma 3.1. Furthermore, let P3(X) = sP2(X). Then we haveP3(X) = P2j(1 � S)(X) = P2(X) � P2��1X �Xw:By the de�nition, P3(X) = �P (X).Now we laim that P3j(1 + U + U2) = 0. In fat,P3j(1 + U + U2)(X)= �P2(X)� P2��1X �Xw�j(1 + U + U2)= P2(X)� P2��1X �Xw + P2�X � 1X �Xw � P2� �1X�1X ��X � 1X �wXw+ P2� �1X � 1�(X � 1)w � P2� �1�1X�1 �� �1X � 1�w(X � 1)w



The spae of period polynomials 83= P2(X) � P2(X � 1) +�P2�X � 1X �� P2�X � 1X � 1��Xw+�P2� �1X � 1�� P2� �1X � 1 � 1��(X � 1)w= P1(X) + P1�X � 1X �Xw + P1� �1X � 1�(X � 1)w= P1j(1 + U + U2)(X) = P j(1� U)(1 + U + U2)(X)= P j(1 � U3)(X) = 0:This shows that(3:2) �P (X) 2 Im� � fQ 2 bVw : Qj(1 + U + U2) = 0g:Now noting that 1� S2 = 0, we have(3:3) Im s = fQj(1 � S) : Q 2 bVwg = fQ 2 bVw : Qj(1 + S) = 0g:Thus(3:4) Im� = Im sbu � fQ 2 bVw : Qj(1 + S) = 0g:From (3.2) and (3.4), we obtain(3:5) Im� � fQ 2 bVw : Qj(1 + S) = Qj(1 + U + U2) = 0g = Ww:This gives the inlusion that we are after, namely,(3:6) Im q� � q(Ww) = Ww=h1�Xwi:Seondly we laim that q(Ww) � Im q�. Sine �(1) 2 Im� � Ww, and�(1) 62Ww by Lemma 3.2, we knowWw =Ww � h�(1)inoting that Ww is a odimension one subspae of Ww. Hene it suÆes toshow the inlusion q(Ww) � Im q�.Let Q be any element of Ww. We now show q(Q) 2 Im q�. SineQ 2 ker(1 + S) = Im(1 � S), there is Q1 2 Vw suh that Q1j(1 � S) = Q,namely, Q(X) = Q1(X) �Q1��1X �Xw:Let Q2(X) be de�ned by(3:7) Q2(X) = Q1(X) �Q1(X � 1):Note that Q2 2 Vw.



84 S. FukuharaNext we show that Q2j(1 + U + U2) = 0. In fat,(3:8) Q2j(1 + U + U2)(X)= Q1(X) +Q1�X � 1X �Xw +Q1� �1X � 1�(X � 1)w�Q1(X � 1)�Q1�X � 1X � 1�Xw �Q1� �1X � 1 � 1�(X � 1)w= �Q1(X) �Q1��1X �Xw�+�Q1�X � 1X �Xw �Q1(X � 1)�+�Q1� �1X � 1�(X � 1)w �Q1� �XX � 1�(X � 1)w�:We also have(3:9) Qj(1 + U + U2)(X)= Q(X) +Q�X � 1X �Xw +Q� �1X � 1�(X � 1)w= Q1(X)�Q1��1X �Xw+�Q1�X � 1X ��Q1� �XX � 1��X � 1X �w�Xw+�Q1� �1X � 1��Q1(X � 1)� �1X � 1�w�(X � 1)w:Notie that the expressions on the right hand sides of (3.8) and (3.9) dooinide, so that we have(3:10) Q2j(1 + U + U2) = Qj(1 + U + U2):In partiular, sine the right hand side of (3.10) is zero by the assumptionthat Q 2Ww, this means Q2j(1 + U + U2) = 0 as we required.Sine ker(1 + U + U2) = Im(1 � U), it follows that Q2 2 Im(1 � U).Hene there is Q3(X) 2 Vw suh that Q3j(1� U) = Q2.Finally, we show that q�(Q3) = q(Q). By the de�nitions of � and Q2,(3:11) q�(Q3) = qsbu(Q3) = qsb(Q2):Sine Q1(X) �Q1(X � 1) = Q2(X) by (3.7), and bQ2(X) � bQ2(X � 1) =Q2(X) by Lemma 3.1, bQ2 � Q1 is a onstant, say . Calulate the righthand side of (3.11) to obtainqsb(Q2) = qs(Q1 + ) = q(sQ1 + (1 �Xw)) = q(Q+ (1�Xw)) = q(Q)as q((1�Xw)) = 0. This means q�(Q3) = q(Q).Thus we have proved that, for any Q(X) 2 Ww, there is Q3(X) 2 Vwsuh that q�(Q3) = q(Q). This implies q(Ww) � Im q�, ompleting theproof.



The spae of period polynomials 854. Calulation. We alulate �((X � 1)n) for n = 0; : : : ; w. Let endenote w � n for n = 0; : : : ; w. First note thatu((X � 1)n) = (X � 1)nj(1 � U) = (X � 1)n ���1X �nXw= (X � 1)n � (�1)nX en;moreover, b(Xn) = 1n+ 1Bn+1(X + 1)by the de�nition of b, andb((X � 1)n) = 1n+ 1Bn+1(X)by Lemma 3.1 and (3.1). Thus we havebu((X � 1)n) = Bn+1(X)n+ 1 � (�1)nBen+1(X + 1)en+ 1 :Here we adopt Kohnen{Zagier's notation B0n(X) for the nth Bernoulli poly-nomial without its B1-term ([5, p. 208℄):B0n(X) = nXi=0i6=1 �ni�BiXn�i = X0�i�ni even �ni�BiXn�i:Then we have�((X � 1)n) = sbu((X � 1)n)= Bn+1(X)n+ 1 � Bn+1(�1=X)n+ 1 Xw� (�1)n�Ben+1(X + 1)en+ 1 � Ben+1(�1=X + 1)en+ 1 Xw�= 1n+ 1�Bn+1(X)�Bn+1��1X �Xw�� (�1)nen+ 1 �Ben+1(X) + (en+ 1)X en�Ben+1��1X �Xw � (en+ 1)��1X �enXw�= 1n+ 1�B0n+1(X)�B0n+1��1X �Xw�� (�1)nen+ 1 �B0en+1(X) �B0en+1��1X �Xw�� 1n+ 1 � n+ 12 Xn



86 S. Fukuhara+ 1n+ 1 � n+ 12 ��1X �nXw + (�1)nen+ 1 � en+ 12 X en� (�1)nen+ 1 � en+ 12 ��1X �enXw � (�1)nX en + (�1)n��1X �enXw= 1n+ 1�B0n+1(X)�B0n+1��1X �Xw�� (�1)nen+ 1 �B0en+1(X) �B0en+1��1X �Xw�:Summarizing the above alulation, we obtainLemma 4.1.�((X � 1)n) = 1n+ 1�B0n+1(X) �B0n+1��1X �Xw�� (�1)nen+ 1 �B0en+1(X)�B0en+1��1X �Xw�:5. The mapping �. In Setion 3, we de�ned the mapping �. In thissetion, we will de�ne and study a similar mapping � : Vw ! bVw. First letus de�ne auxiliary mappings s0 : Vw ! Vw, b0 : Vw ! V 0w and u0 : V 0w ! bVwas follows:s0P (X) = P j(1 � S)(X);b0P (X) = wXn=0 nn+ 1Bn+1(X) for P (X) = wXn=0 nXn;u0P (X) = P j(1 � U)(X) = P (X) � P�X � 1X �Xw:Note that, if P (X) =Pw+1n=0 nXn is an element of V 0w, thenP�X � 1X �Xw = w+1Xn=0 n(X � 1)nXw�n;and it has terms of degree ranging from �1 to w+1. This implies u0P 2 bVw.Now let us de�ne the map � : Vw ! bVw by letting � = u0b0s0:Lemma 5.1.(5:1) �(Xn) = �((X � 1)n) for n = 0; : : : ; w:P r o o f. We alulate �(Xn):�(Xn) = u0b0s0(Xn) = u0b0�Xn ���1X �nXw� = u0b0(Xn � (�1)nX en)



The spae of period polynomials 87= u0�Bn+1(X)n+ 1 � (�1)nBen+1(X)en+ 1 �= 1n+ 1�Bn+1(X)�Bn+1�X � 1X �Xw�� (�1)nen+ 1 �Ben+1(X)�Ben+1�X � 1X �Xw�= 1n+ 1�Bn+1(X)�Bn+1��1X �Xw � (n+ 1)��1X �nXw�� (�1)nen+ 1 �Ben+1(X)�Ben+1��1X �Xw � (en+ 1)��1X �enXw�= 1n+ 1�B0n+1(X)�B0n+1��1X �Xw� n+ 12 Xn + n+ 12 ��1X �nXw � (n+ 1)(�1)nX en�� (�1)nen+ 1 �B0en+1(X)�B0en+1��1X �Xw� en+ 12 X en + en+ 12 ��1X �enXw � (en+ 1)(�1)enXn�= 1n+ 1�B0n+1(X)�B0n+1��1X �Xw�� (�1)nen+ 1 �B0en+1(X)�B0en+1��1X �Xw�= �((X � 1)n):As a orollary of the above relation between the mappings � and �, wean determine the image of q� where q : bVw ! bVw=h1�Xwi is the projetionmap as before.Corollary 5.2.(5:2) Im q� = Im q� = Ww=h1�Xwi:P r o o f. Let t : Vw ! Vw be an isomorphism determined by t(Xn) =(X � 1)n for n = 0; : : : ; w. Then, by Lemma 5.1, we have � = �t. It followsthat Im q� = Im q� as t is an isomorphism.Note thatB0n+1��1X � = X0�i�n+1i even �n+ 1i �Bi��1X �n+1�i = (�1)n+1B0n+1� 1X�



88 S. Fukuhara= �B0n+1(1=X); n odd,�B0n+1(1=X); n even.Then we obtain the following desription for �(Xn) from Lemmas 4.1 and5.1:Lemma 5.3. (1) For n even and 0 � n � w,�(Xn) = 1n+ 1B0n+1(X) + Xwn+ 1B0n+1� 1X�� 1en+ 1B0en+1(X)� Xwen+ 1B0en+1� 1X�:(2) For n odd and 1 � n � w � 1,�(Xn) = 1n+ 1B0n+1(X) � Xwn+ 1B0n+1� 1X�+ 1en+ 1B0en+1(X)� Xwen+ 1B0en+1� 1X�:6. Spanning sets of W�w and W�w . From Corollary 5.2, we know thatboth fq�(Xn)gwn=0 and fq�(Xn)gwn=0 span Ww=h1�Xwi.Sine �(Xn) is an even (respetively, odd) Laurent polynomial depend-ing on n being odd (respetively, even), we an derive the following fatrather plainly.Lemma 6.1. (1) �(Xn) 2 W+w for n odd.(2) �(Xn) 2 W�w for n even.In what follows, h�(Xn)i0�n�w;n odd (resp: even), denotes the spaespanned by �(Xn) for n odd (resp. even) and 0 � n � w. (The notationhr�(Rn)i0�n�w;n odd(even) will be used in the next setion denoting similarspaes.) For subspaes V and W , V +W denotes the subspae spanned byV and W .Lemma 6.2. (1) q(h�(Xn)i0�n�w;n odd) = q(W+w ).(2) h�(Xn)i0�n�w;n even = W�w .P r o o f. We know by Corollary 5.2 that Im q� = q(Ww) = q(W+w ) �q(W�w ): Hene, by Lemma 6.1, we have(6:1) q(h�(Xn)i0�n�w;n odd) = q(W+w )and(6:2) q(h�(Xn)i0�n�w;n even) = q(W�w ):



The spae of period polynomials 89Note that qjW�w : W�w ! q(W�w ) is an isomorphism. This is beause Ww =W+w �W�w and h1�Xwi � W+w . Thus we also have(6:3) h�(Xn)i0�n�w;n even = W�wfrom (6.2).By Lemma 6.2, we obtain spanning sets forW�w , W�w , andW+w =h1�Xwi.Theorem 6.3. (1) W�w (respetively , W�w ) is spanned by�(Xn) = 1n+ 1B0n+1(X) + Xwn+ 1B0n+1� 1X�� 1en+ 1B0en+1(X)� Xwen+ 1B0en+1� 1X�for n even and 2 � n � w � 2 (respetively , 0 � n � w).(2) W+w =h1�Xwi = W+w =h1�Xwi is spanned byq�(Xn) = q� 1n+ 1B0n+1(X)� Xwn+ 1B0n+1� 1X�+ 1en+ 1B0en+1(X)� Xwen+ 1B0en+1� 1X��for n odd and 1 � n � w � 1.P r o o f. By Lemma 6.2, the theorem is obvious exept for the ase ofW�w . Sine �(X0) = ��(Xw) 62 W�w , and �(Xn) 2 W�w for n even and2 � n � w � 2, we know that f�(Xn)g2�n�w�2; n even spans W�w .7. Relations between �(Xn) and r�(Rn). In this setion we will showthat �(Xn) is related to the polynomial r�(Rn) studied by Kohnen{Zagier[5℄. This fat leads us to an alternative proof of the theorem of Eihler andShimura on period mappings.Let us reall Kohnen{Zagier's polynomials r�(Rn). Let Sw+2 denotethe spae of usp forms of weight w + 2 with respet to SL2(Z). First letrn : Sw+2 ! C be the mapping de�ned byrn(f) = 1\0 f(it)tn dt;whih is alled the nth period mapping.



90 S. FukuharaLet r�(f) and r(f) be polynomials de�ned byr+(f)(X) = X0�n�wn even (�1)n=2�wn�rn(f)Xw�n;r�(f)(X) = X0�n�wn odd (�1)(n�1)=2�wn�rn(f)Xw�n;r(f)(X) = i1\0 f(z)(X � z)w dzfor f 2 Sw+2. Then learly r(f) = ir+(f) + r�(f). Let Rn 2 Sw+2 bede�ned by (f;Rn) = rn(f) for any f 2 Sw+2where ( ; ) denotes Petersson produt.The following is a result of Kohnen{Zagier [5℄ whih was proved applyingCohen's [2℄ representation of Rn.Theorem 7.1 (Kohnen{Zagier). (1) For n even, 0 � n � w,(� 1)(w+2)=2+n=22�wr�(Rn)(X)= � 1n+ 1B0n+1(X) � Xwn+ 1B0n+1� 1X�+ 1en+ 1B0en+1(X) + Xwen+ 1B0en+1� 1X�� (Æen;0 � Æn;0) (w + 2)!(w + 1)Bw+2 w+1Xm=�1m odd Bm+1(m+ 1)! � Bfm+1(em+ 1)!Xm:(2) For n odd , 0 � n � n,(�1)(w+2)=2+(n�1)=22�wr+(Rn)(X)= 1n+ 1B0n+1(X) � Xwn+ 1B0n+1� 1X�+ 1en+ 1B0en+1(X)� Xwen+ 1B0en+1� 1X�� w + 2Bw+2 � Bn+1n+ 1 � Ben+1en+ 1(Xw � 1):Comparing Theorem 7.1 and Lemma 5.3, we obtain relations between�(Xn) and r�(Rn):



The spae of period polynomials 91Proposition 7.2. (1) For n even, 0 � n � w,�(Xn) = � (�1)(w+2)=2+n=22�wr�(Rn)(X)� (Æen;0 � Æn;0) (w + 2)!(w + 1)Bw+2 fw(X):(2) For n odd , 0 � n � w,�(Xn) = (�1)(w+2)=2+(n�1)=22�wr+(Rn)(X)+w + 2Bw+2 �Bn+1n+ 1 �Ben+1en+ 1(Xw�1):We study relations between the polynomials �(Xn) and r�(Rn) further.Lemma 7.3. (1) q(hr+(Rn)i0�n�w;n odd) = q(h�(Xn)i0�n�w;n odd).(2) hr�(Rn)i0�n�w;n even + hfwi = h�(Xn)i0�n�w;n even.P r o o f. We �rst show (1). The equation in (2) of Proposition 7.2 givesrise to the following ongruene:(�1)(w+2)=2+(n�1)=22�wr+(Rn)(X) � �(Xn) mod h1�Xwifor n odd. This implies (1).Next we show (2). Observing that fw 2 Ww and using Lemma 6.2(2),we have(7:1) h�(Xn)i0�n�w;n even + hfwi = h�(Xn)i0�n�w;n even:It is lear that(7:2) h�(Xn)i0�n�w;n even + hfwi = hr�(Rn)i0�n�w;n even + hfwifrom Proposition 7.2(1). From (7.1) and (7.2) we obtainhr�(Rn)i0�n�w;n even + hfwi = h�(Xn)i0�n�w;n evenompleting the proof of (2).Combining Lemmas 6.2 and 7.3 we obtain:Lemma 7.4. (1) q(W+w ) = q(hr+(Rn)i0�n�w;n even).(2) W�w = hr�(Rn)i0�n�w;n even + hfwi.We also obtain the following lemma:Lemma 7.5. (1) q(W+w ) = q(hr+(Rn)i0�n�w;n even).(2) W�w = hr�(Rn)i0�n�w;n even.P r o o f. Sine W+w = W+w , we have (1) from Lemma 7.4(1). FromLemma 7.4(2), we know that W�w is spanned by fr�(Rn)g0�n�w;n even andfw. Observing that r�(Rn) are polynomials, and that W�w is a odimensionone subspae of W�w , we obtain (2).



92 S. FukuharaRema r k 7.1. (a) In [5℄, the fat that fqr�(Rn)gwn=0 is a spanning set ofq(W�w ) (Lemma 7.5) is a onsequene of the Eihler{Shimura isomorphismfor period mappings.(b) In our proof presented above, we do not need to invoke the theoremof Eihler and Shimura. As a matter of fat, our Lemma 7.5 yields analternative proof to the theorem of Eihler and Shimura on period mappings.8. The theorem of Eihler and ShimuraCorollary 8.1. r� : Sw+2 ! W�w and qr+ : Sw+2 ! W+w =h1 � Xwiare isomorphisms.P r o o f. From Lemma 7.5, we know r� and qr+ are surjetive. It is wellknown that the dimension of Sw+2 is as follows:dimSw+2 = 8>><>>:�w + 212 �; w + 2 6� 10 (mod 12),�w + 212 �+ 1; w + 2 � 10 (mod 12).On the other hand, as in Lang [6℄, a linear algebra argument showsdimW�w = dimW+w =h1�Xwi = 8>><>>:�w + 212 �; w + 2 6� 10 (mod 12),�w + 212 �+ 1; w + 2 � 10 (mod 12).This implies r� and qr+ are isomorphisms.R ema r k 8.1. Let Mw+2 denote the spae of modular forms of weightw + 2. Zagier [7℄ \extended" the Eihler{Shimura isomorphism to isomor-phisms r+ : Mw+2 ! W+w and qr� : Mw+2 ! W�w . As Lemma 7.5 givesrise to the Eihler{Shimura isomorphism (Corollary 8.1), Lemma 7.4 givesrise to Zagier's isomorphisms. Referenes[1℄ Y. J. Choie and D. Zag ier, Rational period funtions, in: A Tribute to Emil Gross-wald: Number Theory and Related Analysis, M. Knopp and M. Sheingorn (eds.),Contemp. Math. 143, Amer. Math. So., 1993, 89{108.[2℄ H. Cohen, Sur ertaines sommes de s�eries li�ees aux p�eriodes de formes modulaires,in: S�eminaire de th�eorie de nombres, Grenoble, 1981.[3℄ S. Fukuhara,Modular forms, generalized Dedekind symbols and period polynomials,preprint, 1995.[4℄ M. I. Knopp, Some new results on the Eihler ohomology of automorphi forms,Bull. Amer. Math. So. 80 (1974), 607{632.
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