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0. Introduction. In this paper we study fundamental solutions for second order differential operators on connected, simply connected homogeneous manifolds of negative curvature. Such manifolds are solvable Lie groups $S$ with a left-invariant Riemannian structure. By a result of Heintze [He], $S$ is a semidirect product of its maximal nilpotent normal subgroup $N=\exp \mathcal{N}$ and $A=\mathbb{R}^{+}$with the following property:

There is an $H$ in the Lie algebra $\mathcal{A}$ of $A$ such that the real parts of the eigenvalues of $\operatorname{ad}_{H} \in \operatorname{End}(\mathcal{N})$ are all strictly positive.

Moreover, every solvable Lie group with this property admits a leftinvariant Riemannian structure with strictly negative curvature.

These groups, which will be called here Heintze groups, are very interesting objects from the point of view of harmonic analysis. As a particular case we recognize rank one symmetric spaces and, more generally, harmonic spaces. Harmonic analysis on harmonic spaces has been intensively studied by various authors ([ADY], [A], [ACD], [CDKR], [DR1], [DR2], [Di], [R]). The approach developed in the papers mentioned above brings new ideas also to noncompact rank one symmetric spaces incorporating them into a new picture. On harmonic manifolds there is a notion of radiality [DR1], spherical analysis is a particular case of the Jacobi function analysis [ADY], the Poisson kernel and the fundamental solution for the Laplace-Beltrami operator are given by formulas [DR1] and the heat kernel has sharp lower and upper estimates [ADY]. All this makes harmonic analysis there "very concrete" in a sense.

Nothing of that is available on general $N A$ groups with $N$ being a homogeneous group and $A$ not necessarily one-dimensional. The natural questions considered in these two extreme settings are clearly different (see [DH]). Heintze groups are somewhere in between. No radiality or concrete formulas

[^0]are available there, but some conjectures can be made on what is known for harmonic spaces, as well as analogous results (or generalizations) can be proved. A step in this direction was made in [DHZ], where sharp pointwise estimates for the Poisson kernel and its derivatives were obtained.

In the present paper we apply Ancona's potential theory of negatively curved manifolds to $S$. This is a theory which provides tools to describe global behavior of potentials. We use it to obtain sharp poinwise estimates for fundamental solutions for a large class of left-invariant subelliptic operators. The estimates we get imply weak type $(1,1)$ of the corresponding Riesz transforms of the first and the second order.

Let $\pi: S \rightarrow A, \pi(x a)=a$, be the canonical homomorphism of $S$ onto $A$. We consider a left-invariant second order operator

$$
L=Y_{1}^{2}+\ldots+Y_{p}^{2}+Y+\gamma,
$$

where $Y_{1}, \ldots, Y_{p}$ generate the Lie algebra $\mathcal{S}$ of $S, \pi(L)=\left(a \partial_{a}\right)^{2}-\alpha a \partial_{a}+\gamma$ and $\gamma<\alpha^{2} / 4$. Under this condition, $L+\lambda I$ for $\lambda \leq \alpha^{2} / 4-\gamma$ admits a global Green function $G^{\lambda}$. Therefore Ancona's approach to the Martin boundary theory on negatively curved manifolds can be used. Following Ancona we formulate certain boundary Harnack inequalities which give sharp pointwise estimates from above and below for $G^{\lambda}, \lambda<\alpha^{2} / 4-\gamma$ (Theorem (2.21)). It is remarkable that using Ancona's theory we do not need any further assumptions on $L$ like symmetry or $L$ being the Laplace-Beltrami operator with respect to the underlying Riemannian metric. Also, the $\mathcal{N}$-part of $Y$ is arbitrary.

In fact, all the work can be reduced to the case $\gamma=0$ thanks to a simple conjugation of the operator, and then the case $\alpha=Q$ becomes the most interesting. It is so not only because the Laplace-Beltrami operator on $S$ has $\alpha=Q$, but also, because this is somehow a limit case. If $\alpha>Q$ or $1<p<\infty$ then the operator $f \rightarrow f * G$ is bounded on $L^{p}\left(m_{\mathrm{L}}\right)$, and if $\lambda$ belongs to the $L^{p}\left(m_{\mathrm{L}}\right)$ spectrum of $-L$ then $\Re \lambda \geq(Q / p) \alpha-Q^{2} / p^{2}>0$. This follows from a very simple calculation, which does not require any pointwise estimates for $G$. If $\alpha=Q$ then $f \rightarrow f * G$ is no longer bounded on $L^{1}\left(m_{\mathrm{L}}\right)$ but it is of weak type $(1,1)$. To prove this we use essentially our pointwise estimates for $G$. If $\alpha<Q$, then $f \rightarrow f * G$ is not of weak type $(1,1)$.

This is an interesting phenomenon, which gives weak type $(1,1)$ of the first and second order Riesz transforms

$$
f \rightarrow \nabla^{j}(-L)^{j / 2} f, \quad j=1,2,
$$

for $L$ elliptic with $\gamma=0, \alpha=Q$, i.e. in the case where $L$ has a spectral gap on $L^{2}\left(m_{\mathrm{L}}\right)$. (For the first order Riesz transforms we assume additionally that $Y=-Q a \partial_{a}$ and so $L$ is selfadjoint on $L^{2}\left(m_{\mathrm{L}}\right)$.) Indeed, the local part is standard, and by the Harnack inequality the kernel at infinity can be dom-
inated by $G$. This gives also a new proof in the case of the Laplace-Beltrami operator on harmonic spaces, namely, a proof which does not require heat kernel estimates as the one presented in [ADY].

The problem of $L^{p}, p>1$, boundedness of the Riesz transforms corresponding to the Laplace-Beltrami operator on a Riemannian manifold is solved in a quite general setting. They are bounded on Riemannian manifolds with Ricci curvature bounded from below [Ba], [L1]. This is not the case with weak type $(1,1)$ and the problem is still open. To our knowledge, the best result about Riesz transforms of integrable functions on Riemannian manifolds with bounded curvature tensor together with its first and second derivatives has been obtained by N. Lohoué [L2] and it says that

$$
\mu\left(\left\{x:\left|\nabla(-L)^{1 / 2} f(x)\right|>\beta\right\}\right) \leq c\|f\|_{L^{1}(\mu)}\left(1+|\log \beta|^{1 / 2}\right) / \beta,
$$

where $\mu$ is the Riemannian volume element on the manifold and $L$ the Laplace-Beltrami operator. Heintze groups give a partial answer to the question of weak type $(1,1)$ of Riesz transforms for the Laplace-Beltrami operator.

The author would like to express her gratitude to Waldemar Hebisch, Andrzej Hulanicki and Peter Sjögren for helpful discussions on the subject. A substantial part of the work on this paper was done in the spring of 1996 during her stay at the University of Göteborg in the atmosphere of Peter Sjögren's extraordinary hospitality.

1. Preliminaries. Let $\mathcal{S}$ be a solvable Lie algebra which is the sum $\mathcal{S}=\mathcal{N} \oplus \mathcal{A}$ of its nilpotent ideal $\mathcal{N}$ and a one-dimensional algebra $\mathcal{A}=\mathbb{R}$. We assume that there is $H \in \mathcal{A}$ such that the real parts of all the eigenvalues of $\operatorname{ad}_{H}: \mathcal{N} \rightarrow \mathcal{N}$ are positive.

Let $N, A, S$ be the connected and simply connected Lie groups whose Lie algebras $\operatorname{are} \mathcal{N}, \mathcal{A}, \mathcal{S}$ respectively. Then $S=N A$ is a semidirect product of $N$ and $A=\mathbb{R}^{+}$.

We consider a left-invariant second order operator

$$
\begin{equation*}
L=Y_{1}^{2}+\ldots+Y_{p}^{2}+Y+\gamma, \tag{1.1}
\end{equation*}
$$

where $Y_{1}, \ldots, Y_{p}$ generate the Lie algebra $\mathcal{S}$. It follows from elementary linear algebra that $L$ can be written in the form

$$
L=\beta\left(H+Y_{0}^{\prime}\right)^{2}+\sum_{j=1}^{m} Y_{j}^{\prime 2}+Y+\gamma,
$$

where $Y_{0}^{\prime}, \ldots, Y_{m}^{\prime}$ are left-invariant vector fields on $S$ such that $Y_{0}^{\prime}(e), \ldots$ $\ldots, Y_{m}^{\prime}(e) \in \mathcal{N}$. We may assume $\beta=1$.

The decomposition of $S$ into a semidirect product of the maximal nilpotent normal subgroup $N$ and $A=\mathbb{R}^{+}$is not unique, i.e. there is no canonical
choice of $A$. We are going to make use of this fact and select $A$ in a convenient way.

Let $\mathcal{A}^{\prime}=\operatorname{lin}\left(H+Y_{0}^{\prime}\right)$. Clearly the real parts of the eigenvalues of $\operatorname{ad}_{H+Y_{0}^{\prime}}$ are again strictly positive.

Decomposing $s \in S$ as

$$
s=x a, \quad x \in N, \quad a=\exp \left((\log a)\left(H+Y_{0}^{\prime}\right)\right)
$$

we have $S=N \exp \mathcal{A}^{\prime}$ and for an $\alpha \in \mathbb{R}$,

$$
\begin{equation*}
L=\gamma+\left(a \partial_{a}\right)^{2}-\alpha a \partial_{a}+\sum_{i=1}^{m} \Phi_{a}\left(X_{i}\right)^{2}+\Phi_{a}(X) \tag{1.2}
\end{equation*}
$$

where $\Phi_{a}=\operatorname{Ad}_{\exp \left((\log a)\left(H+Y_{0}^{\prime}\right)\right)}$ and $X, X_{1}, \ldots, X_{m}$ are left-invariant vector fields on $N$.
$L$ satisfies the following Harnack inequality [VSC]:
For every open set $\Omega$, every compact set $K \subset \Omega$, every point $x \in \Omega$ and every multiindex I there is a constant $c$ such that

$$
\begin{equation*}
\sup _{y \in K}\left|\partial^{I} f(y)\right| \leq c f(x) \tag{1.3}
\end{equation*}
$$

whenever $f \geq 0$ and $L f=0$ in $\Omega$.
Since $L$ is left-invariant, if we take $x_{0} \Omega, x_{0} K, x_{0} x$ instead of $\Omega, K, x$ we have (1.3) with the constant $c$ independent of $x_{0} \in S$.

We are also going to use a parabolic Harnack inequality, which is satisfied by $L-\partial_{t}[\mathrm{VSC}]$ :

For every open set $\Omega$, every compact set $K \subset \Omega$, every $t_{1}<t_{2}<t_{3}<t_{4}$ and every multiindex I there is a constant c such that

$$
\begin{equation*}
\sup _{y \in K}\left|\partial^{I} f\left(y, t_{2}\right)\right| \leq c \inf _{y \in K} f\left(x, t_{3}\right) \tag{1.4}
\end{equation*}
$$

whenever $f \geq 0$ and $\left(L-\partial_{t}\right) f=0$ in $\Omega \times\left(t_{1}, t_{4}\right)$.
Again we will profit from the left-invariance of the above Harnack inequality.

Let $\mu_{t}$ be the semigroup of probability measures generated by $L$. The right convolution with $\mu_{t}$,

$$
T_{t} f(x)=\int_{S} f\left(x y^{-1}\right) d \mu_{t}(y)
$$

defines a strongly continuous semigroup of bounded operators on $L^{p}$ spaces, $1 \leq p \leq \infty$, both with respect to the left and to the right Haar measures. Let $\mu_{t}=p_{t} d m_{\mathrm{R}}$. Then

$$
\begin{equation*}
T_{t} f(x)=\int_{S} f\left(x y^{-1}\right) p_{t}(y) d m_{\mathrm{R}}(y)=\int_{S} f(y) p_{t}\left(y^{-1} x\right) d m_{\mathrm{L}}(y) \tag{1.5}
\end{equation*}
$$

$p_{t}(x)$ is a $C^{\infty}$ function on $S \times \mathbb{R}^{+}$and $\left(L-\partial_{t}\right) p_{t}(x)=0$. Assume for a while that $\gamma=0$. Let

$$
K_{1}=\int_{0}^{\infty} e^{-t} \mu_{t} d t
$$

Since the right random walk with the law $K_{1}$ is transient [C], it follows that

$$
G=\int_{0}^{\infty} \mu_{t} d t=\sum_{n \geq 1} K_{1}^{* n}
$$

is a Radon measure. Moreover, $G$ does not have an atom at $e$. The density of $G$ with respect to the right Haar measure will be denoted also by $G$, i.e.

$$
\begin{equation*}
G(x)=\int_{0}^{\infty} p_{t}(x) d t \tag{1.6}
\end{equation*}
$$

Then $G$ is a fundamental solution of $L$, i.e.

$$
\begin{equation*}
L G=-\delta_{e} \tag{1.7}
\end{equation*}
$$

in the sense of distributions. Since $S$ is not a unimodular group we must choose a measure to define derivatives of a distribution. For a left-invariant vector field $X$ on $S$ and a distribution $F$ on $S, X F$ is defined by

$$
\begin{equation*}
\langle X F, \varphi\rangle=-\left\langle F, X^{*} \varphi\right\rangle, \quad \varphi \in C_{\mathrm{c}}^{\infty}(S) \tag{1.8}
\end{equation*}
$$

where

$$
\langle X \varphi, \psi\rangle=\left\langle\varphi, X^{*} \psi\right\rangle
$$

and

$$
\langle\varphi, \psi\rangle=\int_{S} \varphi(x) \psi(x) d m_{\mathrm{L}}(x), \quad \varphi, \psi \in C_{\mathrm{c}}^{\infty}(S)
$$

A locally integrable function $F$ is identified with the distribution $F d m_{\mathrm{L}}$. (1.7) follows from Harnack's inequality (1.4) which allows us to dominate derivatives of $\varphi * p_{t}$. More precisely, for a constant $c$ we have

$$
\begin{equation*}
\left|\partial_{t}\left(\varphi * p_{t}\right)(x)\right| \leq c \varphi * p_{t+1}(x) \tag{1.9}
\end{equation*}
$$

for every $\varphi \in C_{\mathrm{c}}(S), \varphi \geq 0$, every $x \in S$ and $t \geq 1$.
We come back to $L$ with an arbitrary $\gamma$. Let $L^{*}$ be defined by

$$
\langle L \varphi, \psi\rangle=\left\langle\varphi, L^{*} \psi\right\rangle, \quad \varphi, \psi \in C_{\mathrm{c}}^{\infty}(S)
$$

Since $\Phi_{a}\left(X_{i}\right)^{*}=-\Phi_{a}\left(X_{i}\right)$ and $\left(a \partial_{a}\right)^{*}=-a \partial_{a}+Q$, we have

$$
\begin{align*}
L^{*}= & \gamma+Q^{2}-\alpha Q+\left(a \partial_{a}\right)^{2}+(\alpha-2 Q) a \partial_{a}  \tag{1.10}\\
& +\sum_{i=1}^{m} \Phi_{a}\left(X_{i}\right)^{2}-\Phi_{a}(X)
\end{align*}
$$

We assume that $L$ in (1.2) satisfies

$$
\begin{equation*}
\gamma \leq \alpha^{2} / 4 \tag{1.11}
\end{equation*}
$$

Then the same condition is satisfied by $L^{*}$, i.e.

$$
\gamma+Q^{2}-\alpha Q \leq(\alpha-2 Q)^{2} / 4
$$

If $L$ satisfies (1.11) then it admits a global Green function. Indeed, let

$$
\begin{equation*}
L^{\prime} f=a^{-\beta} L\left(a^{\beta} f\right)=L f+2 \beta a \partial_{a} f+\left(\beta^{2}-\alpha \beta\right) f, \quad f \in C^{\infty}(S) \tag{1.12}
\end{equation*}
$$

If $\gamma \leq \alpha^{2} / 4$ we can find $\beta$ such that $\beta^{2}+\alpha \beta+\gamma=0$ and so the fundamental solution $G$ for $L$ can be easily expressed in terms of the fundamental solution for $L^{\prime}$, which exists by (1.6), (1.7). We write

$$
\begin{equation*}
G(x, y)=G\left(y^{-1} x\right) \tag{1.13}
\end{equation*}
$$

Then $G$ is the Green function for $L$ in the sense of potential theory. Moreover, we have

$$
\begin{equation*}
T_{t}^{*} f(x)=\int_{S} f\left(x y^{-1}\right) \breve{p}_{t}(y) d m_{\mathrm{R}}(y) \tag{1.14}
\end{equation*}
$$

and hence $G^{*}(x)=\breve{G}(x)=G\left(x^{-1}\right)$, i.e. $G^{*}(x, y)=G(y, x)$.
Let $T_{t}$ be the semigroup with the infinitesimal generator (1.2). In what follows we will need the norms of the operators $T_{t}$ acting on $L^{p}\left(m_{\mathrm{L}}\right), 1 \leq$ $p \leq \infty$. Let $f, g \in L^{p}\left(m_{\mathrm{L}}\right)$. A simple calculation shows that

$$
\left|\left\langle T_{t} f, g\right\rangle\right| \leq\|f\|_{L^{p}}\|g\|_{L^{q}} \int_{S} a^{-Q / p} d \mu_{t}
$$

The last integral can be easily computed. Since

$$
\pi_{A}(L)=\left(a \partial_{a}\right)^{2}-\alpha a \partial_{a}+\gamma
$$

we have

$$
\int_{S} a^{-Q / p} d \mu_{t}=e^{\gamma t} \int_{-\infty}^{\infty} e^{-r Q / p} \frac{1}{\sqrt{4 \pi t}} e^{-(r-\alpha t)^{2} /(4 t)} d r=e^{\left(\gamma-(Q / p) \alpha+Q^{2} / p^{2}\right) t}
$$

Therefore,

$$
\begin{equation*}
\left\|T_{t}\right\|_{L^{p}\left(m_{\mathrm{L}}\right) \rightarrow L^{p}\left(m_{\mathrm{L}}\right)} \leq e^{\left(\gamma-(Q / p) \alpha+Q^{2} / p^{2}\right) t} \tag{1.15}
\end{equation*}
$$

2. Estimates for the Green function. In this chapter we give sharp pointwise estimates for the fundamental solution $G$ of $L$. They will follow from certain boundary Harnack inequalities due to Ancona [A1] and adapted to our case as in [D]. We start with showing that we are in the framework of Ancona's theory. In fact, this has already been elaborated in [D] for the case when the action of $H$ on $\mathcal{N}$ is diagonal, and there is no difference between this particular case and general $S=N A$ considered here.

First of all, the sheaf of $L+\lambda I$ harmonic functions satisfies Brelot's axioms (for the details we refer to $[\mathrm{B}]$ and to Brelot's potential theory as presented in [A2], [B1], [B2], [H], [HH]).

Next, by (1.12) the global Green function for $L+\lambda I$ with $\gamma+\lambda \leq \alpha^{2} / 4$ exists.

Finally, there is a basis $\mathcal{R}$ of open subsets of $S$ which are Dirichlet regular with respect to all the operators $L+\lambda I, \gamma+\lambda \leq \alpha^{2} / 4$ (Theorem 5.2 of [B]).

To proceed with Ancona's theory we must guarantee a certain good behaviour of elements of $\mathcal{R}$ with respect to the distance. This is immediate if $L$ is elliptic (the case considered in [A1]) because $\mathcal{R}$ contains Riemannian balls $B(x, r)=\{y \in S: \tau(x, y)<r\}$ of sufficiently small radii $r$. For $L$ as in (1.1) we need the following lemma
(2.1) Lemma.(a) There are positive constants $c_{1}, c_{2}$ and $r_{0}$ such that for every $0<r<r_{0}$ there is a neighbourhood $V_{r}$ of $e$ which belongs to $\mathcal{R}$ and

$$
B\left(e, c_{1} r\right) \subset V_{r} \subset B\left(e, c_{2} r\right)
$$

(b) Given any compact set $K$ there is $\Omega \in \mathcal{R}$ such that $K \subset \Omega$.

The proof of Lemma (2.1) is elementary and, provided (1.2), the same as the proof of Lemma (4.1) in [D]. Since $L$ is left-invariant we immediately get existence of $V_{r}(x)=x V_{r} \in \mathcal{R}$ such that

$$
\begin{equation*}
B\left(x, c_{1} r\right) \subset V_{r}(x) \subset B\left(x, c_{2} r\right) . \tag{2.2}
\end{equation*}
$$

Moreover, we have uniform estimates for $G_{V_{r}(x)}^{\lambda}$, which is the Green function for $L+\lambda I$ on $V_{r}(x)$.
(2.3) Lemma. Given $r<r_{0}$ there is a constant $c_{r}$ such that for $0 \leq \lambda \leq$ $\alpha^{2} / 4-\gamma$,

$$
\begin{array}{ll}
G_{V_{r}(x)}^{\lambda}(y, z) \geq c_{r} & \text { when } y, z \in \bar{B}\left(x, \frac{1}{2} c_{1} r\right), \\
G_{V_{r}(x)}^{\lambda}(y, z) \leq c_{r}^{-1} & \text { when } \tau(y, z) \geq \frac{1}{4} c_{1} r . \tag{2.5}
\end{array}
$$

Clearly it is enough to prove (2.4) for $x=e$ and $\lambda=0$, and (2.5) for $x=e$ and $\lambda=\alpha^{2} / 4-\gamma$, which is standard.

Let $\Phi:[0, \infty) \rightarrow\left[c_{0}, \infty\right)$ with $\Phi(0)=c_{0}$ be a positive, increasing function such that $\lim _{t \rightarrow \infty} \Phi(t)=\infty$. By a $\Phi$-chain we mean a sequence of open sets $V_{1} \supset \ldots \supset V_{m}$ together with a sequence of points $x_{i} \in \partial \bar{V}_{i}, i=1, \ldots, m$, such that for every $i$ and every $z \in \partial V_{i+1}$,

$$
\begin{equation*}
\tau\left(z, \partial V_{i}\right) \geq \Phi\left(\tau\left(z, x_{i+1}\right)\right) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{0} \leq \tau\left(x_{i}, x_{i+1}\right) \leq c_{0}^{-1} . \tag{2.7}
\end{equation*}
$$

Notice that $S \backslash \bar{V}_{1} \subset \ldots \subset S \backslash \bar{V}_{m}$ together with $x_{1}, \ldots, x_{m}$ is a $\Phi^{*}$-chain with some $\Phi^{*}$ closely related to $\Phi$. It is called a dual chain. Clearly after a
small modification we may have both chains with the same $\Phi$. A sequence of points $x_{1}, \ldots, x_{m}$ is called a $\Phi$-chain if there exist open subsets $V_{1}, \ldots, V_{m}$ with $x_{i} \in \partial \bar{V}_{i}$ satisfying conditions (2.6), (2.7).

Existence of a global Green function and properties (2.2), (2.4), (2.5) allow us to proceed as in [A1] to get
(2.8) Theorem. There is a constant c depending only on $L$ and $\Phi$ such that for every $\Phi$-chain $x_{1}, \ldots, x_{m}$ and every $1<k<m$,

$$
\begin{equation*}
c^{-1} G\left(x_{m}, x_{k}\right) G\left(x_{k}, x_{1}\right) \leq G\left(x_{m}, x_{1}\right) \leq c G\left(x_{m}, x_{k}\right) G\left(x_{k}, x_{1}\right) \tag{2.9}
\end{equation*}
$$

The crucial point in the above theorem is that $c$ does not depend on a particular sequence $x_{1}, \ldots, x_{m}$ provided it is a $\Phi$-chain. As a consequence of Theorem (2.8) we obtain some boundary Harnack inequalities which are going to be our main tool in proving estimates for the Green function. Let $V_{1} \supset V_{2}$ be two open sets and $B(p, r)$ a Riemannian ball included in $V_{1} \backslash \bar{V}_{2}$. $\left(V_{1}, V_{2}, B(p, r)\right)$ will be called a $(\Phi, r)$-triple if for every $x \in \partial V_{1}$ and every $y \in \partial V_{2}$ there is a $\Phi$-chain passing through $x, p, y$. Proceeding as in [A1], Theorem 2, we obtain
(2.10) Theorem. Given $\Phi$ and $r$ there is a constant $c$ such that for every $(\Phi, r)$-triple $\left(V_{1}, V_{2}, B(p, r)\right)$ and any nonnegative superharmonic functions $f, g$ with the properties
(a) $f$ is harmonic on the complement of $\bar{V}_{2}$ and $f$ is dominated by a potential there,
(b) $g$ is harmonic in $B(p, r)$,
we have

$$
\begin{equation*}
\frac{f(x)}{f(p)} \leq c \frac{g(x)}{g(p)} \quad \text { for } x \notin V_{1} \tag{2.11}
\end{equation*}
$$

To get convenient boundary Harnack inequalities we must recognize appriopriate $\Phi$-chains in $S$.

Given an arbitrary euclidean scalar product $(\cdot, \cdot)$ in $\mathcal{N}$ let

$$
\langle X, Y\rangle_{H}=\int_{0}^{\infty}\left\langle e^{-t \mathrm{ad}_{H}} X, e^{-t \mathrm{ad}_{H}} Y\right\rangle d t \quad \text { and } \quad\|X\|_{H}=\sqrt{\langle X, X\rangle_{H}}
$$

We define a norm $\varrho$ by

$$
\begin{equation*}
\varrho(\exp X)=\left(\inf \left\{a>0:\left\|e^{\log a \operatorname{ad}_{H}} X\right\|_{H} \geq 1\right\}\right)^{-1} \tag{2.12}
\end{equation*}
$$

Since for $X \neq 0, \lim _{a \rightarrow \infty}\left\|e^{\log a \operatorname{ad}_{H}} X\right\|_{H}=\infty, \lim _{a \rightarrow 0}\left\|e^{\log a \operatorname{ad}_{H}}\right\|_{H}=0$ and the function $a \rightarrow\left\|e^{\log a \operatorname{ad}_{H}} X\right\|_{H}$ is strictly increasing, for every $X \neq 0$ there is precisely one $a$ such that $\left\|e^{\log a \operatorname{ad}_{H}} X\right\|=1$. Moreover,

$$
\begin{equation*}
\varrho\left(\exp e^{\log a \operatorname{ad}_{H}} X\right)=a \varrho(\exp X) \tag{2.13}
\end{equation*}
$$

Now we proceed as in [A1] and [D], and so it is convenient to write elements of $S$ as $s=x a, x \in N, a \in A$. Therefore we will keep this notation until the end of this chapter. Let

$$
T^{d}=\{x a: \varrho(x)<d, a<d\}
$$

and for $s \in S$,

$$
s T^{d}=\left\{s w: w \in T^{d}\right\}
$$

In particular, for $q \in A$,

$$
q T^{d}=\{x a: \varrho(x)<q d, a<q d\}=T^{q d} .
$$

It turns out that $s, s q, \ldots, s q^{n}$ together with $s T^{d}, s q T^{d}, \ldots, s q^{n} T^{d}$ is a $\Phi$-chain with a $\Phi$ depending only on $q$ and $d$. Since left translations are isometries it is enough to prove that for $x=e$ and $n=1$. Then the statement follows from the following estimate for $\tau$ which is due to Guivarc'h [G]:
(2.14) Lemma. There is a constant $c$ such that for every $x \in N$ and $a \in A$ we have

$$
\begin{align*}
c^{-1}(\log (1+\varrho(x))+|\log a|) & \leq \tau(x a)+1  \tag{2.15}\\
& \leq C(\log (1+\varrho(x))+|\log a|+1)
\end{align*}
$$

In fact, we have more:
(2.16) Lemma. Let $d_{1}<d_{2}<d_{3}$. Every $y \in \partial q T^{d_{1}}$ and every $z \in \partial q T^{d_{3}}$ can be joined by a $\Phi$-chain passing through $y, q d_{2}$ and $z$ for some $\Phi$ which depends only on $d_{1}, d_{2}, d_{3}$ and does not depend on $q$.

The proof goes along the lines suggested in [A1], Lemma 2.6, for a slightly different setting. For the group $S=N A$ with diagonal action of $A$ on $N$ the details of the proof are given in [D] (Lemma 5.3).

The above lemma and Theorem (2.10) imply
(2.17) Corollary. There is a constant $c$ such that for every $q$ and for every $y \in \frac{3}{4} q T^{1}$ and $z_{1}, z_{2} \notin 2 q T^{1}$,

$$
\begin{equation*}
c^{-1} \frac{G\left(y, z_{2}\right)}{G\left(q, z_{2}\right)} \leq \frac{G\left(y, z_{1}\right)}{G\left(q, z_{1}\right)} \leq c \frac{G\left(y, z_{2}\right)}{G\left(q, z_{2}\right)} \tag{2.18}
\end{equation*}
$$

Before proving estimates for the Green function we need one more lemma.
(2.19) Lemma. Let $a_{n} \rightarrow \infty$ be a sequence such that

$$
\lim _{n \rightarrow \infty} \frac{G\left(s, a_{n}\right)}{G\left(e, a_{n}\right)}=h(s)
$$

exists. Then for every $x \in N$,

$$
\begin{equation*}
h(x s)=h(s) . \tag{2.20}
\end{equation*}
$$

Proof. Let $x \in N$. We have

$$
\frac{G\left(x s, a_{n}\right)}{G\left(e, a_{n}\right)}=\frac{G\left(s, a_{n} a_{n}^{-1} x^{-1} a_{n}\right)}{G\left(s, a_{n}\right)} \cdot \frac{G\left(s, a_{n}\right)}{G\left(e, a_{n}\right)}
$$

and $\lim _{n \rightarrow \infty} a_{n}^{-1} x^{-1} a_{n}=e$. By the Harnack inequality (1.3) for $L^{*}$ there is $c$ independent of $n$ such that

$$
\left|G\left(s, a_{n} a_{n}^{-1} x^{-1} a_{n}\right)-G\left(s, a_{n}\right)\right| \leq c \tau\left(a_{n}^{-1} x a_{n}\right) G\left(s, a_{n}\right)
$$

provided $\tau\left(a_{n}^{-1} s\right)>1$ and $\tau\left(a_{n}^{-1} x a_{n}\right)<1 / 2$. Therefore

$$
\lim _{n \rightarrow \infty} \frac{G\left(s, a_{n} a_{n}^{-1} x a_{n}\right)}{G\left(s, a_{n}\right)}=1
$$

and (2.20) follows.
Now we are ready to formulate our main result.
(2.21) Theorem. Let $L$ be as in (1.2) with $\gamma=0, \alpha>0$. Given $B(e, r)=B$ there is a constant $c$ such that

$$
c^{-1} h(s) \leq G(s) \leq c h(s), \quad s \notin B(e, r),
$$

where $s=x a$ and $h$ is the function

$$
h(x a)= \begin{cases}a^{\alpha} & \text { if } \varrho(x) \leq 1, a \leq 1,  \tag{2.22}\\ \varrho(x)^{-Q-\alpha} a^{\alpha} & \text { if } \varrho(x) \geq 1, \varrho(x) \geq a, \\ a^{-Q} & \text { if } \varrho(x) \leq a, a \geq 1 .\end{cases}
$$

Remark 1. Theorem (2.21) gives estimates for the fundamental solution of the operator (1.2) satisfying $\gamma<\alpha^{2} / 4$.

Indeed, taking $\beta=\left(\alpha-\sqrt{\alpha^{2}-4 \gamma}\right) / 2$ in (1.12) we obtain

$$
L^{\prime} f=a^{-\beta}\left(L\left(a^{\beta} f\right)\right)=\left(a \partial_{a}\right)^{2}-(\alpha-2 \beta) a \partial_{a}+\sum_{i=1}^{m} \Phi_{a}\left(X_{i}\right)^{2}+\Phi_{a}(X)
$$

with $\alpha-2 \beta>0$. Moreover, if $G$ and $G^{\prime}$ are fundamental solutions for $L$ and $L^{\prime}$ respectively then $G(x a)=G^{\prime}(x a) a^{\beta}$. Since $L^{\prime}$ satisfies the assumptions of Theorem (2.21), for $G^{\prime}$ we have estimates (2.22) with $\alpha-2 \beta$ instead of $\alpha$ and so appropriate estimates for $G$.

Remark 2. If $S$ is a harmonic space and $L$ the Laplace-Beltrami operator then $h(x a) \approx e^{-Q \tau(x a)}$, where $\tau$ is the Riemannian metric ([DR1]). This reflects radiality properties of $L$. In the general case the comparison of the Green function for the Laplace-Beltrami operator with the function $e^{-\delta \tau}$, although possible, is clearly not good enough. More precisely, on pinched manifolds we have a trivial estimate [AS]

$$
c^{-1} e^{-(1 / \delta) \tau} \leq G \leq c e^{-\delta \tau}
$$

outside a ball around the origin but it is far from being optimal. As an example we can take the operators considered in this paper such that $\alpha \neq Q$.

Therefore, for Heintze groups it seems much better to formulate estimates in terms of $x$ and $a$ coordinates, as well as to compare with $a^{\alpha}$ rather than with an exponential of the distance. This is important also for applications (see Theorem (2.38)).

Proof of Theorem (2.21). In the proof various constants are denoted by $c$. First we prove that

$$
\begin{equation*}
G(x a) \leq c a^{\alpha} \quad \text { for } \varrho(x) \leq 3, a \leq 3 \tag{2.23}
\end{equation*}
$$

We take $V_{1}=3 T^{1}, V_{2}=2 T^{1}, f=G, g=a^{\alpha}$ in Theorem (2.10). Then there is a constant $c$ such that

$$
\begin{equation*}
G(x a) \leq c a^{\alpha} \tag{2.24}
\end{equation*}
$$

for $x a \in \partial V_{1}$. To extend (2.24) to $V_{1} \backslash B$ we use the Harnack inequality for $L^{*}$ and $G^{*}=\breve{G}$. Let $y a \in V_{1} \backslash B$ and $x a \in \partial V_{1}$. Then $\tau\left(a^{-1} y^{-1}, a^{-1} x^{-1}\right)=$ $\tau\left(x y^{-1}\right)$, which is bounded by a constant $d$ when $\varrho(x), \varrho(y) \leq 3$. Therefore by left-invariance of $L^{*}$,

$$
G(y a)=G^{*}\left(a^{-1} y^{-1}\right) \leq c G^{*}\left(a^{-1} x^{-1}\right)=G(x a)
$$

with a constant $c$ depending only on $B$ and $d$, which proves (2.24).
Applying (2.24) to $L^{*}, G^{*}$ and $a^{Q}$ instead of $a^{\alpha}$ we obtain

$$
\begin{equation*}
G^{*}(a) \leq c a^{Q} \quad \text { for } a \leq 1 \tag{2.25}
\end{equation*}
$$

Hence

$$
\begin{equation*}
G(a) \leq c a^{-Q} \quad \text { for } a \geq 1 \tag{2.26}
\end{equation*}
$$

Let $q \geq 1$. We take $V_{1}=3 q T^{1}, V_{2}=2 q T^{1}, f=G, g=a^{\alpha}$ in Theorem (2.10). Then

$$
G(q x b) \leq c G(2.5 q) b^{\alpha}
$$

for $x b \in \partial T^{3}$ with $c$ independent of $q$. Therefore by (2.26),

$$
\begin{equation*}
G(q x b) \leq c q^{-Q} b^{\alpha}, \quad x b \in \partial T^{3} \tag{2.27}
\end{equation*}
$$

If $b=3,(2.27)$ implies

$$
G(x a) \leq c a^{-Q} \quad \text { if } \varrho(x) \leq a, a \geq 3
$$

Since for $1 \leq a \leq 3$ the above inequality is obvious, we obtain

$$
\begin{equation*}
G(x a) \leq c a^{-Q} \quad \text { if } \varrho(x) \leq a, a \geq 1 \tag{2.28}
\end{equation*}
$$

If $b<3$ in (2.27) then $\varrho(x)=3$ and $\varrho\left(q x q^{-1}\right)=3 q$. Therefore (2.27) implies

$$
G\left(q x q^{-1} q b\right) \leq c(q b)^{\alpha} \varrho\left(q x q^{-1}\right)^{-Q-\alpha}
$$

and so, combining the above inequality with (2.23), we have

$$
\begin{equation*}
G(x a) \leq c \varrho(x)^{-Q-\alpha} a^{\alpha} \tag{2.29}
\end{equation*}
$$

for $\varrho(x) \geq 1, \varrho(x) \geq a$.

Now we pass to lower estimates. The first one is

$$
\begin{equation*}
G(x a) \geq c^{-1} a^{\alpha} \quad \text { if } \varrho(x) \leq 2, a \leq 2 \tag{2.30}
\end{equation*}
$$

To prove (2.30) we use the dual chain to the one considered above. Namely, let $V_{2}=\left(\frac{3}{4} \overline{T^{1}}\right)^{c}, V_{1}=\left(\frac{1}{4} \overline{T^{1}}\right)^{c}, f=a^{\alpha}, g=G$ in Theorem (2.10). Before we proceed further we must check that $a^{\alpha}$ is dominated by a potential in $\frac{3}{4} T^{1}$. Let $a_{n} \rightarrow \infty$ be a sequence such that

$$
\lim _{a_{n} \rightarrow \infty} \frac{G\left(x a, a_{n}\right)}{G\left(e, a_{n}\right)}=h(x a)
$$

exists. By Lemma (2.19), $h(x a)=h(a)$ and in view of (2.18), $h$ is dominated by a potential in $\frac{3}{4} T^{1}$. It remains to prove that

$$
\begin{equation*}
h(a)=a^{\alpha} . \tag{2.31}
\end{equation*}
$$

By Lemma (2.16) and Theorem (2.8)

$$
\frac{G\left(a, a_{n}\right)}{G\left(e, a_{n}\right)} \leq c \frac{G(a, e) G\left(e, a_{n}\right)}{G\left(e, a_{n}\right)}=c G(a)
$$

Now by (2.23),

$$
G(a) \leq c a^{\alpha}, \quad a \in \frac{3}{4} T^{1}
$$

Moreover, $h$ is $L$-harmonic. Therefore $h(x a)=a^{\alpha}$.
Now Theorem (2.10) implies (2.30) for $x a \in \frac{1}{4} T^{1}$. To extend (2.30) for $x a \in 2 T^{1}$ we must take care only of the points $x a$ with $a \leq \frac{1}{4}$. We use again the Harnack inequality for $L^{*}$ and $G^{*}$. Let $y a \in 2 T^{1}$ and $x a \in \frac{1}{4} T^{1}$. Then

$$
\tau\left(a^{-1} y^{-1}, a^{-1} x^{-1}\right)=\tau\left(x y^{-1}\right)
$$

which is bounded whenever $\varrho(x), \varrho(y) \leq 2$. Therefore

$$
G(x a)=G^{*}\left(a^{-1} x^{-1}\right) \leq c G^{*}\left(a^{-1} y^{-1}\right)=c G(y a)
$$

for a constant $c$. The next estimate is

$$
\begin{equation*}
G(a) \geq c^{-1} a^{-Q} \quad \text { for } a \geq 1 \tag{2.32}
\end{equation*}
$$

For (2.32) we prove, as above, that $a^{Q}$ is dominated by an $L^{*}$-potential in $\frac{3}{4} T^{1}$. There are two $L^{*}$-harmonic functions depending only on $a: a^{Q}$ and $a^{Q-\alpha}$. Proceeding as before and using (2.25) we see that if the limit $\lim _{a_{n} \rightarrow \infty} G\left(a, a_{n}\right) / G\left(e, a_{n}\right)$ exists then it must be equal to $a^{Q}$. Therefore we may apply (2.30) to $G^{*}$ and $a^{Q}$, which gives

$$
\begin{equation*}
G^{*}(a) \geq c^{-1} a^{Q} \quad \text { for } a \leq 1 \tag{2.33}
\end{equation*}
$$

and so (2.32) follows.
Let now $q \geq 1$ and take $V_{2}=\left(q \overline{T^{3}}\right)^{c}, V_{1}=\left(q \overline{T^{2}}\right)^{c}$. If $x b \in \partial q T^{2}$ then by Theorem (2.10) applied to $f=a^{\alpha}, g=G$,

$$
\begin{equation*}
b^{\alpha} \leq c \frac{G(q x b)}{G\left(\frac{5}{2} q\right)} \tag{2.34}
\end{equation*}
$$

If $b=2$ then $\varrho\left(q x q^{-1}\right) \leq q b$ so (2.34) together with (2.32) implies

$$
\begin{equation*}
G(x a) \geq c^{-1} a^{-Q} \quad \text { for } a \geq \varrho(x), a \geq 1 . \tag{2.35}
\end{equation*}
$$

If $b<2$ in (2.34) then $\varrho\left(q x q^{-1}\right)=2 q$ and (2.34) together with (2.32) gives

$$
G\left(q x q^{-1} q b\right) \geq c^{-1} \varrho\left(q x q^{-1}\right)^{-Q-\alpha}(q b)^{\alpha}
$$

and so

$$
\begin{equation*}
G(x a) \geq c^{-1} \varrho(x)^{-Q-\alpha} a^{\alpha} \quad \text { for } \varrho(x) \geq a, \varrho(x) \geq 2 . \tag{2.36}
\end{equation*}
$$

For $1 \leq \varrho(x) \leq 2$, (2.36) follows from (2.30).
(2.37) Corollary. Under the assumptions of Theorem (2.21) there is a constant $c$ such that

$$
G(x a) \leq c a^{\alpha}(1+\varrho(x))^{-Q-\alpha} .
$$

(2.38) Theorem. Let $K$ be a function on $S$ which satisfies the estimate

$$
|K(x a)| \leq c a^{Q}(1+\varrho(x))^{-Q-\varepsilon}
$$

for an $\varepsilon>0$. Then the operator $T f(s)=f * K(s)$ is of weak type $(1,1)$.
Proof. The proof comes back to the ideas of Strömberg $[\mathrm{St}]$. (See also [ADY].) We consider

$$
T f(s)=\int_{S} f\left(s(y a)^{-1}\right)(1+\varrho(y))^{-Q-\varepsilon} a^{Q} d y d a .
$$

Then $T$ is a composition of two operators

$$
T_{1} f(s)=\int_{N} f\left(s y^{-1}\right)(1+\varrho(y))^{-Q-\varepsilon} d y
$$

and

$$
T_{2} f(s)=\int_{A} f\left(s a^{-1}\right) a^{Q} d a .
$$

$T_{1}$ is bounded on $L^{1}$. To prove that, it is convenient to write elements of $S$ as $s=b x$. Then $d x d b$ is the left Haar measure. Let $f \in L^{1}\left(m_{\mathrm{L}}\right)$. Then

$$
\begin{aligned}
\left\|T_{1} f\right\|_{L^{1}\left(m_{\mathrm{L}}\right)} & \leq \int_{N} \int_{S}\left|f\left(b x y^{-1}\right)\right|(1+\varrho(y))^{-Q-\varepsilon} d x d b d y \\
& \leq\|f\|_{L^{1}\left(m_{\mathrm{L}}\right)} \int_{N}(1+\varrho(y))^{-Q-\varepsilon} d y
\end{aligned}
$$

and the boundedness of $T_{1}$ follows.
For $T_{2}$ we have

$$
T_{2} f(s)=\int_{A} f\left(x c a^{-1}\right) a^{-Q} d a=c^{Q} \int_{A} f(x b) b^{-Q} d b=c^{Q} \psi(x)
$$

where $s=x c$. Hence

$$
\begin{align*}
m_{\mathrm{L}}\left(\left\{s:\left|T_{2} f(s)\right|>\lambda\right\}\right) & =\int_{\left|T_{2} f(s)\right|>\lambda} c^{-Q} d c d x  \tag{2.39}\\
& =\int_{c \geq \lambda^{1 / Q}} c_{\psi(x)^{-1 / Q}} c^{-Q} d c d x
\end{align*}
$$

Given $x$, let $c_{0}(x)=\lambda^{1 / Q} \psi(x)^{-1 / Q}$. Then

$$
\int_{c_{0}}^{\infty} c^{-Q} d c=\frac{1}{Q} c_{0}^{-Q}=\frac{1}{\lambda Q} \psi(x)
$$

Integrating first over $c$ then over $x$ in (2.39) we obtain

$$
m_{\mathrm{L}}\left(\left\{s:\left|T_{2} f(s)\right|>\lambda\right\}\right)=\frac{1}{\lambda Q} \int_{N} \psi(x) d x=\frac{1}{\lambda Q}\|f\|_{L^{1}\left(m_{\mathrm{L}}\right)}
$$

which proves weak type $(1,1)$ of $T_{2}$ and hence of $T$.
(2.40) Corollary. If $\gamma=0$ and $\alpha=Q$ in (1.2) then the operator $f \rightarrow f * G$ is of weak type $(1,1)$.

Theorem (2.21) implies sharp pointwise lower and upper estimates for the Poisson kernel $P$ corresponding to $L$ with $\alpha>0 . \quad P$ is a smooth, bounded, integrable function on $N, \int_{N} P(x) d x=1$, such that all bounded $L$-harmonic functions $F$ on $S$ are given by the Poisson integrals ([DH], [Ra])
$F(x a)=\int_{N} f\left(x a u a^{-1}\right) P(u) d u=\int_{N} f(u) a^{-Q} P\left(a^{-1}\left(x^{-1} u\right) a\right) d u, \quad f \in L^{\infty}(N)$.
(If $\alpha \leq 0$ then there are no bounded $L$-harmonic functions on $S[\mathrm{BR}]$.) In particular,

$$
P_{u}(x a)=a^{-Q} \frac{P\left(a^{-1}\left(x^{-1} u\right) a\right)}{P(u)}
$$

is $L$-harmonic as a function of $x a$. If the action of $\operatorname{ad}_{H}$ on $\mathcal{N}$ is diagonal, sharp pointwise estimates for $P$ were described in [D]. It turns out that analogous estimates hold for general Heintze groups and the argument is, in fact, the same as presented in [D]. However, for the reader's convenience, we outline the proof.
(2.41) Theorem. Let $x_{n} a_{n}$ be a sequence of points in $S$ such that $x_{n} \rightarrow$ $u \in N$ and $a_{n} \rightarrow 0$. Then

$$
P_{u}(x a)=\lim _{n \rightarrow \infty} \frac{G\left(x a, x_{n} a_{n}\right)}{G\left(e, x_{n} a_{n}\right)}
$$

Moreover, there is c such that

$$
\begin{equation*}
c^{-1}(1+\varrho(x))^{-Q-\alpha} \leq P(x) \leq c(1+\varrho(x))^{-Q-\alpha}, \quad x \in N \tag{2.42}
\end{equation*}
$$

Proof. First we notice as in [D], Proposition 2.12, that for every $u \in N$, $P_{u}(x a)$ is a minimal $L$-harmonic function. Secondly, in view of Corollary (2.17) and Lemma (2.19), if $\varrho\left(x_{n}\right)+a_{n} \rightarrow \infty$ then a minimal function obtained as $\lim _{n \rightarrow \infty} G\left(x a, x_{n} a_{n}\right) / G\left(e, x_{n} a_{n}\right)$ does not depend on $x$. Indeed, by Corollary (2.17), all the potentials $G(\cdot, y) / G(q, y)$ are comparable on $\frac{3}{4} q T^{1}$ as long as $y \notin 2 q T^{1}$ with a constant independent of $q$. It follows that there is a constant $c$ such that for every $q$ and every $y_{1}, y_{2} \notin 2 q T^{1}$,

$$
c^{-1} \frac{G\left(x a, y_{2}\right)}{G\left(e, y_{2}\right)} \leq \frac{G\left(x a, y_{1}\right)}{G\left(e, y_{1}\right)} \leq c \frac{G\left(x a, y_{2}\right)}{G\left(e, y_{2}\right)}
$$

and so by Lemma (2.19) the only minimal function we can obtain this way is $h(x a)=a^{\alpha}$. On the other hand, if $x_{n} \rightarrow u$ and $a_{n} \rightarrow 0$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{G\left(x a, x_{n} a_{n}\right)}{G\left(e, x_{n} a_{n}\right)}=K_{u}(x a) \tag{2.43}
\end{equation*}
$$

exists. This follows from Theorem 7 of [A1] applied to the $\Phi$-chain $u q^{n} T^{1}$ for a $q<1$. Moreover, $K_{u}(x a)=K\left(u^{-1} x a\right), P_{e}$ must be one of these functions and clearly the others correspond to the translates $P_{u}$ of $P_{e}$ normalized at $e$. By (2.22) and (2.43),

$$
K_{e}(x a) \leq \varrho(x)^{-Q-\alpha} a^{\alpha} \quad \text { if } \varrho(x)>a .
$$

This proves that given a neighbourhood $U$ of $e$ in $N$ we have

$$
\lim _{a \rightarrow 0} \int_{U^{c}} K_{e}(x a) d x=0,
$$

which is possible only if $K_{e}=P_{e}$. Now (2.42) follows from (2.22).
3. Riesz transforms for elliptic operators. In this section we assume that $L$ is elliptic. Then

$$
|\Im\langle L f, f\rangle| \leq c\left(\Re\langle-L f, f\rangle+\|f\|_{L^{2}}^{2}\right), \quad f \in C_{\mathrm{c}}^{\infty}(S),
$$

for a constant $c$ and so $T_{t}$ is an analytic semigroup ( $[\mathrm{P}], \S 2.5$ ) on $L^{p}\left(m_{\mathrm{L}}\right)$ and its infinitesimal generator will be denoted $L$. Let $\mathcal{L}=-L$ and for $\delta>0$ let

$$
\begin{equation*}
\mathcal{L}^{-\delta}=\frac{1}{\Gamma(\delta)} \int_{0}^{\infty} t^{\delta-1} T_{t} d t \tag{3.1}
\end{equation*}
$$

In view of (1.15), if $\gamma-(Q / p) \alpha+Q^{2} / p^{2}<0$ then $\mathcal{L}^{-\delta}$ is a bounded one-to-one operator on $L^{p}\left(m_{\mathrm{L}}\right)$ and $\mathcal{L}^{-(\delta+\eta)}=\mathcal{L}^{-\delta} \circ \mathcal{L}^{-\eta}([\mathrm{P}], \S 2.5)$. We define

$$
\mathcal{L}^{\delta}=\left(\mathcal{L}^{-\delta}\right)^{-1}
$$

Then $\mathcal{L}^{\delta}$ is a closed operator with domain $D\left(\mathcal{L}^{\delta}\right)=\mathcal{R}\left(\mathcal{L}^{-\delta}\right)$ and moreover,

$$
\mathcal{L}^{\delta} \circ \mathcal{L}^{\beta} f=\mathcal{L}^{\delta+\beta} f
$$

for every $f \in D\left(\mathcal{L}^{\gamma}\right), \gamma=\max (\delta, \beta, \delta+\beta)$. The kernel $K^{\delta}$ of $\mathcal{L}^{-\delta}$ is given by

$$
\begin{equation*}
K^{\delta}(x)=\frac{1}{\Gamma(\delta)} \int_{0}^{\infty} t^{\delta-1} p_{t}(x) d t \tag{3.2}
\end{equation*}
$$

i.e.

$$
\mathcal{L}^{-\delta} f=\frac{1}{\Gamma(\delta)} \int_{0}^{\infty} t^{\delta-1} f * p_{t}(x) d t, \quad f \in L^{p}\left(m_{\mathrm{L}}\right) .
$$

Clearly if $\gamma=0$ and $\alpha>Q$ then convolution with $K^{\delta}, \delta>0$, is a bounded operator on all $L^{p}\left(m_{\mathrm{L}}\right), p \geq 1$. If $\alpha=Q$ it is so for $p>1$ and in view of Corollary (2.40) convolution with $K^{1}$ is of weak type $(1,1)$. This phenomenon has a very nice application to the Riesz transforms. We assume that $L$ is elliptic and $\gamma=0$. Given left-invariant vector fields $Y_{1}, Y_{2}$ we consider the operator

$$
R f=Y_{1} Y_{2}(f * G), \quad f \in C_{\mathrm{c}}^{\infty}(S),
$$

where $G=K^{1}$ is the kernel of $\mathcal{L}^{-1}$. By (3.1) and the following lemma, $R$ is bounded on $L^{2}\left(m_{\mathrm{L}}\right)$ if $\alpha>Q / 2$.
(3.3) Lemma. If $Y^{I} f \in L^{2}\left(m_{\mathrm{L}}\right)$ for every multiindex I such that $|I| \leq 2$, then

$$
\begin{equation*}
\left\|Y^{I} f\right\|_{L^{2}\left(m_{\mathrm{L}}\right)} \leq c\left(\|L f\|_{L^{2}\left(m_{\mathrm{L}}\right)}+\|f\|_{L^{2}\left(m_{\mathrm{L}}\right)}\right) \tag{3.4}
\end{equation*}
$$

whenever $|I| \leq 2$.
For $L^{p}$ boundedness or weak type $(1,1)$ of $R$ it is convenient to write $G=G_{1}+G_{2}$, where $G_{1}=\varphi G$ with $\varphi \in C_{\mathrm{c}}^{\infty}(S), 0 \leq \varphi \leq 1$ and $\varphi \equiv 1$ in a neighbourhood of $e$. Since the behaviour of the "local" part $R_{1} f=$ $Y_{1} Y_{2}\left(f * G_{1}\right)$ is well understood, only the "global" part $R_{2} f=Y_{1} Y_{2}\left(f * G_{2}\right)$ matters. In view of (3.1) and the Harnack inequality (1.3), $R_{2}$ is bounded on all $L^{p}$ if $\alpha>Q$. Therefore if $\alpha>Q$ then the second order Riesz transforms $R$ are trivially bounded on $L^{p}\left(m_{\mathrm{L}}\right), p \geq 1$, and only the case $\alpha=Q$ is interesting. It contains, in particular, the Laplace-Beltrami operator for a left-invariant Riemannian metric on $S$. If $\alpha<Q$ our methods do not give any decisive results. Therefore, we formulate our next theorem under the assumption $\gamma=0, \alpha \geq Q . B(x, r)$ is, as before, the Riemannian ball with centre $x$ and radius $r$.
(3.5) Theorem. Assume $\gamma=0$ and $\alpha \geq Q$. Then the operator $R$ is bounded on $L^{p}, p>1$, and of weak type $(1,1)$. Let $G_{\varepsilon}=\varphi_{\varepsilon} G$, where $\varphi_{\varepsilon} \in$ $C^{\infty}(G), 0 \leq \varphi_{\varepsilon} \leq 1, \varphi_{\varepsilon}(x)=0$ if $x \in B(e, \varepsilon), \varphi_{\varepsilon}(x)=1$ if $x \notin B(e, 2 \varepsilon)$. Then given $f \in L^{p}, 1 \leq p<\infty$, the limit $\lim _{\varepsilon \rightarrow 0} R_{\varepsilon} f(x)=\lim _{\varepsilon \rightarrow 0} f *$
$Y_{1} Y_{2} G_{\varepsilon}(x)$ exists for almost every $x$ in $S$ and

$$
R f=\lim _{\varepsilon \rightarrow 0} R_{\varepsilon} f
$$

Proof. Let $\varphi \in C_{\mathrm{c}}^{\infty}(S), 0 \leq \varphi \leq 1$ and $\varphi \equiv 1$ in a neighbourhood of $e$. Let

$$
\begin{aligned}
G_{0}(x) & =\varphi(x) \int_{0}^{1} p_{t}(x) d t \\
G_{\infty}(x) & =\varphi(x) \int_{1}^{\infty} p_{t}(x) d t+(1-\varphi) G(x)
\end{aligned}
$$

We split $R$ as

$$
\begin{equation*}
R=R_{0}+R_{\infty} \tag{3.6}
\end{equation*}
$$

where

$$
R_{0} f=Y_{1} Y_{2}\left(f * G_{0}\right), \quad R_{\infty} f=Y_{1} Y_{2}\left(f * G_{\infty}\right)
$$

By the Harnack inequality for both $L$ and $L-\partial_{t}$ (see (1.9)),

$$
\begin{equation*}
\left|Y_{1} Y_{2} G_{\infty}(x)\right| \leq c G(x) \tag{3.7}
\end{equation*}
$$

and

$$
R_{\infty} f=f * Y_{1} Y_{2} G_{\infty}
$$

Therefore boundedness of $R_{\infty}$ on $L^{p}$ and weak type (1,1) follow from (3.1) and Corollary (2.40). In particular, $R_{0}$ is bounded on $L^{2}\left(m_{\mathrm{L}}\right)$.

To prove weak type $(1,1)$ of $R_{0}$ and boundedness on $L^{p}, 1<p \leq 2$, we show that it is a Calderón-Zygmund type singular operator with kernel $K=Y_{1} Y_{2} G_{0}$. For $f \in C_{\mathrm{c}}^{\infty}$ and $x \notin \operatorname{supp} f$, we have $R_{0} f(x)=f * K(x)$. In view of [Heb],

$$
\begin{equation*}
\left|Y^{I} p_{t}(x)\right| \leq c_{1} t^{-(n+1) / 2-|I| / 2} e^{-c_{2} \tau(x)^{2} / t}, \quad t \leq 1 \tag{3.8}
\end{equation*}
$$

where $n+1=\operatorname{dim} S$ and so, for a constant $c$,

$$
|\nabla K(x)| \leq c\|x\|^{-n-2} .
$$

This shows that if $\operatorname{supp} f$ is contained in a fixed compact set $U$ the assumptions of Theorem $3, \S 4$, Chapter 1 in $[\mathrm{S}]$ are satisfied and so $R_{0}$ is of weak type $(1,1)$ and bounded on $L^{p}(U), 1<p \leq 2$, with a constant depending on $U$. Moreover, the maximal function associated with the truncated singular integral $R_{\varepsilon} f$,

$$
M f=\sup _{\varepsilon>0}\left|R_{\varepsilon} f\right|
$$

is of weak type $(1,1)$ and bounded on $L^{p}(U), 1<p \leq 2$ (see [S], Chapter 1 , $\S 7)$. Since $\lim _{\varepsilon \rightarrow 0} R_{\varepsilon} f=R f$ for $f \in C_{\mathrm{c}}^{\infty}(S), \lim _{\varepsilon \rightarrow 0} R_{\varepsilon} f(x)$ exists for every
$f \in L^{p}(U), 1 \leq p \leq 2$, and so

$$
\begin{equation*}
R f=\lim _{\varepsilon \rightarrow 0} R_{\varepsilon} f, \quad f \in L^{p}(U) \tag{3.9}
\end{equation*}
$$

To get rid of the support assumption and to extend (3.9) to $L^{p}(S), 1 \leq p \leq 2$, we use the following lemma:
(3.10) Lemma. Given $\varepsilon, \delta>0$ there exist a sequence $x_{1}, x_{2}, \ldots$ of points of $S$ and positive integers $m_{1}, m_{2}$ such that
(i) $S=\bigcup_{k} x_{k} B(e, \varepsilon)$.
(ii) Each point $x \in S$ belongs to at most $m_{1}$ of the sets $x_{k} B(e, \varepsilon)$.
(iii) Each point $x \in S$ belongs to at most $m_{2}$ of the sets $x_{k} B(e, \varepsilon+\delta)$.

For the proof of Lemma (3.10) see [An], [GQS].
To prove boundedness on $L^{p}, p>2$, we use the adjoint kernel $\breve{K}=$ $\left(Y_{1} Y_{2} G_{0}\right)^{\breve{ }}=\widetilde{Y}_{1} \widetilde{Y}_{2} \breve{G}_{0}$, where $\widetilde{Y}_{j}$ is a right-invariant vector field. Since the support of $G_{0}$ is compact and $G^{*}=G\left(x^{-1}\right)$ (see (1.14)), $L^{p}$ boundedness and weak type $(1,1)$ of the convolution with $K$ follow from the above argument applied to $L^{*}$. Although $L^{*} 1 \neq 0$ if $\alpha>Q$, the condition $\gamma-(Q / p) \alpha+$ $Q^{2} / p^{2}<0$ is satisfied provided it is satisfied by $L$, and so the argument for $L^{*}$ is the same as for $L$.

For the first order Riesz transforms we restrict ourselves to $L_{0}$ of the form

$$
L_{0}=\left(a \partial_{a}\right)^{2}-Q a \partial_{a}+\sum_{i=1}^{n} \Phi_{a}\left(X_{i}\right)^{2}
$$

where $X_{1}, \ldots, X_{n}$ is a basis of $\mathcal{N}$. Given a left-invariant vector field $Y$ let

$$
\widetilde{R} f=Y\left(f * K^{1 / 2}\right), \quad \text { where } \quad K^{1 / 2}=\left(-L_{0}\right)^{-1 / 2}
$$

(3.11) Theorem. The operator $\widetilde{R}$ is bounded on $L^{p}, p>1$, and of weak type $(1,1)$. Let $K_{\varepsilon}^{1 / 2}=\varphi_{\varepsilon} K^{1 / 2}$, where $\varphi_{\varepsilon}$ is as in Theorem (3.5). Then given $f \in L^{p}, 1 \leq p<\infty$, the limit

$$
\lim _{\varepsilon \rightarrow 0} \widetilde{R}_{\varepsilon} f(x)=\lim _{\varepsilon \rightarrow 0} f * Y K_{\varepsilon}^{1 / 2}(x)
$$

exists for almost every $x$ in $S$ and $\widetilde{R} f=\lim _{\varepsilon \rightarrow 0} \widetilde{R}_{\varepsilon} f$.
Proof. Let $Y_{0}=a \partial_{a}$ and $Y_{i}=\Phi_{a}\left(X_{i}\right)$. First we notice that

$$
\begin{equation*}
\sum_{i=0}^{n}\left\|Y_{i} f\right\|_{L^{2}\left(m_{\mathrm{L}}\right)}^{2}=\left\langle-L_{0} f, f\right\rangle, \quad f \in C_{\mathrm{c}}^{\infty} \tag{3.12}
\end{equation*}
$$

which implies that $\widetilde{R}$ is bounded on $L^{2}$. Indeed, substituting $f * K^{1 / 2} \in$
$D\left(L_{0}\right)$ in (3.12) we obtain

$$
\begin{aligned}
\sum_{i=0}^{n}\left\|Y_{i}\left(f * K^{1 / 2}\right)\right\|_{L^{2}\left(m_{\mathrm{L}}\right)} & =\left\langle-L_{0}\left(f * K^{1 / 2}\right), f * K^{1 / 2}\right\rangle \\
& =\left\|\left(-L_{0}\right)^{1 / 2}\left(f * K^{1 / 2}\right)\right\|_{L^{2}}^{2}=\|f\|_{L^{2}}^{2}
\end{aligned}
$$

As before we split $\widetilde{R}$ into two parts. Let $\varphi$ be as in the proof of Theorem (3.5) and let

$$
\begin{aligned}
K_{0}(x) & =\frac{\varphi(x)}{\Gamma(1 / 2)} \int_{0}^{1} t^{-1 / 2} p_{t}(x) d t \\
K_{\infty}(x) & =\frac{1-\varphi(x)}{\Gamma(1 / 2)} \int_{0}^{1} t^{-1 / 2} p_{t}(x) d t+\frac{1}{\Gamma(1 / 2)} \int_{1}^{\infty} t^{-1 / 2} p_{t}(x) d t
\end{aligned}
$$

Then $\widetilde{R}=\widetilde{R}_{0}+\widetilde{R}_{\infty}$, where $\widetilde{R}_{0} f=Y\left(f * K_{0}\right)$ and $\widetilde{R}_{\infty} f=Y\left(f * K_{\infty}\right)$. For $\widetilde{R}_{0}$ we proceed as before. For $\widetilde{R}_{\infty}$ we notice that by (3.8) and (1.4) given a compact set $U$ there are constants $c_{1}, c_{2}$ such that

$$
\left|Y K_{\infty}(x u)\right| \leq c_{1}\left(G(x)+e^{-c_{2} \tau(x)^{2}}\right) \quad \text { for } u \in U, x \in S
$$

Therefore,

$$
\widetilde{R}_{\infty} f=f * Y K_{\infty}, \quad f \in C_{\mathrm{c}}^{\infty}(S)
$$

and by (1.15) and Corollary (2.40), $\widetilde{R}_{\infty}$ is bounded on $L^{p}, p>1$, and of weak type $(1,1)$.
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