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Non-Glimm–Effros equivalence relations at
second projective level
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Vladimir K a n o v e i (Moscow)

Abstract. A model is presented in which the Σ1
2 equivalence relation xCy iff L[x] =

L[y] of equiconstructibility of reals does not admit a reasonable form of the Glimm–Effros
theorem. The model is a kind of iterated Sacks generic extension of the constructible
model, but with an “ill”founded “length” of the iteration. In another model of this type,
we get an example of a Π1

2 non-Glimm–Effros equivalence relation on reals. As a more
elementary application of the technique of “ill”founded Sacks iterations, we obtain a model
in which every nonconstructible real codes a collapse of a given cardinal κ ≥ ℵold

2 to ℵold
1 .

Introduction. Theorems of the following type are quite usual in math-
ematics:

Every object in some domain is either “regular” in some specified sense,
or , if it is “singular” then it includes a certain distinguished “singular”
object .

For instance, by Suslin’s old theorem, a Borel, or, more generally, Σ1
1 set

of reals is either countable (= “regular”) or contains a perfect subset (= the
distinguished type of uncountable sets).

The behaviour of more complicated sets with respect to this particular
“dichotomy” was completely investigated in the early era of forcing: first,
a Σ1

2 set is either of cardinality ≤ ℵ1 or contains a perfect subset; second,
nothing like this can be proved for Π1

2 sets unless we use special strong
axioms (like the axiom of determinacy) or work in special “regular” models
(for example the Solovay model).

It is a related but more general and much more difficult problem to
investigate, in this manner, the number of equivalence classes of an equiv-
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2 V. Kanovei

alence relation on the reals. This problem can be traced back (at least) to
the origins of descriptive set theory (1).

It was in the 1970’s that Silver [17] proved that a Π1
1 equivalence rela-

tion on the reals either has countably many equivalence classes or admits
a perfect set of pairwise inequivalent reals. (The Suslin theorem is an easy
corollary: indeed, if X is a Σ1

1 set of reals then the equivalence E defined as
equality on X and x E y for all x, y 6∈ X, is Π1

1.)
Moreover, it was recently recognized that equivalence relations allow a

different type of investigation, related to enumeration of classes by sets of
ordinals (e.g. reals) rather than ordinals themselves. Harrington, Kechris,
and Louveau [5] proved that each Borel equivalence relation E on the reals
satisfies one and only one of the following conditions:

(I) E admits a Borel enumeration of the equivalence classes by reals.
(II) E0, the Vitali equivalence, is continuously embedded in E (2).

Notation. An enumeration of classes for an equivalence relation E on
the reals is a function U defined on the reals and satisfying x E y iff U(x) =
U(y) for all x, y. E0 is the Vitali equivalence on the Cantor space D = 2ω,
defined by: x E0 y iff x(n) = y(n) for all but finitely many n ∈ ω. An
embedding of E0 into E is a 1-1 function U : D → reals such that we have
x E0 y ⇔ U(x) E U(y) for all x, y ∈ D.

The dichotomy (I) vs. (II) was called the Glimm–Effros dichotomy in [5]
as Glimm and Effos proved some particular results. (We refer the reader to
[5] as the basic source of information on the history of this type of theorems,
to Hjorth and Kechris [9] and Kechris [13] for a review of further develop-
ment, to all the three for applications and related topics, and to Kechris [14]
for broad references on the subject.)

Theorems of this type, but with a weaker condition (I) (3), are known for
Σ1

1 equivalence relations, provided either the universe satisfies the sharps hy-

(1) Luzin pointed out in [15] that, although it looks natural that the Vitali equiv-
alence on the reals has continuum-many equivalence classes, a concrete enumeration of
the equivalence classes by reals had not been known. (In the absence of the axiom of
choice the Vitali equivalence can have strictly more equivalence classes than the cardinal-
ity of continuum, see Kanovei [10].) Even earlier Sierpiński [16] demonstrated that if the
set of all Vitali classes can be linearly ordered then there exists a nonmeasurable set of
reals, having approximately the same projective class as the linear order, provided it is
projective. The Vitali equivalence in general plays a special role in modern investigations.

(2) Relations satisfying (I) are called smooth. Notice that E0 is not smooth.
(3) ∆HC

1 enumeration of the equivalence classes by countable (of any length < ω1)
binary sequences.
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pothesis (Hjorth and Kechris [9]) or each real belongs to a generic extension
of the constructible universe L (Kanovei [12]) (4).

We prove (this is the main result of this article) that the picture changes
at the second projective level: the classes Σ1

2 and Π1
2 contain counterexam-

ples, equivalence relations which do not admit a (provable in ZFC) theorem
of the Glimm–Effros type, at least in the domain of real-ordinal definable
(R-OD, in brief) enumerations and embeddings.

Theorem 1. It is consistent with ZFC that the Σ1
2 equivalence relation

C of “equiconstructibility”, defined on the reals by xC y iff L[x] = L[y], has
c equivalence classes, and :

• neither C has a R-OD enumeration of the equivalence classes by sets
of ordinals,
• nor C admits a R-OD pairwise C-inequivalent set of cardinality c,

and in addition either of the following two cardinal equalities can be modelled
in the universe: c = ℵ1 = ℵL

1 or c = ℵ2 = ℵL
2 .

Theorem 2. It is consistent with ZFC that some Π1
2 equivalence rela-

tion E on the reals has c equivalence classes, and :

• neither E has a R-OD enumeration of the equivalence classes by sets
of ordinals,
• nor E0 is embedded in E via a R-OD embedding ,

and in addition either of the following two cardinal equalities can be modelled
in the universe: c = ℵ1 = ℵL

1 or c = ℵ2 = ℵL
2 .

R e m a r k s. The “nor” assertion of Theorem 1 implies the “nor” asser-
tion of Theorem 2, because obviously there exists a perfect set of pairwise
E0-inequivalent points. It is not known whether one can strengthen the “nor”
assertion of Theorem 2 to the form of Theorem 1 or at least to the form
of the non-existence of a R-OD reduction of E0 to C. (A reduction is the
same as an embedding but not necessarily 1-1.) The equivalence relation we
define for Theorem 2 does not seem to lead to this goal. (See footnote 11 in
Section 6.)

It makes no sense to look for non-R-OD enumerations, assuming we work
in ZFC (with Choice). Equally it would be silly to look for enumerations
by sets of sets of ordinals (the next level) because each equivalence class is
an object of this type.

The theorems are close to possible optimal counterexamples. Indeed,
Hjorth [8] proved that every ∆1

2 equivalence relation (more generally, a

(4) Friedman and Velickovic [2], Hjorth [7, 8], Kanovei [11] obtained partial results of
this type for Σ1

1, Π1
1, and more complicated relations, and different relevant theorems on

equivalence relations, which we do not intend to discuss in detail.
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relation which is both ω1-Suslin and co-ω1-Suslin) which has the property
that the equality of the Σ1

2 and Π1
2 definitions is preserved in Cohen generic

extensions, admits a Glimm–Effros theorem, with an enumeration of classes
by ω1-long binary sequences in (I).

It is a very interesting problem at the moment to figure out whether all
∆1

2 relations admit a reasonable dichotomy theorem of the “Glimm–Effros”
type. (Since the models we construct for the theorems are very special,
perhaps even the classes Σ1

2 and Π1
2 admit a Glimm–Effros dichotomy under

certain reasonably weak assumptions.)
Another problem is to obtain counterexamples consistent with c > ℵ2.

The technique employed in the proofs of Theorems 1 and 2 does not work.

The models. The proposed models for Theorems 1 and 2 are iterated
Sacks extensions of the constructible model, having a nonwellordered set
as the “length” of iteration, hence not a kind of iterated generic models
in the usual setting (see Baumgartner and Laver [1], Groszek and Jech [4]
on iterations of the Sacks forcing), where the length of the iteration is, by
definition, an ordinal, or at least a wellfounded set. We use “ill”ordered and
even “ill”founded Sacks iterations to prove the theorems.

A construction of iterated Sacks generic extensions having inverse ordi-
nals as the “length” of iteration was given by Groszek [3]. We make different
technical arrangements to obtain “ill”ordered and even “ill”founded Sacks
iterations. (The model for Theorem 2 is an “ill”founded nonlinear iteration;
a model for Theorem 1 can be obtained in two different ways: as a linear
“ill”ordered Sacks iteration, and as a nonlinear wellfounded Sacks iteration;
the latter version is equivalent to the usual countable support iteration of
the product Sacks× Sacks forcing, of length ω1 or ω2.)

Let I be a partially ordered set in M, the ground model, —the intended
“length” of the iteration. A typical forcing condition for the notion of forcing
leading to Sacks iterations of length I is, in M, a set X ⊆ Dζ , where ζ ⊆ I
is countable while D = 2ω, of the form X = H”Dζ , where H is a 1-1
continuous function such that

x¹ξ = y¹ξ ⇔ H(x)¹ξ = H(y)¹ξ
for all x, y ∈ Dζ and any initial segment ξ of ζ. Sets X of this form may be
called iterated perfect sets in Dζ .

Section 1 contains the definition and several basic lemmas, mostly of
simple “geometric” nature, related to the forcing conditions.

Section 2 shows how to split and assemble the forcing conditions via a
kind of splitting technique, common for different forms of the Sacks forcing.

Section 3 ends the study of the forcing conditions by a theorem specifying
the behaviour of continuous functions mapping the conditions into the reals.
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Sections 4 and 5 define and study the extensions. We prove that the forc-
ing notion associated with a partially ordered set I in the ground model M
produces generic models of the form N = M[〈ai : i ∈ I〉], where each ai ∈ D

is Sacks generic over the model M[〈aj : j < i〉], —a property which witnesses
that N is a kind of iterated Sacks extension of M despite the fact that I
may not be wellordered. (A closer inspection, out of the scope of this paper,
shows that in the case when I is an ordinal, the models we obtain are usual
countable support iterated Sacks extensions of the ground model.)

We prove a cardinal preservation theorem, and a very important theorem
which says that each real in N can be obtained by applying a continuous
function coded in M to a countable sequence of generic reals. This theorem
allows us to transform properties of continuous functions in the ground
model to properties of reals in the extension.

In particular, it turns out (Section 5) that if every initial segment of I
belongs to M then the degrees of M-constructibility of reals in the extension
are in 1-1 correspondence with countably cofinal initial segments of I.

The proof of Theorem 1 in Section 6 utilizes a particular property of the
sets I = (ω1 or ω2) × Z, where Z = {. . . ,−2,−1, 0, 1, 2, . . .}, the integers:
each copy of Z admits nontrivial order automorphisms, shiftings. This does
not allow a real in the extension to “know” definitely the exact place, say
〈α, z〉 ∈ ω1 × Z, of its degree of constructibility. Another possibility is I =
(ω1 or ω2) × (unordered {0, 1}), which is equivalent to the iteration of the
forcing Sacks × Sacks, of length ω1 or ω2. We do not know whether an
ordinal length iteration of the Sacks forcing can prove Theorem 1.

A modification, I = (ω1 or ω2) × (Z × {0, 1}), is applied to prove The-
orem 2. This case makes essential use of order automorphisms generated
by “exchanges” 0 ↔ 1. We do not know how to prove this theorem not
involving “ill”founded Sacks iterations.

A model in which every nonconstructible real collapses ℵ2 to ℵ1. This is
an easier application of the technique of “ill”founded Sacks iterations.

Theorem 3. Let κ > ℵM
1 be a cardinal in a countable model M |= V =

L. Then there exists a generic extension N of M in which ℵM
1 is still a

cardinal , there are “new” reals, and cardκ = ℵM
1 in every submodel M[r]

where r is a real in N \M.

(It is clear that the result is impossible for the cardinal ℵ0 instead of ℵ1

since a collapse of an uncountable cardinal to ℵ0 provides “new” reals which
do not collapse cardinals, e.g. Cohen generic reals.)

Of course different forcing notions produce reals that code much more
sophisticated things, but the model for Theorem 3 is somewhat exceptional
because first it is really simple (we use, in Section 5, Sacks iterations of
“length” equal to the inverted cardinal κ, and exploit the known phenom-
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ena that each next Sacks real “knows” the previous steps of the iteration,
which compels every “new” real to code the collapse) and does not involve
a complicated coding technique.

1. Iterated perfect sets. Let CPO be the class of all countable (in-
cluding finite) partially ordered sets ζ = 〈ζ;<〉. The Greek letters ξ, η, ζ, ϑ
will denote sets in CPO. The characters i, j are used to denote elements of
sets in CPO.

For any ζ ∈ CPO, ISζ is the collection of all initial segments of ζ.
(A set ξ ⊆ ζ is an initial segment of ζ iff i ∈ ξ implies j ∈ ξ whenever
i, j ∈ ζ and j < i.) For instance, ∅ and ζ itself belong to ISζ .

We shall usually have fixed a “basic” p.o. set ζ ∈ CPO, so that all other
p.o. sets actually involved in the reasoning are subsets of ζ. In this case,
for any i ∈ ζ we consider initial segments [< i] = {j ∈ ζ : j < i} and
[ 6≥i] = {j ∈ ζ : j 6≥ i}, and [≤i], [ 6>i] defined analogously.

We define N = ωω, the Baire space; points of N will be called reals.
D = 2ω is the Cantor space. For any countable set ξ, Dξ is the product

of ξ copies of D with the product topology. Then every Dξ is a compact
space, homeomorphic to D itself unless ξ = ∅.

Assume that η ⊆ ξ. If x ∈ Dξ then let x¹η ∈ Dη denote the usual
restriction. If X ⊆ Dξ then let X¹η = {x¹η : x ∈ X}.

But if Y ⊆ Dη then we set Y ¹−1ξ = {x ∈ Dξ : x¹η ∈ Y }.
To save space, let X¹<i mean X¹[<i], X¹6≥i mean X¹[ 6≥i], etc.
To describe the idea behind the definition of iterated perfect sets, recall

that the Sacks forcing consists of perfect subsets of D, i.e. sets of the form
H”D = {H(a) : a ∈ D} where H : D

onto−→ X is a homeomorphism.
To get a product Sacks model, with two factors (the case of a two-element

unordered set as the length of iteration) we have to consider sets X ⊆ D2

of the form X = H”D2 where H, a homeomorphism defined on D2, splits
in an obvious way into a pair of one-dimensional homeomorphisms.

To get an iterated Sacks model, with two stages of iteration (the case
of a two-element ordered set as the length of iteration) we have to consider
sets X ⊆ D2 of the form X = H”D2 where H, a homeomorphism defined on
D2, satisfies the following: if H(a1, a2) = 〈x1, x2〉 and H(a′1, a

′
2) = 〈x′1, x′2〉

then a1 = a′1 ⇔ x1 = x′1.
The general case results in the following definition.

Definition. For any ζ ∈ CPO, Perfζ is the collection of all setsX ⊆ Dζ

such that there is a homeomorphism H : Dζ onto−→ X satisfying

x0¹ξ = x1¹ξ ⇔ H(x0)¹ξ = H(x1)¹ξ
for all x0, x1 ∈ domH and ξ ∈ ISζ . Homeomorphisms H satisfying this
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requirement will be called projection-keeping . So, sets in Perfζ are images
of Dζ via projection-keeping homeomorphisms.

If H : Dζ onto−→ X is a projection-keeping homeomorphism then we define,
for any ξ ∈ ISζ , an associated projection-keeping homeomorphism Hξ of Dξ

onto X¹ξ by Hξ(x¹ξ) = H(x)¹ξ for all x ∈ Dζ .

Proposition 4. Every set X ∈ Perfζ is closed and has the following
properties:

P-1. If i ∈ ζ and z ∈ X¹<i then DXz(i) = {x(i) : x ∈ X & x¹<i = z} is
a perfect set in D.

P-2. If ξ ∈ ISζ and a set X ′ ⊆ X is open in X (in the relative topology)
then the projection X ′¹ξ is open in X¹ξ.

P-3. If ξ, η ∈ ISζ , x ∈ X¹ξ, y ∈ X¹η, and x¹(ξ ∩ η) = y¹(ξ ∩ η), then
x ∪ y ∈ X¹(ξ ∪ η).

(P-2 says that the projection from X to X¹ξ is an open map.)
This proposition could be taken as the base for an independent treatment

of the notion; however, it is not true that the requirements P-1, P-2, P-3
fully characterize Perfζ .

P r o o f. Clearly Dζ satisfies P-1, P-2, P-3. Moreover, one easily shows
that projection-keeping homeomorphisms preserve the requirements.

Let us prove several simple lemmas on forcing conditions.
The following lemma shows how P-3 works.

Lemma 5. Suppose that X ∈ Perfζ , ξ, η ∈ ISζ , Y ⊆ X¹η, and Z =
X ∩ (Y ¹−1ζ). Then Z¹ξ = (X¹ξ) ∩ (Y ¹(ξ ∩ η)¹−1ξ).

P r o o f. The inclusion ⊆ is quite easy. To prove the opposite direction
let x belong to the right-hand side. Then in particular x¹(ξ ∩ η) = y¹(ξ ∩ η)
for some y ∈ Y . On the other hand, x ∈ X¹ξ and y ∈ X¹η. Property P-3
of X (see Proposition 4) implies x ∪ y ∈ X¹(ξ ∪ η). Thus x ∪ y ∈ Z¹(ξ ∪ η)
since y ∈ Y ⊆ X¹η, so x ∈ Z¹ξ.

Lemma 6. If X ∈ Perfζ and ξ ∈ ISζ then X¹ξ ∈ Perfξ.

P r o o f. If X ∈ Perfζ via H then Hξ witnesses X¹ξ ∈ Perfξ.

Lemma 7. Suppose that H is a projection-keeping homeomorphism, de-
fined on some X ∈ Perfζ . Then the image H”X = {H(x) : x ∈ X} belongs
to Perfζ .

P r o o f. A superposition of projection-keeping homeomorphisms is obvi-
ously a projection-keeping homeomorphism.

Lemma 8. If X ∈ Perfζ , a set X ′ ⊆ X is open in X, and x0 ∈ X ′,
then there is a set X ′′ ∈ Perfζ , X ′′ ⊆ X ′, clopen in X and containing x0.
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P r o o f. By the previous lemma, it suffices to prove the result provided
X = Dζ . We observe that if x0 ∈ X ′ ⊆ Dζ and X ′ is open in Dζ then
there exists a basic clopen set C ⊆ X ′ containing x0. (Basic clopen sets are
sets of the form C = {x ∈ Dζ : u1 ⊂ x(i1) & . . . & um ⊂ x(im)}, where
m ∈ ω, i1, . . . , im ∈ ζ are pairwise different, and u1, . . . , um ∈ 2<ω. One
easily proves that every set C of this type belongs to Perfζ .)

Lemma 9. Let X,Y ∈ Perfζ and η ∈ ISζ , X¹η = Y ¹η. There is a

projection-keeping homeomorphism H : X onto−→ Y such that H(x)¹η = x¹η
for all x ∈ X.

P r o o f. Let F : Dζ onto−→ X and G : Dζ onto−→ Y witness that the sets X and
Y resp. belong to Perfζ . Define H(x) = G(G−1

η (x¹η) ∪ F−1(x)¹(ζ \ η)) for
all x ∈ X. Then H”X ⊆ Y by the choice of G. Let us prove that H”X = Y .
Let y ∈ Y . Set x = F (F−1

η (y¹η) ∪ G−1(y)¹(ζ \ η)) (the dual transform).
Then we have x¹η = y¹η while F−1(x)¹(ζ \ η) = G−1(y)¹(ζ \ η), so that
H(x) = G(G−1(y)) = y, as required.

Notice that H(x)¹η = Gη(G−1
η (x¹η)) = x¹η by definition.

To prove that H is projection-keeping, let x0, x1 ∈ X. Assume that
ξ ∈ ISζ and x0¹ξ = x1¹ξ; we have to check that H(x0)¹ξ = H(x1)¹ξ. Since
G is projection-keeping, it is enough to prove that the points

ze = G−1(H(xe)) = G−1
η (xe¹η) ∪ F−1(xe)¹(ζ \ η), e = 0, 1,

satisfy z0¹ξ = z1¹ξ. Now ze¹ξ = G−1
ξ′ (xe¹ξ′)∪F−1

ξ (xe¹ξ)¹ξ′′, where ξ′ = ξ∩η
and ξ′′ = ξ \ η, so that z0¹ξ = z1¹ξ because x0¹ξ = x1¹ξ and both F and G
are projection-keeping. The converse is similar.

Lemma 10. Suppose that X ∈ Perfζ , η ∈ ISζ , Y ∈ Perfη, and Y ⊆ X¹η.
Then Z = X ∩ (Y ¹−1ζ) belongs to Perfζ .

P r o o f. Let F : Dζ onto−→ X and G : Dη onto−→ Y witness that X ∈ Perfζ
and Y ∈ Perfη resp. Define a projection-keeping homeomorphism

H(z) = F (F−1
η (G(z¹η)) ∪ (z¹(ζ \ η)))

for all z ∈ Dζ . We check that H maps Dζ onto Z. Let z ∈ Dζ . Then H(z) ∈
X by the choice of F . Moreover, H(z)¹η = Fη(F−1

η (G(z¹η))) = G(z¹η) ∈ Y ,
so H(z) ∈ Z. Let conversely z′ ∈ Z, so that z′ = F (x) for some x ∈ Dζ .
We define z ∈ Dζ by z = G−1(Fη(x¹η)) ∪ (x¹(ζ \ η)). (To make sure that
G−1 is applicable note that Fη(x¹η) = F (x)¹η = z′¹η ∈ Z¹η = Y .) Then by
definition H(z) = F (x) = z′.

We prove that H is projection-keeping. Let z0, z1 ∈ Dζ and ξ ∈ ISζ .
Suppose that z0¹ξ = z1¹ξ, and prove H(z0)¹ξ = H(z1)¹ξ. Define xe ∈ Dζ

(e = 0, 1) by xe = F−1
η (G(ze¹η)) ∪ (ze¹(ζ \ η)). Then, first, H(ze) = F (xe),
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second, since both F and G are projection-keeping, we have x0¹ξ = x1¹ξ and
then F (x0)¹ξ = F (x1)¹ξ, as required. The converse is proved analogously.

Lemma 11. Assume that ζ ⊆ ϑ ∈ CPO, X,Y ∈ Perfζ , and H is a
projection-keeping homeomorphism X onto Y . Then the sets X ′ = X¹−1ϑ
and Y ′ = Y ¹−1ϑ belong to Perfϑ, and the function H ′, defined on X ′ by
H ′(x′)¹(ϑ \ ζ) = x′¹(ϑ \ ζ) and H ′(x′)¹ζ = H(x′¹ζ), is a projection-keeping
homeomorphism X ′ onto Y ′.

P r o o f. If X ∈ Perfζ is witnessed by a projection-keeping homeomor-

phism F : Dζ onto−→ X then the homeomorphism F ′, defined on Dϑ by
F ′(x′)¹(ϑ \ ζ) = x′¹(ϑ \ ζ) and F ′(x′)¹ζ = F (x′¹ζ) for all x′ ∈ Dϑ, wit-
nesses that X ′ ∈ Perfϑ. The rest of the proof is equally simple.

2. Splitting technique. We shall exploit the construction of sets in
Perfζ as X =

⋂
m∈ω

⋃
u∈2m Xu, where every Xu belongs to Perfζ . This

section introduces the technique.
First of all we specify requirements which imply an appropriate be-

haviour of the sets Xu ∈ Perfζ with respect to projections. We need to
determine, for any pair of finite binary sequences u, v ∈ 2m (m ∈ ω), the
largest initial segment ξ = ζ[u, v] of ζ such that the projections Xu¹ξ and
Xv¹ξ have to be equal, to run the construction in a proper way.

Fix ζ ∈ CPO and an arbitrary function φ : ω → ζ.
Define, for any pair of sequences u, v ∈ 2m (m ∈ ω), an initial segment

ζφ[u, v] =
⋂

l<m,u(l)6=v(l)

[6≥φ(l)]

= {j ∈ ζ : ¬∃l < m (u(l) 6= v(l) & j ≥ φ(l))} ∈ ISζ .

Definition. A φ-splitting system (or rather (φ¹m)-splitting as the no-
tion depends only on φ¹m) of order m in Perfζ is a family 〈Xu : u ∈ 2m〉 of
sets Xu ∈ Perfζ such that

S-1. Xu¹ζφ[u, v] = Xv¹ζφ[u, v] for all u, v ∈ 2m.
S-2. If i ∈ ζ \ ζφ[u, v] then Xu¹≤i ∩Xv¹≤i = ∅ for all u, v ∈ 2m.

A splitting system 〈Xu′ : u′ ∈ 2m+1〉 is an expansion of a splitting system
〈Xu : u ∈ 2m〉 iff Xu∧e ⊆ Xu for all u ∈ 2m and e = 0, 1 (5).

We consider two ways how an existing splitting system can be trans-
formed to another splitting system. One of them treats the case when we
have to change one of the sets to a smaller set in Perfζ , the other one
expands to the next level.

(5) The characters e, d will always denote the numbers 0 and 1.
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Lemma 12. Assume that 〈Xu : u ∈ 2m〉 is a φ-splitting system in
Perfζ , u0 ∈ 2m, and X ∈ Perfζ , X ⊆ Xu0 . Then the family of sets
X ′u = Xu∩(X¹ζφ[u, u0]¹−1ζ) (u ∈ 2m) is again a φ-splitting system. (Notice
that X ′u0

= X.)

P r o o f. Each set X ′u belongs to Perfζ by Lemmas 6 and 10. We have to
check only requirement S-1. Thus let u, v ∈ 2m and ξ = ζφ[u, v]. We prove
that X ′u¹ξ = X ′v¹ξ. Define ζu = ζφ[u, u0] and ζv = ζφ[v, u0]. Then

X ′u¹ξ = (Xu¹ξ) ∩ (X¹(ξ ∩ ζu)¹−1ξ), X ′v¹ξ = (Xv¹ξ) ∩ (X¹(ξ ∩ ζv)¹−1ξ)

by Lemma 5. Thus it remains to prove that ξ ∩ ζu = ξ ∩ ζv (the “triangle”
equality). Assume on the contrary that say i ∈ ξ ∩ ζu but i 6∈ ζv. Then
i ≥ φ(l) in ζ for some l < m such that v(l) 6= u0(l). But then either
u(l) 6= u0(l) and so i 6∈ ζu, or u(l) 6= v(l) and so i 6∈ ξ, a contradiction.

We are going to prove that each splitting system has an expansion. This
requires defining first a special splitting construction.

Let i ∈ ζ and X ∈ Perfζ . A pair of sets X0, X1 ∈ Perfζ will be called an
i-splitting of X if X0 ∪X1 ⊆ X, X0¹6≥i = X1¹6≥i, and X0¹≤i ∩X1¹≤i = ∅.
The splitting will be called complete if X0 ∪X1 = X; in this case we have
X0¹6≥i = X1¹6≥i = X¹6≥i.

Assertion. Let i ∈ ζ. Every set X ∈ Perfζ admits a complete
i-splitting.

P r o o f. If X = Dζ then we define Xe = {x ∈ X : x(i)(0) = e} for each
e = 0, 1. Lemma 7 extends the result to the general case.

Lemma 14. Every φ-splitting system 〈Xu : u ∈ 2m〉 in Perfζ can be
expanded to a φ-splitting system 〈Xu′ : u′ ∈ 2m+1〉 in Perfζ .

P r o o f. Write ζ[u, v] instead of ζφ[u, v] as φ is fixed. Let i = φ(m).
Let us consider, one by one in an arbitrary but fixed order, all sequences

u ∈ 2m. At each step u, we shall i-split Xu in one of two different ways.
Case A. There does not exist w ∈ 2m, considered earlier than u, such

that i ∈ ζ[u,w]. Let Xu∧0, Xu∧1 be any complete i-splitting of Xu.
Case B . Otherwise, let w be the one considered first among all sequences

w of the mentioned type. Set Xu∧e = Xu ∩ (Xw∧e¹≤i¹−1ζ) for e = 0, 1.
We prove that Xu∧0, Xu∧1 is a complete i-splitting of Xu in this case.

First of all, Xu¹ζ[u,w] = Xw¹ζ[u,w] by S-1; hence Xw∧e¹≤i ⊆ Xw¹≤i =
Xu¹≤i, so that the sets Xu∧0 and Xu∧1 belong to Perfζ by Lemmas 6 and 10.

By the choice of w, we had Case A at step w. (Indeed, if otherwise
i ∈ ζ[w,w′] for some w′ ∈ 2m considered even earlier, then i ∈ ζ[u,w′] by the
“triangle” equality in the proof of Lemma 12, contrary to the choice of w.)
Therefore for sure Xw∧0, Xw∧1 is a complete i-splitting of Xw. In particular,
Xw∧e¹<i = Xw¹<i. On the other hand, Lemma 5 implies Xu∧e¹6≥i = Xu¹6≥i∩
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(Xw∧e¹<i¹−1[ 6≥i]) for e = 0, 1, since [ 6≥i]∩[≤i] = [<i] —so we get Xu∧0¹6≥i =
Xu∧1¹6≥i.

By definition, Xu∧e¹≤i = Xw∧e¹≤i for e = 0, 1, so that Xu∧0¹≤i ∩
Xu∧1¹≤i = ∅ because Xw∧0, Xw∧1 is a splitting of Xw. Finally, since
Xw∧0, Xw∧1 is a complete i-splitting of Xw, and Xw¹≤i = Xu¹≤i, we have
Xu∧0 ∪Xu∧1 = Xu, as required.

Thus Xu∧0, Xu∧1 is a complete i-splitting of Xu for all u ∈ 2m. It remains
to prove that 〈Xu′ : u′ ∈ 2m+1〉 is a splitting system.

To prove S-1 and S-2, let u′ = u ∧d and v′ = v ∧e belong to 2m+1; here
d, e ∈ {0, 1}. Define ξ = ζ[u, v], ξ′ = ζ[u′, v′], and Y = Xu¹ξ = Xv¹ξ. We
consider three cases.

Case 1 : i 6∈ ξ. Then by definition ξ = ξ′ ⊆ [6≥ i]. We have Xu′¹ξ =
Xu¹ξ = Y because Xu∧0, Xu∧1 is a complete i-splitting of Xu. Similarly
Xv′¹ξ = Y . This proves S-1 for the sets Xu′ , Xv′ , while S-2 is inherited from
the pair Xu, Xv because ξ = ξ′ and Xu′ ⊆ Xu, Xv′ ⊆ Xv.

Case 2 : i ∈ ξ and d = e, say d = e = 0. Then again ξ = ξ′ by def-
inition, so S-2 is clear, but i ∈ ξ′. To prove S-1, let w ∈ 2m be the first
(in the order fixed at the beginning of the proof) sequence in 2m such that
i ∈ ζ[u,w] ∪ ζ[v, w] (e.g. w can be one of u, v). Then, since i ∈ ξ = ζ[u, v],
we have i ∈ ζ[u,w] ∩ ζ[v, w] by the “triangle” equality. Finally, it follows
from the construction (Case B) that

Xu∧0¹ξ = (Xu¹ξ) ∩ (Xw∧0¹≤i¹−1ξ), Xv∧0¹ξ = (Xv¹ξ) ∩ (Xw∧0¹≤i¹−1ξ).

However, Xu¹ξ = Xv¹ξ = Y ; hence Xu∧0¹ξ′ = Xv∧0¹ξ′ as ξ′ = ξ.
Case 3 : i ∈ ξ but d 6= e, say d = 0, e = 1. Now ξ′ = ξ ∩ [ 6≥i] is a

proper initial segment of ξ. Let w be introduced as in Case 2. Note that
ξ′ ∩ [≤ i] = [< i], so Xu∧0¹ξ′ = (Xu¹ξ′) ∩ (Xw∧0¹<i¹−1ξ′) and Xv∧1¹ξ′ =
(Xv¹ξ′) ∩ (Xw∧1¹<i¹−1ξ′) by the construction and Lemma 5. However, we
have Xw∧0¹<i = Xw∧1¹<i because the pair Xw∧0, Xw∧1 is an i-splitting of
Xw. Furthermore, Xu¹ξ′ = Xv¹ξ′ = Y ¹ξ′ because Xu¹ξ = Xv¹ξ = Y . We
conclude that Xu∧0¹ξ′ = Xv∧1¹ξ′, as required.

Let us prove S-2 for some i′ ∈ ζ \ ξ′. If i′ 6∈ ξ then already Xu¹≤i′ ∩
Xv¹≤i′ = ∅. If i′ ∈ ξ \ ξ′ then i′ ≥ i, so that it suffices to prove S-2 only
for i′ = i = φ(m). To prove S-2 in this case, note that Xu∧0¹≤i = Xw∧0¹≤i
and Xv∧1¹≤i = Xw∧1¹≤i by the construction. But Xw∧0¹≤i ∩Xw∧1¹≤i = ∅
as the pair Xw∧0, Xw∧1 is an i-splitting, so Xu∧0¹≤i ∩Xv∧1¹≤i = ∅.

To formulate the fusion lemma we need a couple more definitions.

Definition. An indexed family of sets Xu ∈ Perfζ , u ∈ 2<ω, is a
φ-fusion sequence in Perfζ if for every m ∈ ω the subfamily 〈Xu : u ∈ 2m〉
is a φ-splitting system expanded by 〈Xu : u ∈ 2m+1〉 to the next level, and
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S-3. For any ε > 0 there exists m ∈ ω such that diamXu < ε for all
u ∈ 2m. (A Polish metric on Dζ is assumed to be fixed.)

Definition. A function φ : ω → ζ is ζ-complete iff it takes each value
i ∈ ζ infinitely many times.

Theorem 15 (Fusion lemma). Let φ be a ζ-complete function. Suppose
that 〈Xu : u ∈ 2<ω〉 is a φ-fusion sequence in Perfζ . Then the set X =⋂
m∈ω

⋃
u∈2m Xu belongs to Perfζ .

P r o o f. The idea of the proof is to obtain a parallel presentation of the
set D = Dζ as the “limit” of a φ-fusion sequence, and associate the points
in D and X which are generated by one and the same branch in 2<ω. So
first of all we have to define a fusion sequence of sets Du ∈ Perfζ such that
Dζ = D =

⋂
m∈ω

⋃
u∈2m Du.

Lemma 14 cannot be used because of problems with S-3. We rather
maintain a direct construction. For m ∈ ω, we put ζm = {φ(l) : l < m}. Let
i ∈ ζm, and {l < m : φ(l) = i} = {li0, . . . , lik(i)−1}, in the increasing order. If

u ∈ 2m then we define ui ∈ 2k(i) by ui(k) = u(lik) for all k < k(i), and put
Du = {y ∈ D = Dζ : ∀i ∈ ζm (ui ⊂ y(i))}, so that Du is a basic clopen set
in Dζ . (Note that y(i) ∈ D whenever y ∈ Dζ and i ∈ ζ.) One easily sees that
the sets Du form a φ-fusion sequence (S-3 follows from the ζ-completeness
of φ) and

⋃
u∈2m Du = Dζ for all m.

We observe that for each a ∈ 2ω = D the intersections
⋂
mXa¹m and⋂

mDa¹m contain single points, say xa ∈ X and da ∈ D respectively, by
S-3, and the mappings a 7→ xa and a 7→ da are continuous. Let us define
ζφ[a, b] =

⋂
m∈ω ζφ[a¹m, b¹m]. In particular ζφ[a, b] = ζ iff a = b. It follows

from the requirements S-1, S-2, and S-3 that

(∗)



xa¹ζφ[a, b] = xb¹ζφ[a, b]
da¹ζφ[a, b] = db¹ζφ[a, b]

}
for all a, b ∈ 2ω,

xa¹≤i 6= xb¹≤i and da¹≤i 6= db¹≤i whenever i 6∈ ζφ[a, b].

This allows us to define a homeomorphism H : D = Dζ onto−→ X by H(da) =
xa for all a ∈ 2ω. To see that H is projection-keeping let ξ ∈ ISζ and, for
instance, da, db ∈ Dζ and da¹ξ = db¹ξ. Then ξ ⊆ ζφ[a, b] by the second line
in (∗), so we get xa¹ξ = xb¹ξ by the first line, as required.

Corollary 16. Suppose that X ∈ Perfζ , and Cm ⊆ Dζ is closed for
each m ∈ ω. There exists Y ∈ Perfζ , Y ⊆ X, such that Cm ∩ Y is clopen
in Y for every m.

P r o o f. It follows from Lemma 8 that for any m and any X ′ ∈ Perfζ
there exists Y ′ ∈ Perfζ , Y ′ ⊆ X ′, such that either Y ′ ⊆ Cm or Y ′∩Cm = ∅.
Therefore we can define, using Lemmas 12 and 14, a fusion sequence 〈Xu :
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u ∈ 2<ω〉 of sets Xu ∈ Perfζ such that XΛ = X and either Xu ⊆ Cm or
Xu∩Cm = ∅ whenever u ∈ 2m—for all m ∈ ω. The set Y =

⋂
m∈ω

⋃
u∈2m Xu

is as required.

Corollary 17. Assume that X ∈ Perfζ , and B ⊆ Dζ is a set of a
finite Borel rank. There exists Y ∈ Perfζ , Y ⊆ X, such that either Y ⊆ B
or Y ∩B = ∅.

P r o o f (6). Let B be defined by a finite level Borel scheme (countable
unions plus countable intersections) from closed sets Cm, m ∈ ω. The pre-
ceding corollary shows that there exists X ′ ∈ Perfζ , X ′ ⊆ X, such that
every X ′ ∩ Cm is clopen in X ′. Thus the Borel rank can be reduced. When
one finally achieves the level of closed or open sets, Lemma 8 is applied.

3. Reducibility of continuous functions. This section studies the
behaviour of continuous functions defined on sets in Perfζ , ζ ∈ CPO, from
the point of view of a certain reducibility.

Definition. For each set ζ, Contζ will denote the set of all continuous
functions F : Dζ → reals. (As usual, reals = N = ωω.)

Let F ∈ Contζ , ξ ⊆ ζ, X ⊆ Dζ , i ∈ ζ. Then F reduces to ξ on X iff
x¹ξ = y¹ξ ⇒ F (x) = F (y) for all x, y ∈ X; and F captures i on X iff
F (x) = F (y)⇒ x(i) = y(i) for all x, y ∈ X.

R e m a r k. It follows from the compactness of the spaces Dζ that if X
is closed then in the first case there is a function F ′ ∈ Contξ such that
F (x) = F ′(x¹ξ) for all x ∈ X, while in the second case there is a continuous
function H : reals→ D such that x(i) = H(F (x)) for all x ∈ X.

We begin with two technical lemmas on reducibility. Then an important
theorem will be proved; different items of the theorem will be transformed
to properties of constructibility of reals in the generic extensions.

Lemma 18. Let ξ, η ∈ ISζ . If F reduces to both ξ and η on a set X ∈
Perfζ then F reduces to ϑ = ξ ∩ η on X.

P r o o f. Let x, y ∈ X and x¹ϑ = y¹ϑ. By Proposition 3 (P-3) there is
z ∈ X such that z¹ξ = x¹ξ and z¹η = y¹η. Now F (x) = F (z) = F (y).

Lemma 19. Suppose that ξ ∈ ISζ , the sets X1 and X2 belong to Perfζ ,
and X1¹ξ = X2¹ξ. Then either F reduces to ξ on X1 ∪ X2—and then
F”X1 = F”X2, —or there are sets X ′1, X

′
2 ∈ Perfζ , X ′1 ⊆ X1 and X ′2 ⊆ X2

such that still X ′1¹ξ = X ′2¹ξ, but F”X ′1 ∩ F”X ′2 = ∅.
(We recall that F”X is the image of X via F .)

(6) In fact, this is true for all Borel sets B but needs a more elaborate reasoning.
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P r o o f. We assume that the function F does not reduce to ξ on the
set X1 ∪X2, and prove the “or” alternative. By the assumption, there are
points x1, x2 ∈ X1 ∪X2 satisfying x1¹ξ = x2¹ξ and F (x1) 6= F (x2). It may
be supposed that x1 ∈ X1 and x2 ∈ X2, because X1¹ξ = X2¹ξ. By the
continuity of F there exist clopen neighbourhoods U1 and U2 of resp. x1 and
x2 such that F”U1 ∩ F”U2 = ∅. Now Lemma 8 provides a set X ′′1 ∈ Perfζ ,
X ′′1 ⊆ X1 ∩ U1, containing x1.

The set X ′′2 = X2 ∩ (X ′′1 ¹ξ¹−1ζ) belongs to Perfζ by Lemma 10, and
contains x2 since x1¹ξ = x2¹ξ. By Lemma 8 there is a set X ′2 ∈ Perfζ
satisfying X ′2 ⊆ X ′′2 ∩ U2. Define X ′1 = X ′′1 ∩ (X ′2¹ξ¹−1ζ).

Theorem 20. Assume that X ∈ Perfζ , ξ ∈ ISζ and F ∈ Contζ . Then

(1) If i, j ∈ ζ and i < j then there exists Y ∈ Perfζ , Y ⊆ X, such
that the co-ordinate function Cj , defined on Dζ by Cj(x) = x(j), captures i
on Y .

(2) If i ∈ ζ \ ξ and F reduces to ξ on X then F does not capture i
on X.

(3) If for each set X ′ ∈ Perfζ , X ′ ⊆ X, and each i ∈ ξ there is a set
X ′′ ∈ Perfζ , X ′′ ⊆ X ′, such that F captures i on X ′′, then there exists
Y ∈ Perfζ , Y ⊆ X, such that F captures every i ∈ ξ on Y .

(4) If i ∈ ζ, then there exists Y ∈ Perfζ , Y ⊆ X, such that either F
reduces to [ 6≥i] on Y , or F captures i on Y .

(5) There exists a set Y ∈ Perfζ , Y ⊆ X, such that either F reduces to
ξ on Y , or F captures some i ∈ ζ \ ξ on Y .

((4) is an easy corollary of (1) and (5), for take ξ = [ 6≥ i]. However, we
need it to be proved separately because it is used in the proof of (5).)

P r o o f. (2) Suppose that F reduces to ξ on X and, on the contrary, F
does capture some i ∈ ζ \ ξ on X. Then the coordinate function Ci(x) =
x(i) itself reduces to ξ on X. Since i does not belong to ξ, and on the
other hand Ci obviously reduces to [≤i], we conclude that Ci reduces to
[<i] on X by Lemma 18. But this clearly contradicts property P-1 of X
(see Proposition 4).

(3) and (4) are carried out by a common construction. We define a set
Y ∈ Perfζ , Y ⊆ X, which satisfies the “or” requirement of (4) unless an
intermediate set in the construction satisfies the “either” requirement.

Fix a ζ-complete function φ and define the initial segments ζ[u, v] =
ζφ[u, v] (as in Section 2) for every pair of finite sequences u, v ∈ 2<ω of equal
length. The notions of splitting system and fusion sequence are understood
in the sense of φ.

We define a fusion sequence 〈Xu : u ∈ 2<ω〉 satisfying XΛ = X and the
property
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(‡) If m ∈ ω and u, v ∈ 2m then either (i) F reduces to ζ[u, v] on the set
Xu ∪Xv, or (ii) F”Xu ∩ F”Xv = ∅.

First we put XΛ = X, as indicated.
Assume that sets Xu (u ∈ 2m−1) have been defined for some m > 0. We

use Lemma 14 to get a splitting system 〈Zu : u ∈ 2m〉 which expands the
splitting system 〈Xu : u ∈ 2m−1〉 already obtained to the level m. We can
suppose that diamZu ≤ m−1 for all u ∈ 2m. (Otherwise apply Lemmas 8
and 12 consecutively 2m times to shrink the sets.) We need this property to
satisfy requirement S-3.

We now consider consecutively all pairs u, v ∈ 2m. For every such pair
we first apply Lemma 19, getting sets Su, Sv ∈ Perfζ such that Su ⊆ Zu,
Sv ⊆ Zv, Su¹ζ[u, v] = Sv¹ζ[u, v], and either the function F reduces to ζ[u, v]
on Su ∪ Sv or F”Su ∩ F”Sv = ∅.

We set S′w = Zw ∩ (Su¹ζ[w, u]¹−1ζ) for all w ∈ 2m; 〈S′w : w ∈ 2m〉
is a splitting system by Lemma 12. Note that Sv ⊆ S′v since Su¹ζ[u, v] =
Sv¹ζ[u, v]. We repeat the operation: putting Z ′w = S′w ∩ (Sv¹ζ[w, v]¹−1ζ)
for all w ∈ 2m, we obtain a new splitting system of sets Z ′w ⊆ S′w (w ∈
2m+1) such that Z ′u = Su and Z ′v = Sv. This ends the consideration of the
particular pair of u, v ∈ 2m, and one comes to the next pair.

Let Xu ⊆ Zu (u ∈ 2m) be the sets obtained after 2m+1 steps of this
construction (the number of pairs u, v to consider). One easily verifies that
this is a splitting system in Perfζ satisfying (‡) for the given m.

After the construction is accomplished for all m, we obtain a fusion
sequence of sets Xu (u ∈ 2<ω) satisfying (‡). The set Y =

⋂
m

⋃
u∈2m Xu

belongs to Perfζ by Theorem 15.
(4) Suppose that we have case (i) in (‡) for some pair u, v ∈ 2m (m ∈ ω)

such that i 6∈ ζ[u, v]. Then in particular F reduces to ζ[u, v]—then to [ 6≥i]—
on Xu, so Xu is a set of the “either” type.

Assume that (ii) in (‡) holds for all pairs u, v ∈ 2m (m ∈ ω) such that
i 6∈ ζ[u, v]. We prove that then F captures i on the set Y =

⋂
m

⋃
u∈2m Xu.

Let x, y ∈ Y . Suppose that F (x) = F (y) and prove x(i) = y(i).
Note that x = xa and y = xb for some a, b ∈ 2ω, i.e. {x} =

⋂
m∈ωXa¹m

and {y} =
⋂
m∈ωXb¹m; see the proof of Theorem 15. Set ζ[a, b] =⋂

m ζ[a¹m, b¹m]; then x¹ζ[a, b] = y¹ζ[a, b] (see (∗) in the proof of Theo-
rem 15), so it suffices to check i ∈ ζ[a¹m, b¹m] for all m.

Let u = a¹m and v = b¹m. Suppose on the contrary that i 6∈ ζ[u, v]. Then
we have case (ii) in (‡) for u, v by the assumption above—a contradiction
since F (x) = F (y).

(3) The set Y proves this item, too. Suppose that x, y ∈ Y satisfy F (x) =
F (y); we show that x¹ξ = y¹ξ. As above, x = xa and y = xb for some
a, b ∈ 2ω. It suffices to check that ξ ⊆ ζ[a¹m, b¹m] for all m.
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Let i ∈ ξ and m ∈ ω. Then we have case (ii) of (‡) for the pair u = a¹m,
v = b¹m (because F (x) = F (y)), so that in particular F reduces to ζ[u, v]
on Xu. By the assumption of (3), F captures i on some Z ∈ Perfζ , Z ⊆ Xu.
But then i ∈ ζ[u, v] by (2).

(1) Otherwise, by (4) the coordinate function Cj would reduce to ξ = [ 6≥i]
on some Y ∈ Perfζ , Y ⊆ X, a contradiction with (2).

(5) Assume that a set Y ∈ Perfζ of the “or” type of (5) does not ex-
ist. Then by (4), if i ∈ ζ \ ξ then every set Y ∈ Perfζ , Y ⊆ X, con-
tains a subset Z ∈ Perfζ such that F reduces to [ 6≥ i] on Z. Arguing as
above, we obtain a fusion sequence 〈Xu : u ∈ 2<ω〉 such that XΛ ⊆ X
and F reduces to [ 6≥ φ(m)] on Xu whenever u ∈ 2m and φ(m) 6∈ ξ. Then
Y =

⋂
m

⋃
u∈2m Xu ∈ Perfζ .

We prove that Y is a set of the “either” type, i.e. F reduces to ξ on Y .
Let us define, for every m ∈ ω, an initial segment ζm ⊆ ζ by

ζm =
⋂

l<m,φ(l)6∈ξ
[ 6≥φ(l)] = {j ∈ ζ : ¬∃l < m (j ≥ φ(l) 6∈ ξ)}.

Then ξ ⊆ ζm for all m, and ζm ⊆ ζ[u, v] whenever u, v ∈ 2m satisfy ξ ⊆
ζ[u, v].

Assertion 21. For any m, F reduces to ζm on Xm =
⋃
u∈2m Xu.

P r o o f o f t h e a s s e r t i o n (by induction on m). The case m = 0 is
trivial: ζ0 = ζ by definition. Let us carry out the step from m to m+ 1. Let
i = φ(m). If i ∈ ξ then ζm+1 = ζm and the statement is obvious. Therefore
one can assume that i = φ(m) 6∈ ξ. Then F is reducible to [ 6≥i] on each set
Xu′ (u′ ∈ 2m) by the construction of the fusion sequence.

Suppose that u, v ∈ 2m+1, and points x ∈ Xu and y ∈ Xv satisfy the
equality x¹ζm+1 = y¹ζm+1, and prove F (x) = F (y). We put u′ = u¹m and
v′ = v¹m; then u′, v′ ∈ 2m.

We have ζm+1 ⊆ ζ[u, v] (otherwise Xu¹ζm+1 ∩ Xv¹ζm+1 = ∅ by S-2,
but x¹ζm+1 = y¹ζm+1), therefore ξ ⊆ ζ[u, v] because every set ζn includes ξ.
This implies ξ ⊆ ζ[u′, v′]. It follows (see above) that ζm ⊆ ζ[u′, v′]. Therefore
Xu′¹ζm = Xv′¹ζm by S-1, so y¹ζm ∈ Xu′¹ζm. We choose some x′ ∈ Xu′

satisfying x′¹ζm = y¹ζm. Then F (x′) = F (y) by the induction hypothesis,
so it remains to verify that F (x) = F (x′).

Notice that x and x′ belong to Xu′ and x¹ζm+1 = x′¹ζm+1 by the choice
of x′. Thus it suffices to prove that F reduces to ζm+1 on Xu′ . We observe
that, since i = φ(m) 6∈ ξ, F reduces to [ 6≥i] on Xu′ (see above). Moreover,
F reduces to ζm on Xu′ by the induction hypothesis. Therefore F reduces
to [ 6≥i] ∩ ζm on Xu′ by Lemma 18. Finally, we have ζm+1 = [ 6≥i] ∩ ζm by
definition.

We end the proof of (5) of Theorem 20.
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It follows from the assertion that F reduces to every ζm on Y . This allows
us to conclude that F also reduces to ξ on Y . (Indeed, assume on the contrary
that x, y ∈ Y and x¹ξ = y¹ξ but F (x) 6= F (y). By the continuity of F there
exist m ∈ ω and u, v ∈ 2m such that x ∈ Xu, y ∈ Xv, and F”Xu∩F”Xv = ∅.
On the other hand, (Xu¹ξ) ∩ (Xv¹ξ) 6= ∅, hence ξ ⊆ ζ[u, v] by S-2. This
implies ξ ⊆ ζm ⊆ ζ[u, v], as above. Therefore F reduces to ζ[u, v] on Y ,
contradicting the equality F”Xu ∩ F”Xv = ∅ since Xu¹ζ[u, v] = Xv¹ζ[u, v]
by S-1.)

4. “Ill”founded iterated Sacks extensions. This section introduces
generic models obtained by different sets Perfζ as forcing notions. This will
be detailed below towards particular applications.

Let M be a countable transitive model of ZFC, the ground model.
Fix a partially ordered set I ∈ M (generally speaking, uncountable in

M)—the intended “length” of the planned Sacks iteration.
We define Ξ = CPOM(I) ∈ M to be the collection of all finite and

M-countable sets ξ ∈M, ξ ⊆ I (7), therefore Ξ ⊆ CPO in M.
For any ζ ∈ Ξ, let Pζ = (Perfζ)M. The set P = PI =

⋃
ζ∈Ξ Pζ will

be the forcing notion. To define the order, we first put ‖X‖ = ζ whenever
X ∈ Pζ . Now we set X ≤ Y (i.e. X is stronger than Y ) iff ζ = ‖Y ‖ ⊆ ‖X‖
and X¹ζ ⊆ Y .

Notice that every set in Pζ is then a countable subset of Dζ in the
universe. However, we can transform it to a perfect set in the universe by
the closure operation: the topological closure X# of a set X ∈ Pζ in Dζ

belongs to Perfζ from the point of view of the universe.
Let G ⊆ P be a P-generic ultrafilter over M.
It easily follows from Lemma 8 that there exists a unique indexed set

x = 〈ai : i ∈ I〉, all ai = x(i) being elements of D, such that x¹ξ ∈ X#

whenever X ∈ G and ‖X‖ = ξ ∈ Ξ. Then M[G] = M[〈ai : i ∈ I〉] = M[x] is
the generic extension of M.

In this section, we prove a “restriction” theorem for the forcing, a car-
dinal preservation theorem for the extension N = M[G], and an important
technical theorem which will allow us to study reals in N using continuous
functions in the ground model M. The next section will contain a more de-
tailed study of reals in the extension. In particular, we shall prove that N is
in fact an iterated Sacks extension of M.

Restriction theorem. Suppose that J ∈ M is an initial segment of I.
It often happens that in similar cases sentences relativized to M[x¹J ] are

(7) If all initial segments of I with perhaps the exception of I itself are countable in M,
it would be technically easier to define Ξ to be the set of all M-countable initial segments
of I in M.
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decided by forcing conditions X satisfying ‖X‖ ⊆ J . Thanks to projection-
keeping automorphisms, we can prove even more for the forcing P. We start
with a useful lemma, and then prove the restriction theorem.

Lemma 22. Suppose that η, ξ ∈ Ξ and ∀j ∈ η ∃i ∈ ξ (j ≤ i). Then
x¹η ∈M[x¹ξ].

P r o o f. Let the opposite be forced by some X ∈ P. We may assume, by
Lemma 11, that ξ ∪ η ⊆ ζ = ‖X‖ and η is an initial segment of ζ.

We argue in M. So X ∈ Perfζ . Let F be a continuous 1-1 map Dξ → D.
Let F ′(x) = F (x¹ξ) for all x ∈ Dζ . It follows from Theorem 20(1, 3) that
there exists Y ∈ Perfζ , Y ⊆ X, such that F ′ captures every j ∈ η on Y , so
we have a continuous map H : Y ¹ξ → Dη such that x¹η = H(x¹ξ) for all
x ∈ X.

But, since Y obviously forces that x¹ζ ∈ Y #, we conclude, by the Shoen-
field absoluteness theorem, that Y forces x¹η = H#(x¹ξ), where H# is the
topological closure of H as a subset of Dξ×Dη in a generic extension. Thus
Y forces x¹η ∈M[x¹ξ], a contradiction.

Theorem 23. Suppose that J is an initial segment of I, Φ a sentence
containing only x¹J and sets in M as parameters. Assume that τ ∈ Ξ,
τ ′ = τ ∩ J , and a condition Z ∈ Pτ forces Φ. Then the weaker condition
Z ′ = Z¹τ ′ forces Φ as well. The result remains true if in addition Φ contains,
as parameters, several (names of) sets of the form x¹ξ, where ξ ∈ Ξ but
not necessarily ξ ⊆ J , which enter the formula only through the expressions
M[x¹ξ] (8).

P r o o f. Assume that this is not the case. We assert that there exist:
ζ ∈ Ξ and a pair of conditions X,Y ∈ Pζ such that X¹ζ ′ = Y ¹ζ ′, where
ζ ′ = ζ ∩ J , X forces Φ, but Y forces ¬Φ.

(Indeed, let us argue in M. There exists a condition Y , stronger than
Z ′, which forces ¬Φ. We may assume, by Lemma 11, that τ ⊆ ζ = ‖Y ‖. Let
X ′ = Z¹−1ζ; then X ′ ∈ Perfζ by Lemma 11, and Y ∈ Perfζ as well. Let
ζ ′ = ζ ∩ J . Then obviously X ′¹ζ ′ = Z ′¹−1ζ ′, so that Y ¹ζ ′ ⊆ X ′¹ζ ′ because
Y is stronger than Z ′. Hence the set X = X ′ ∩ (Y ¹ζ ′¹−1ζ) belongs to Perfζ
by Lemmas 6 and 10, and X¹ζ ′ = Y ¹ζ ′. Finally, X is stronger than Z, so
X forces Φ.)

(8) The “additional” part of the theorem is not merely an example of the usual
“restriction” argument because it is not excluded that ξ 6⊆ J . However, the parameters
x¹ξ enter the formula in quite a specific way: only the M-degree of x¹ξ rather than x¹ξ
itself participates in the sentence. This makes it possible to use the homeomorphisms
included in the definition of forcing conditions in Section 1.

The basic part of the theorem could be proved by a more general reasoning using
Lemmas 6, 10, 11 of Section 1.
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We argue in M.
Both X and Y are members of Perfζ satisfying X¹ζ ′ = Y ¹ζ ′, so there is,

by Lemma 9, a projection-keeping homeomorphism H : X onto−→ Y such that
x¹ζ ′ = H(x)¹ζ ′ for all x ∈ X. For each η ∈ ISζ , an associated projection-

keeping homeomorphism Hη : X¹η onto−→ Y ¹η is defined by Hη(x¹η) = H(x)¹η
for all x ∈ X.

Furthermore, if ζ ⊆ ϑ ∈ Ξ, then Lemma 11 defines the sets X¹−1ϑ and
Y ¹−1ϑ in Perfϑ and a projection-keeping homeomorphism Hϑ of X¹−1ϑ
onto Y ¹−1ϑ by Hϑ(x′)¹ζ = H(x′¹ζ) and Hϑ(x′)¹(ϑ \ ζ) = x′¹(ϑ \ ζ) for all
x′ ∈ X¹−1ϑ.

This allows us to define a total order isomorphism H = HXY of P(X),
the part of P stronger than X, onto P(Y ), the part of P stronger than Y ,
as follows. Let W ∈ P(X). Then ϑ = ‖W‖ ⊇ ζ and W ⊆ X¹−1ϑ. We put
H(W ) = Hϑ”W ; then H(W ) ∈ Perfϑ by Lemma 7, hence H(W ) ∈ P(Y ).
This automorphism does not change projections outside ζ \ζ ′, and therefore
does not change the projection on ϑ ∩ J because ζ ′ = ζ ∩ J .

We argue in the universe.
To avoid a mess with notation, assume thatX belongs toG, the P-generic

set already fixed. Applying the automorphism, we can obtain another set
G′, P-generic over M, containing Y , such that the subsets GX = G ∩ P(X)
and G′Y = G′ ∩ P(Y ) are connected by H as follows: G′Y = H”GX . Let
x′ ∈ DI be obtained from G′ as x is from G above.

Then M[G] = M[G′] since H ∈ M. Furthermore, x¹J = x′¹J (by the
“does not change projections” property above).

We also assert that M[x¹ξ] = M[x′¹ξ] for all ξ ∈ Ξ. Suppose that
this assertion has been proved. Then Φ interpreted by G coincides with
Φ interpreted by G′. Therefore, by the choice of X and Y , the sentence
Φ is true in the model N = M[G] and false in N = M[G′], a contradic-
tion.

It remains to prove that M[x¹ξ] = M[x′¹ξ] for all ξ ∈ Ξ. Let ξ ∈ Ξ.
The problem is that ξ ∩ ζ may not be an initial segment of ζ. To fix this,
we put η = {j ∈ ζ : ∃i ∈ ξ (j ≤ i)} and ξ′ = ξ ∪ η. Lemma 22 implies
M[x¹ξ] = M[x¹ξ′] and M[x′¹ξ] = M[x′¹ξ′]. On the other hand, ξ′ ∩ ζ =
η ∈ ISζ , so that x′¹η = H#

η (x¹η) while x′¹(ξ′ \ η) = x¹(ξ′ \ η) by definition.
We conclude that M[x¹ξ′] = M[x′¹ξ′], as required.

Preservation of cardinals. Let us prove that the cardinals ℵM
1 and some-

times ℵM
2 are preserved in the model N = M[G] = M[x]. (The behaviour

of other cardinals depends on the cardinal structure in M and some cardi-
nal characteristics of I in M. It is not our intention here to investigate this
matter.)
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Theorem 24. (1) ℵM
1 remains a cardinal in N.

(2) If 2ℵ0 = ℵ1 in M and every proper initial segment J ∈ M, J ⊆ I,
has cardinality card J ≤ ℵM

1 in M then ℵM
2 remains a cardinal in N.

P r o o f. (1) Let f be a name of a function mapping ω to ωM
1 . It would

be enough, given X0 ∈ P, to find a condition X ∈ P stronger than X0 and
a set W ⊆ ωM

1 countable in M such that X forces that the range of f is
included in W .

So let X0 ∈ P.
We argue in M. Let ξ0 = ‖X0‖. We define the following objects:

1) a sequence ζ0 ⊆ ζ1 ⊆ ζ2 ⊆ . . . of sets ζm ∈ Ξ such that ξ0 ⊆ ζ0;
2) the set ζ =

⋃
m∈ω ζm ∈ Ξ and a ζ-complete function φ : ω → ζ such

that φ(m) ∈ ζm for all m;
3) for any m, a φ-splitting system 〈Xu : u ∈ 2m〉 of sets Xu ∈ Perfζm

such that XΛ ⊆ X0¹−1ζ0 and

(a) Xu∧e ⊆ Xu¹−1ζm+1 for all u ∈ 2m and e = 0, 1;
(b) every set Xu (u ∈ 2m) has diameter diamXu ≤ m−1;
(c) every condition Xu (u ∈ 2m) forces f(m) = %u for a certain ordi-

nal %u.

This solves the problem. Indeed, the sets Yu = Xu¹−1ζ form a φ-fusion
sequence (9) in Perfζ , hence X =

⋂
m∈ω

⋃
u∈2m Yu ∈ Perfζ by Theorem 15,

and X is stronger than X0 by the construction. Finally, X forces that the
range of f is a subset of a set W = {%u : u ∈ 2<ω} countable in M.

So let us concentrate on the construction. Pick up a condition XΛ

stronger than X0 which decides the value f(0), and put ζ0 = ‖XΛ‖.
Suppose that φ¹m, ζm, and the sets Xu (u ∈ 2m) have been defined. Let

u0 ∈ 2m. There exists a condition Z ∈ Perfζ′ for some ζ ′ ∈ Ξ, ζ ′ ⊇ ζm,
which is stronger than Xu0 , decides the value f(m + 1), and has diamZ ≤
(m+1)−1. (We use Lemma 8 to fulfill the last inequality.) Let Y ′u = Xu¹−1ζ ′

for all u ∈ 2m; then 〈Y ′u : u ∈ 2m〉 is a (φ¹m)-splitting system in Perfζ′ and
Z ⊆ Y ′u0

. Using Lemma 12, we obtain a (φ¹m)-splitting system 〈X ′u : u ∈
2m〉 in Perfζ′ such that X ′u ⊆ Y ′u = Xu¹−1ζ ′ for all u ∈ 2m and the condition
X ′u0

= Z decides the value f(m+ 1).
Running this procedure 2m times, we finally get a set ζm+1 ∈ Ξ satisfying

ζm+1 ⊇ ζm, and a (φ¹m)-splitting system 〈X ′u : u ∈ 2m〉 in Perfζm+1 such
that X ′u ⊆ Xu¹−1ζm+1, diamX ′u ≤ (m + 1)−1, and X ′u decides the value
f(m+ 1) for all u ∈ 2m.

(9) We assume that diam(Z¹−1ζ) ≤ diamZ whenever Z ⊆ Dξ and ξ ⊆ ζ. This suffices
to prove S-3 for the sets Xu by diamYu ≤ diamXu ≤ m−1 for u ∈ 2m.
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At this moment, we define φ(m) ∈ ζm appropriately, to ensure the final
ζ-completeness of φ, and use Lemma 14 to obtain a (φ¹(m+1))-splitting
system 〈Xu′ : u′ ∈ 2m+1〉 in Perfζm+1 such that Xu∧e ⊆ X ′u ⊆ Xu¹−1ζm+1

for all u ∈ 2m and e = 0, 1. This ends the recursive step of the construction.
(2) To prove ℵN

2 = ℵM
2 , it suffices to show that P does not have antichains

of cardinality > ℵ1 in M.
We argue in M. In particular, we have c = ℵ1.
Let A ⊆ P be a maximal antichain. The set PJ =

⋃
ζ∈Ξ, ζ⊆J Perfζ has

cardinality cardPJ ≤ ℵ1 (in fact =, of course) for any proper (i.e. other
than I itself) initial segment J ⊆ I by the assumptions of the theorem.
Therefore there exists an initial segment J ⊆ I of cardinality cardJ ≤ ℵ1

such that A′ = A ∩ PJ is a maximal antichain in PJ .
It remains to check that A = A′. Suppose on the contrary that X ∈

A\A′. Let ζ = ‖X‖ and η = ζ ∩ J . Then X ∈ Perfζ and Y = X¹η ∈ Perfη
and ∈ PJ by Lemma 6. Therefore there exist sets Z ′ ∈ A′ and Z ∈ PJ such
that Z is stronger than both Z ′ and Y . We come to a contradiction if we
prove that Z and X are compatible in P.

Let ξ = ‖Z‖, so that η ⊆ ξ ⊆ J , and ϑ = ξ ∪ ζ. Then X ′ = X¹−1ϑ ∈
Perfϑ by Lemma 11. The set ξ = ϑ ∩ J is an initial segment in ϑ and
obviously X ′¹ξ = Y ¹−1ξ; hence Z ⊆ X ′¹ξ. Now X ′′ = X ′∩(Z¹−1ϑ) ∈ Perfϑ
by Lemma 10. But X ′′ is stronger than both Z and X.

Continuous functions. We put Fζ = (Contζ)M for ζ ∈ Ξ. It is a principal
property of several forcing notions (including Sacks forcing and for instance
random forcing) that reals in the generic extensions can be obtained by
application of continuous functions (having a code) in the ground model, to
generic sequences of reals. As we shall prove, this is also a property of the
generic models considered here.

Every F ∈ Fζ is a countable subset of Dζ ×ωω in the universe, but since
the domain of F in M is the compact set Dζ , the topological closure F# is
a continuous function mapping Dζ into the reals in the universe.

By “reals” we understand elements of the set N = ωω, as usual.

Theorem 25. Let J ∈ M be an initial segment of I and r a real in
M[x¹J ]. There exists a set ζ ∈ Ξ, ζ ⊆ J , and a function F ∈ Fζ such that
r = F#(x¹ζ).

(The equality is obviously absolute for any model containing r, x¹ζ, F .)

P r o o f. Let r be a name for the real r, containing an explicit absolute
construction of r from x¹J and some parameter p ∈M. Let X0 ∈ P.

We argue in M. Let ξ0 = ‖X0‖.
By Theorem 23 the forcing of statements about r can be reduced to J :

if X ∈ Perfζ forces r(m) = k then X¹(ζ ∩ J) also forces r(m) = k.
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Having this in mind and arguing as in the proof of Theorem 24, one gets
a system of objects satisfying 1), 2), 3), with the following corrections: in 1),
additionally, ζm ⊆ J—therefore ζ ⊆ J , and in 3)(c), every condition Xu,
u ∈ 2m, forces r(m) = ku for some ku ∈ ω. We set Yu = Xu¹−1ζ for all
u ∈ 2<ω.

Define a continuous function F ′ on the set X =
⋂
m

⋃
u∈2m Yu ∈ Perfζ

as follows. Let x ∈ X and m ∈ ω. There exists a unique u ∈ 2m such
that x ∈ Yu. We put F ′(x)(m) = ku. The function F ′ can be extended to
a function F ∈ Contζ (that is, defined on the whole Dζ). Then X forces
r = F ′#(x¹ζ) = F#(x¹ζ).

5. Reals in the iterated Sacks extensions. Theorem 25 practically
reduces properties of reals in P-generic extensions to properties of continuous
functions in the ground model. To demonstrate how Theorem 25 works we
prove several lemmas on reals in a P-generic model N = M[G]. Section 3
will be taken as a source of different properties of continuous functions in
the ground model.

As an application, Theorem 3 will be proved.
At the end of this section, it will be demonstrated that the models we

consider are iterated Sacks extensions.
We keep the notation of the previous section.
In fact, this section should start with Lemma 22, which, indeed, was

necessary for the proof of Theorem 23.

Lemma 26. Suppose that J ∈M is an initial segment in I and i ∈ I \ J .
Then ai 6∈M[x¹J ].

P r o o f. Otherwise, by Theorem 25, there exist ζ ∈ Ξ, a function F ∈ Fξ,
where ξ = ζ ∩ J , and a condition X ∈ Pζ which forces ai = F#(x¹ξ).

We argue in M. We have x(i) = F (x¹ξ) for all x ∈ X. (Indeed, otherwise
there exist m ∈ ω and a condition Y ⊆ X, Y ∈ Perfζ , such that x(i)(m) = 0
but F (x¹ξ)(m) = 1, or vice versa, for all x ∈ Y , by Lemma 8. One easily
gets a contradiction with the choice of the condition X.) Thus the coordinate
function Ci reduces to ξ on X, contradicting Theorem 20(2) because i 6∈ ξ.

Corollary 27. If i 6= j then ai 6= aj and even M[ai] 6= M[aj ].

Lemma 28. If ξ ∈ Ξ and r is a real in N such that ai ∈ M[r] for all
i ∈ ξ then the indexed set x¹ξ = 〈ai : i ∈ ξ〉 belongs to M[r].

P r o o f. Otherwise, by Theorem 25, there exist a set ζ ∈ Ξ such that
ξ ⊆ ζ, a function F ∈ Fζ , and a condition X ∈ Pζ which forces that
ai ∈ M[F#(x¹ζ)] for each i ∈ ξ, but also forces x¹ξ 6∈ M[F#(x¹ζ)]. One
can assume, by Lemma 22, that ξ is an initial segment of ζ.
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We argue in M. It follows from Theorem 20(3, 4) that there exists a
condition Y ∈ Perfζ , Y ⊆ X, such that either F captures each i ∈ ξ on Y ,
or, for some i ∈ ξ, F reduces to η = ζ ∩ [ 6≥i] on Y .

In the “either” case, there exists a continuous function H : reals →
Dξ such that x¹ξ = H(F (x)) for all x ∈ Y . We conclude that Y forces
x¹ξ = H#(F#(x¹ζ)), so forces x¹ξ ∈M[F#(x¹ζ)], contradicting the choice
of X.

In the “or” case, Y forces F#(x¹ζ) ∈M[x¹η], in particular, forces ai ∈
M[x¹η]. We observe that J = [ 6≥ i] = {j ∈ I : j 6≥ i} is an initial segment
in I and η ⊆ J ∈ M, so Y forces ai ∈ M[x¹J ], contradicting Lemma 26
because i 6∈ J .

Lemma 29. If J ∈ M is an initial segment of I, and r is a real in N,
then either r ∈M[x¹J ] or there is i 6∈ J such that ai ∈M[r].

P r o o f. Otherwise, by Theorem 25, there exist ζ ∈ Ξ, a function
F ∈ Fζ , and a condition X ∈ Pζ which forces F#(x¹ζ) 6∈ M[x¹J ] and
forces ai 6∈M[F#(x¹ζ)] for all i ∈ I \ J .

We argue in M. Set ξ = ζ ∩ J . Then ξ is an initial segment of ζ. It follows
from Theorem 20(5) that there is Y ∈ Perfζ , Y ⊆ X, such that either F
reduces to ξ on Y or F captures some i ∈ ζ \ ξ on Y .

In the “either” case, Y forces F#(x¹ζ) ∈M[x¹ξ] as above, a contradic-
tion since ξ ⊆ J . In the “or” case, Y forces ai = x(i) ∈ M[F#(x¹ζ)] as
above, a contradiction because i 6∈ J .

The “discrete” case and the degrees of constructibility. In this subsection
we consider a special but quite important class of sets I which admit a
complete description of the degrees of M-constructibility of reals in the
extension in terms of initial segments of I.

We keep the notation introduced above.

Definition. A (partially ordered) set I ∈M is M-discrete iff all initial
segments of I belong to M.

For instance Z (the integers), ordinals, and inverse ordinals are discrete.
Q (the rationals) is not an M-discrete set. An infinite set with the empty
order is not discrete.

For a real r ∈ N, we set Ir = {i ∈ I : ai ∈ M[r]}; then Ir ∈ M[G]
is an initial segment of I by Lemma 22. The following theorem shows, in
particular, that in the case of a discrete set I the M-degrees of reals in
M admit a description in terms of initial segments of I having countable
cofinality in M.
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Theorem 30. Suppose that I is M-discrete. Then

(1) For each real r ∈ N, Ir belongs to M and has countable cofinality
in M.

(2) If ζ ∈ Ξ is cofinal in Ir then M[r] = M[x¹ζ]. In particular , if i0 is
the largest element of Ir then M[r] = M[ai0 ].

(3) For all reals r, r′ ∈ N, r ∈M[r′] iff Ir ⊆ Ir′ .

(We understand countable cofinality so that a p.o. set J is countably
cofinal iff there exists a countable or finite subset ξ ⊆ J such that each
j ∈ J is ≤ than some i ∈ ξ. In particular, sets having the largest element
are of countable cofinality.)

P r o o f. (1) First of all, Ir ∈ M since I is M-discrete. We have
r ∈ M[x¹Ir] by Lemma 29. Hence r ∈ M[x¹ξ] for some ξ ∈ Ξ, ξ ⊆ Ir
by Theorem 25. It follows that ai ∈M[x¹ξ] whenever i ∈ Ir. Therefore ξ is
cofinal in Ir by Lemma 26 (10).

(2) Let ζ ∈ Ξ be cofinal in Ir. Then x¹ζ ∈M[r] by Lemma 28. To prove
the converse, we recall that r ∈ M[x¹ξ] for some ξ ∈ Ξ, ξ ⊆ Ir, see above.
Then r ∈M[x¹ζ] by Lemma 22 since ζ is cofinal in Ir.

(3) Suppose that Ir ⊆ Ir′ . As above there exists ξ ∈ Ξ, ξ ⊆ Ir, such
that r ∈ M[x¹ξ]. Then we have ξ ⊆ Ir′ as well, hence x¹ξ ∈ M[r′] by
Lemma 28.

A model in which every new real collapses κ to ℵ1. To prove Theorem 3,
we suppose that κ is an uncountable cardinal in M, a model of V = L. Let
I = κ∗ (i.e. κ with the inverse order). Obviously I is M-discrete.

Note that ℵM
1 remains a cardinal in the PI-generic extension N = M[G]

by Theorem 24. Let us prove that κ admits a bijection on ℵM
1 in any sub-

model M[r], where r is a real in N = M[G], r 6∈M.
The initial segment Ir is nonempty by Theorem 30(3) as r 6∈ M. We

observe that Ir ∈ M since all initial segments of I = κ∗ belong to M.
Furthermore, card Ir = κ in M.

On the other hand, all reals ai are pairwise different by Corollary 27, so
we have at least κ different reals in M[r]. But M[r] = (L[r])N.

The “Sacksness”. We prove that the model N is a sort of iterated Sacks
generic extension of M. This separate result will not be used below.

Theorem 31. Every ai is Sacks generic over the model M[x¹<i].
Before the proof starts, we have to present one more construction of

forcing conditions. Perhaps, Section 1 would be a more suitable place, but
we decided to introduce it here because it is used only to prove Theorem 31.

(10) Conversely, if J ∈ M is a countably cofinal initial segment of I in M then one
easily proves that J = Ir for a real r ∈ N.
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We consider trees T ⊆ 2<ω. Let a perfect tree be any (nonempty) tree
T ⊆ 2<ω such that the set B(T ) = {t ∈ T : t ∧ 0 ∈ T & t ∧ 1 ∈ T} of all
splitting points of T is cofinal in T . Suppose T is such a tree. We define the
following objects.

• [T ] = {a ∈ 2ω : ∀m (a¹m ∈ T )}, a perfect set is D = 2ω.

• An order isomorphism βT : 2<ω onto−→ B(T ). We define βT (u) ∈ B(T )
for every u ∈ 2<ω by induction on domu, putting βT (u ∧e) to be the
least element s ∈ B(T ) such that βT (u) ∧e ⊆ s, for e = 0, 1.

• A homeomorphism HT : D
onto−→ [T ] by HT (a) =

⋃
m∈ω βT (a¹m) for all

a ∈ D.

Lemma 32. Assume that i is the largest element in ζ ∈ Ξ, η = ζ \ {i},
Y ∈ Perfη, y 7→ T (y) continuously maps Y into P(2<ω), and T (y) is a
perfect tree for all y ∈ Y . Then the set X = {x ∈ Dζ : x¹η ∈ Y & x(i) ∈
[T (x¹η)]} belongs to Perfζ .

P r o o f o f t h e l e m m a. The set Z = Y ¹−1ζ belongs to Perfζ by
Lemma 11, so, by Lemma 7, it suffices to define a projection-keeping homeo-
morphism H : Z onto−→ X. Let z ∈ Z. Then y = z¹η ∈ Y while a = z(i) ∈ D

is arbitrary. We define x = H(z) ∈ Dζ so that x¹η = y and x(i) = HT (y)(a).
Then H maps Z onto X because every HT (y) maps D onto [T (y)] = {x(i) :
x ∈ X & x¹η = y}. H is 1-1 since each HT is 1-1, and H is continuous since
so is the map y 7→ T (y). It remains to prove that H is projection-keeping,
i.e. z0¹ξ = z1¹ξ ⇔ H(z0)¹ξ = H(z1)¹ξ for all z0, z1 ∈ Z and ξ ∈ ISζ . If i 6∈ ξ
then ξ ⊆ η and z¹ξ = H(z)¹ξ by definition. If i ∈ ξ then ξ = ζ, so the result
is obvious as well.

P r o o f o f T h e o r e m 31. Suppose that S ∈ M[x¹<i] is, in M[x¹<i],
a dense subset in the collection of all perfect subsets of D; we have to prove
that ai ∈ P# for some P ∈ S. Assume on the contrary that a condition
X0 ∈ G ∩ Pζ (ζ ∈ Ξ) forces the opposite. Since the forced statement is
relativized to M[x¹≤i], we may assume that ζ ⊆ [≤ i] by Theorem 23.
We can also suppose that i ∈ ζ, so that i is a maximal element in ζ. Let
η = ζ ∩ [<i] = ζ \ {i}; η is an initial segment in ζ.

We argue in M.
Note that the set D(y) = DX0y(i) = {x(i) : x ∈ X0 & x¹η = y} is a

perfect subset of D = 2ω for all y ∈ Y0 = X0¹η by property P-1 of X0

(see Proposition 4).
We argue in M[x¹<i].
We observe that y = x¹η ∈ Y #

0 . Therefore D#(y) = DX0
#y(i) is a

perfect set. Thus there exists a set P ∈ S such that P ⊆ D#(y).
By the assumption, ai = x(i) 6∈ P#.



26 V. Kanovei

We put T ∗ = {p¹m : p ∈ P & m ∈ ω}. Then T ∗ is a perfect tree and
P = [T ∗]. By Theorem 25, there exist, in M, ξ ∈ Ξ such that ξ ⊆ [<i], and
a continuous map y 7→ T (y) of Dξ into P(2<ω) such that T ∗ = T#(x¹ξ).
We can assume that ξ ⊆ ζ (otherwise put ζ ′ = ζ ∪ ξ and X ′0 = X0¹−1ζ ′

in M, etc.). Then ξ ⊆ η, so it can be assumed that simply ξ = η. Then
T ∗ = T#(y), so that [T#(y)] = P ⊆ D#(y).

The statement “T#(y) is a perfect tree, [T#(y)] ∈ S, and [T#(y)] ⊆
D#(y)” is relativized to M[y] = M[x¹η]; therefore it is forced by a condition
Y1 ∈ G stronger than Y0 and such that ξ = ‖Y1‖ ⊆ [<i], by Theorem 23.
As above, we can assume that in fact ξ = η, so that Y1 ⊆ Y0.

We argue in M.
The set B = {y ∈ Y1 : T (y) is a perfect tree and [T (y)] ⊆ D(y)} is a

subset of Y1 of a finite Borel level because T is continuous. Therefore, by
Corollary 17, we have either Y ⊆ B or Y ∩ B = ∅ for a set Y ∈ Perfη,
Y ⊆ Y1.

Suppose that Y ∩ B = ∅. Then by Shoenfield Y would force that either
T#(y) is not a perfect tree or [T#(y)] 6⊆ D#(y), contrary to the choice
of Y1. Therefore Y ⊆ B. In particular, T (y) is a perfect tree for all y ∈ Y .
It follows that the set X = {x ∈ Dζ : x¹η ∈ Y & x(i) ∈ [T (x¹η)]} belongs to
Perfζ by Lemma 32. Furthermore, [T (y)] ⊆ D(y) = DX0y(i) for all y ∈ Y ,
so that X ⊆ X0. Since X is also stronger than Y1, X forces everything
which is forced by X0 and/or Y1, and everything which logically follows
from the mentioned. In particular, since X0 forces that ai does not belong
to a set in S while Y1 forces that [T#(y)] ∈ S, we conclude that X forces
ai 6∈ [T#(y)]. It follows that X forces ai 6∈ DX#y(i) because by definition
DXy(i) = [T (y)]. This means that X forces x¹ζ 6∈ X# (indeed, x¹ζ =
y ∪ {〈i,ai〉}), a contradiction.

The next proposition (not to be proved here as it does not essentially
contribute to our main results in the next section) gives a more substantial
characterization of the models we consider.

Proposition 33. If I = λ is an ordinal in M then PI-generic extensions
of M are equal to countable support iterated Sacks extensions of M of length
λ. If I is an unordered set of cardinality κ in M then PI-generic extensions
of M are equal to generic extensions of M via the countable support product
of κ copies of the Sacks forcing.

6. Non-Glimm–Effros equivalence relations. This section presents
the proof of Theorems 1 and 2. The proofs differ in some detail, but also
have much in common, in particular are based on several facts of general
nature. Therefore we start with those general properties of the iterated Sacks
models, and then detail the reasoning.
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We keep the notation (P, Ξ, Pζ for ζ ∈ Ξ, M, G, x = 〈ai : i ∈ I〉 ∈ DI,
N = M[G] = M[x]—the extension, etc.) of the preceding sections, but
assume the following in addition:

(i) M, the ground model, satisfies the axiom of constructibility V = L.
(ii) I is an M-discrete set, i.e. all initial segments of I belong to M.

Fix a set G ⊆ P, P-generic over M, and consider the Σ1
2 equivalence

relation C defined on the reals by

x C y iff L[x] = L[y],

in the model N = M[G] = M[x] = M[〈ai : i ∈ I〉]. Notice that C-equivalence
classes, degrees of constructibility of reals, and degrees of M-constructibility
of reals—are one and the same thing in N by (i).

We start with a consequence of the “additional” part of Theorem 23.
A set S of reals is called C-invariant if x C y implies x ∈ S ⇔ y ∈ S for

any two reals x, y. We say that a variable v is C-invariant in a formula ϕ(v)
if it enters the formula only through the expression L[v].

Proposition 34. Suppose that ξ ∈ Ξ, J is an initial segment of I,
and the variable v is C-invariant in ϕ(x¹J, v, α), a formula containing only
x¹J and sets in M as parameters. Then, for every ordinal λ ∈ M, the set
Ωλ = {α < λ : N |= ϕ(x¹J,x¹ξ, α)} belongs to M[x¹J ].

P r o o f. We have

Ωλ = {α < λ : ∃X ∈ G (‖X‖ ⊆ J &X forces ϕ(x¹J,x¹ξ, α))}
by Theorem 23. Therefore, since J ∈M by (ii), it suffices to prove that

{X ∈ G : ‖X‖ ⊆ J} = {X ∈ P : ‖X‖ ⊆ J & x¹‖X‖ ∈ X#}.
The nontrivial direction is ⊇, so assume that ϑ ⊆ J , X ∈ Pϑ, and x¹ϑ ∈ X#,
and prove that X ∈ G. Suppose on the contrary that some Z ∈ G forces the
opposite, and also forces that x¹ϑ ∈ X#.

One may assume that ϑ ⊆ ζ = ‖Z‖. Then X ∈ Perfϑ and Z ∈ Perfζ
in M. Lemma 8 yields a set Z ′ ⊆ Z, Z ′ ∈ Perfζ , such that either Z ′¹ϑ ⊆ X
or (Z ′¹ϑ)∩X = ∅. In the first case Z ′ is stronger than X, so Z ′ forces that X
belongs to G, a contradiction. In the second case, Z ′ forces that x¹ϑ 6∈ X#,
a contradiction as well.

Applications of order automorphisms. An ordinal does not admit a non-
trivial order automorphism. However, both nonlinear wellfounded order re-
lations and nonwellordered linear orders do admit one. We exploit the effect
of existence of different but indistinguishable C-classes [ai]C = {r : r C ai}
of reals ai, available in the case when I has a nontrivial order automor-
phism.
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Proposition 35. Assume that J is an initial segment of I, h ∈ M is
an order automorphism of I, h¹J is the identity , i ∈ I, h(i) = i′, and A ∈ N
is a set of reals definable in N by a formula with only x¹J and sets in M
as parameters. Then, in N, A ∩ [ai]C = ∅ iff A ∩ [ai′ ]C = ∅.

P r o o f. Let A = {r : ψ(x¹J, r)} in N, where ψ contains only x¹J and
sets in M as parameters.

Let ϕ(x¹J, r) be the formula ∃r′ (r C r′ & ψ(x¹J, r′)).
Assume on the contrary that e.g. A ∩ [ai]C 6= ∅ but A ∩ [ai′ ]C = ∅ in N.

This means that, in N, ϕ(x¹J, r) is true for any r ∈ [ai]C and false for any
r ∈ [ai′ ]C. Therefore a condition X ∈ G forces

(∗) ∀r (r C ai ⇒ ϕ(x¹J, r) and r C ai′ ⇒ ¬ϕ(x¹J, r)).

Let ϑ = ‖X‖ and ϑ′ = ϑ ∩ J . Theorem 23 implies (take ξ1 = {i} and
ξ2 = {i′}) that even the weaker condition Y = X¹ϑ′ ∈ G forces (∗).

The automorphism h obviously generates an order automorphism, say
Z 7→ Z ′, of P onto P. We observe that Y ′ = Y because h is assumed to be
the identity on the set J while ϑ′ = ‖Y ‖ ⊆ J .

We set G′ = {Z ′ : Z ∈ G}. Then Y ∈ G′, G′ is P-generic over M, and
moreover, M[G′] = M[G] because h ∈ M. Let x′ = 〈a′j : j ∈ I〉 ∈ DI be
defined from G′ as x was defined from G. Then we have a′h(j) = aj for all
j; in particular, (a) a′i′ = ai, and (b) x′¹J = x¹J .

Since Y forces (∗), (b) implies ¬ϕ(x¹J, r) in N = M[G′] for any real
r ∈ N satisfying r C a′i′ in N. On the other hand, the same property of
Y directly implies ϕ(x¹J, r) in N = M[G] provided r C ai in N, contrary
to (a).

P r o o f o f T h e o r e m 1. In principle, a special choice of a model where
C, the equiconstructibility on the reals, neither admits a R-OD enumeration
of the equivalence closses by sets of ordinals, nor admits a R-OD pairwise C-
inequivalent set of cardinality c, is not necessary. It turns out that everything
that we need in addition to requirements (i) and (ii) (see the beginning of
this section) is the three more requirements:

(iii) In M, I has cardinality ≤ ℵM
2 and is not countably cofinal.

(iv) Every proper (i.e. J 6= I) initial segment J ⊆ I (belongs to M by (ii)
and) satisfies cardJ < card I in M.

(v) If J is a proper initial segment of I then there is an order automor-
phism h ∈ M of I onto I, equal to the identity on J but not equal to the
identity on I.
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Surely a wellordered set I cannot satisfy (v), but we have both nonlinear
wellfounded order relations and nonwellordered linear orders I ∈ M which
do satisfy (ii) through (v); see some examples below.

Theorem 36. Suppose (i) through (v). Then it is true in N that the
equivalence relation C has c equivalence classes and :

• neither has a R-OD enumeration of the equivalence classes by sets of
ordinals;
• nor admits a R-OD pairwise C-inequivalent set of cardinality c.

In addition, cN = ℵM
1 = ℵN

1 in the case card I = ℵM
1 in M, and cN = ℵM

2 =
ℵN

2 in the case card I = ℵM
2 in M.

This theorem obviously implies Theorem 1, as soon as we are able to re-
alize requirements (ii) through (v) on a partially ordered set I in a countable
model M |= V = L.

P r o o f. We prove the “additional” part of the theorem. The cardinals
ℵ1 and ℵ2 are preserved by Theorem 24. The reals ai (i ∈ I) are pairwise
different and C-inequivalent in N by Corollary 27, hence c ≥ card I and C
has at least card I equivalence classes in N. On the other hand, we have
c ≤ cardΞ×ℵM

1 in N by Theorem 25, therefore c ≤ card I in N, whichever
cardinality, ℵM

1 or ℵM
2 , I has in M. It also follows that C has exactly c

equivalence classes in N.
Thus it remains to prove the “neither” and “nor” statements.
We prove the “nor” part of the theorem. Let a pairwise C-inequivalent

set S of reals be defined in N by a formula containing ordinals and a real
p ∈ N as parameters. It follows from Theorem 30(1) that J = Ip (we have
J ∈ M by (ii)) is an initial segment of I of countable cofinality in M and
p ∈M[x¹J ]. Then S is definable in N by a formula containing only x¹J and
ordinals as parameters.

We assert that S ⊆M[x¹J ]. Indeed, let r ∈ S. We have M[r] = M[x¹ξ]
for some ξ ∈ Ξ, ξ ⊆ J , by Theorem 30(1, 2). Therefore r is definable in N as
the unique real r ∈ S which satisfies the equality L[r] = L[x¹ξ]. To conclude,
r is definable in N by a formula containing only x¹J , ordinals, and x¹ξ in
the C-invariant form, as parameters. Now r ∈M[x¹J ] by Proposition 34, as
required.

It remains to prove that reals in M[x¹J ] generate less than c M-degrees
in N. It suffices, by Theorem 30(3), to check that J has < card I countably
cofinal initial segments in M.

As J is countably cofinal in M, it follows from (iii) that J 6= I, hence
card J < card I in M by (iv). We have two cases, by (iii).
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Case 1 : card I = ℵ1 in M. Then J is countable in M. The collection
ISJ of all initial segments of J is a Borel subset of 2J , hence either ISJ
belongs to M and is countable in M, or ISJ 6⊆M. However the “or” case is
incompatible with (ii).

Case 2 : card I = ℵ2 in M. Then card J ≤ ℵ1 in M, so that J has at
most ℵ1 < card I = ℵ2 countably cofinal initial segments in M by (i).

We prove the “neither” part of the theorem. It follows from Theo-
rem 30(3) that the map r 7→ Ir enumerates the C-classes of reals by ini-
tial segments of I (all of them belong to M by (ii), therefore we can extract
even an enumeration by ordinals) in N, but we shall see that such an enu-
meration cannot be R-OD in N!

Suppose on the contrary that U is a R-OD enumeration of all C-equiva-
lence classes in N by sets of ordinals; in other words, U maps reals to sets
of ordinals in such a way that x C y iff U(x) = U(y) for all reals x, y in N.
Then, as in the proof of the “nor” part, U is definable in N by a formula
containing ordinals and some x¹J (where J ∈ M is an initial segment of I
satisfying J 6= I) as parameters.

We assert that U(r) ∈ M[x¹J ] for each real r ∈ N. Indeed, as above,
there exists ξ ∈ Ξ such that M[r] = M[x¹ξ]. Then U(r) is definable in N
as the set of ordinals equal to the value U(r′) for an arbitrary real r′ such
that L[r′] = L[x¹ξ], hence U(r) ∈M[x¹J ] by Proposition 34.

Thus each C-class is definable in N by a formula containing only or-
dinals and x¹J as parameters. In particular, x¹J plus ordinals is enough
to distinguish all C-classes from one other. This leads to a contradiction
with Proposition 35. (Indeed, condition (v) provides the existence of i ∈
I and an order automorphism h ∈M of I such that h¹J is the identity
but h(i) = i′ 6= i. The C-classes [ai]C and [ai′ ]C are different (by Corol-
lary 27) in N. As demonstrated above, each of the classes is definable in
N by a formula with only x¹J and ordinals as parameters. But this con-
tradicts Proposition 35: for take A to be any of the two sets, [ai]C or
[ai′ ]C.)

Particular models. Let M be a countable transitive model satisfying the
axiom of constructibility, so that (i) is provided. The following examples of
the p.o. set I demonstrate different possibilities of realization of requirements
(ii) through (v).

Example 1: I1 = ωM
1 ×{0, 1} (ωM

1 copies of the unordered two-element
set {0, 1}), ordered lexicographically. The “symmetries” 〈α, 0〉 ↔ 〈α, 1〉 for
large enough ordinals α prove (v). In the extension, c = ℵM

1 = ℵN
1 . (In

this case the extension N = M[G] is in fact the ordinary Sacks × Sacks
countable support iteration of length ωM

1 .)
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Example 2: I2 = ωM
2 × {0, 1}. Quite similar to the previous one, but

we have c = ℵM
2 = ℵN

2 in the extension. (One gets nothing new taking
say ωM

3 , because in this case ℵM
2 collapses to ℵM

1 in the extension.)

Example 3: I3 = ωM
1 × Z (which means ωM

1 copies of the integers Z =
{. . . ,−2,−1, 0, 1, 2, . . .}), ordered lexicographically. This is a linearly or-
dered but not wellordered set, so the model cannot be defined as an ordinary
Sacks iteration. (v) is provided by shiftings inside a far enough Z-group. We
have c = ℵM

1 = ℵN
1 in the extension.

Example 4: I4 = ωM
2 × Z. Similar to the previous example, but c =

ℵM
2 = ℵN

2 in the extension.

Example 5: I5 =ωM
1 × (Z×{0, 1}), ordered lexicographically. (As above,

the two-element set {0, 1} is assumed to be unordered, i.e. ordered by the
empty order). Thus, from the point of view of M, I5 is the set of all triples
i = 〈α, z, d〉, where α < ω1, z ∈ Z, and d = 0, 1, partially ordered lexi-
cographically, but of course not wellfounded and not linear. To avoid any
ambiguity, we stress that 〈α, z, d〉 < 〈α′, z′, d′〉 in I iff either α < α′ or
α = α′ & z < z′, independently of the values of d, d′.

Example 6: I6 = ωM
2 × (Z× {0, 1}).

This ends the proof of Theorem 1.

P r o o f o f T h e o r e m 2. Let I be one of the sets I5, I6 henceforth.
(The difference between the two possibilities will be essential only for

the computation of c in the extension.) The requirements (ii) through (v)
are obviously satisfied. Note that the pairs of the form {〈α, z, 0〉, 〈α, z, 1〉},
and only these, are order-incomparable in I.

We keep the notation introduced above. Fix a set G ⊆ P, P-generic over
M, and consider the extension N = M[G] = M[x] = M[〈ai : i ∈ I〉].

The plan is to define, in N, an uncountable Π1
2 set W such that the

relation of equiconstructibility C restricted to W also belongs to Π1
2 , prove

that C¹W behaves in N similarly to the unrestricted C in the models of the
preceding subsection, and finally extend C¹W to all reals in N, putting the
extended relation to be equality outside W .

Theorem 37. In N, there exists a Π1
2 set of reals W such that the

restricted relation C¹W is Π1
2 , has c equivalence classes, and :

• neither has a R-OD enumeration of the equivalence classes by sets of
ordinals;
• nor admits a R-OD pairwise inequivalent set of cardinality c.

In addition, we have cN = ℵM
1 = ℵN

1 in the case I = I5, and cN = ℵM
2 = ℵN

2
in the case I = I6.
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First of all we demonstrate that this theorem implies Theorem 2 (11).
To extend the relation C¹W onto all reals define the relation C′ in N by:

x C′ y iff (x, y ∈W & x C y) ∨ x = y.

The extended relation is a Π1
2 equivalence relation on the reals in N. Clearly

the C′-classes are the old C-classes of reals in W plus the singletons {x},
x 6∈ W . Therefore C′ cannot admit a R-OD enumeration of the equivalence
classes by sets of ordinals since otherwise such an enumeration would be
available for C¹W , contrary to Theorem 37.

Finally, E0 does not R-OD embed in C′. Indeed, since E0-classes are
countable while the newly added C′-classes are singletons, such an embed-
ding (a 1-1 function by definition) maps 2ω (the domain of E0) into W ; this
yields an uncountable R-OD pairwise C-inequivalent subset of W since E0

admits pairwise inequivalent perfect sets of reals—again contrary to Theo-
rem 37.

P r o o f o f T h e o r e m 37. We define W as a set of pairs of reals rather
than reals themselves, but essentially this does not make a big difference.

Definition. In N, W is the set of all pairs 〈x, y〉 of reals such that, for
some ordinal α (α < ωM

1 in the case I = I5 and α < ωM
2 in the case I = I6)

and z ∈ Z, either xCaαz0 and yCaαz1, or vice versa xCaαz1 and yCaαz0.

Lemma 38. In N, both W and the restriction C¹W belong to Π1
2 .

(We understand that 〈x, y〉 C 〈x′, y′〉 iff L[x, y] = L[x′, y′]. In particular,
we have 〈x, y〉 C 〈y, x〉, but 〈x, y〉 C 〈x′, y′〉 does not imply x C x′ or y C y′.)

P r o o f. We prove that W = {〈x, y〉 ∈ N2 : x 6∈ L[y] & y 6∈ L[x]} in N.
If 〈x, y〉 ∈ W then x 6∈ L[y] and y 6∈ L[x] follow from Lemma 26 since

〈α, z, 0〉 and 〈α, z, 1〉 are order-incomparable in I for all α and z.
To prove the converse suppose that reals x, y satisfy x 6∈ L[y] and y 6∈ L[x]

in N and show 〈x, y〉 ∈ W . The initial segments Ix and Iy satisfy Ix 6⊆ Iy
and Iy 6⊆ Ix by Theorem 30(3). It follows that Ix and Iy have the form [≤ix]
and [≤iy] where ix = 〈α, z, dx〉 and iy = 〈α, z, dy〉 for one and the same α, z
but {dx, dy} = {0, 1}. Then x C aix and y C aiy in N by Theorem 30(2), so
〈x, y〉 ∈W .

Thus W is Π1
2 . Let us prove that C¹W is also Π1

2 in N.

(11) This argument makes essential use of the fact that an embedding is a bijection by
definition. The result becomes false for reductions instead of embeddings. (A reduction is
the same as an embedding but not necessarily 1-1.) Indeed, E0 admits a ∆1

2 selector in N;
this property of the models we consider is not so easy to prove. It follows that E0 admits a
∆1

2 enumeration of the equivalence classes in N, i.e. a ∆1
2 reduction to the equality on D.

Taking a perfect subset of W ′ = D \W , we finally get a ∆1
2 reduction of E0 to C′, more

exactly to C′¹W ′.
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It suffices to check that, given pairs 〈x, y〉 and 〈x′, y′〉 in W , 〈x, y〉 ∈
L[x′, y′] iff 〈x′, y′〉 6∈ L[x] in N.

Let on the contrary 〈x, y〉 ∈ L[x′, y′] and 〈x′, y′〉 ∈ L[x], so that y ∈
L[x]—a contradiction because x and y are incomparable. For the converse,
suppose that 〈x, y〉 6∈ L[x′, y′]. Since the pairs belong to W , one can assume
that 〈x, y〉 = 〈aαz0,aαz1〉 and 〈x′, y′〉 = 〈aα′z′0,aα′z′1〉 for some ordinals
α, α′ and integers z, z′. Since 〈x, y〉 6∈ L[x′, y′], we have 〈α′, z′〉 < 〈α, z〉
lexicographically, and therefore 〈α′, z′, d′〉 < 〈α, z, d〉 in I for any choice of
d, d′ ∈ {0, 1}. Hence 〈x′, y′〉 ∈ L[x] in N by Lemma 22, as required.

After we have established the class Π1
2 of W and C¹W , the remainder

of the proof of Theorem 37 can be carried out similarly to the proof of
Theorem 36 above. In particular, the same reasoning proves the “additional”
assertion, as well as the fact that C has c classes on W . But the “neither”
and “nor” assertions need some care.

We prove the “nor” part of Theorem 37. Assume on the contrary that,
in N, S ⊆ W is a pairwise C-inequivalent R-OD subset of W of cardi-
nality c. (Recall that W consists of pairs of reals.) Then, in N, the set
S′ = {x : ∃y (〈x, y〉 ∈ S)} is a pairwise C-inequivalent R-OD set of reals of
cardinality c—contrary to Theorem 36.

We prove the “neither” part . Suppose on the contrary that, in N, U
enumerates (C¹W )-equivalence classes by subsets of an ordinal γ; thus U
maps W into P(γ) so that U(x, y) = U(x′, y′) iff 〈x, y〉 C 〈x′, y′〉.

Obviously if both 〈x, y〉 and 〈x, y′〉 belong to W then y C y′, so we have
U(x, y) = U(x, y′). Thus one can define, for each real x ∈ W ′ = {x :
∃y (〈x, y〉 ∈W )}, U ′(x) = U(x, y) for any y satisfying 〈x, y〉 ∈W .

Notice that W ′ is the set of all reals x ∈ N such that x C ai in N for
some i = 〈α, z, d〉 ∈ I, in particular, W ′ is a C-invariant set.

It is not completely true that U ′ enumerates C-classes of reals in W ′.
x C x′ still implies U ′(x) = U ′(x′), but not conversely. But the following is
true: if U ′(x) = U ′(x′) then there exist α (α < ωM

1 in the case I = I5 and
α < ωM

2 in the case I = I6) and z ∈ Z such that each of the reals x, x′ is
C-equivalent to one of aαz0,aαz1, independently of each other.

(Thus U ′ is an enumeration of the C+-equivalence classes, where the
equivalence C+, in addition to C, glues each pair aαz0,aαz1 in one class.
This “amalgamation” of classes makes the symmetries 〈α, z, 0〉 ↔ 〈α, z, 1〉
useless, but fortunately we still have shiftings inside Z-groups.)

Note that U ′ is definable in N by a formula containing, as parameters,
only ordinals and some x¹J , where J ∈ M is a countably cofinal initial
segment of I not equal to I (see the proof of Theorem 36). Then U ′(x) ∈
L[x¹J ] in N for all reals x ∈W ′, again as in the proof of Theorem 36.
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Since J 6= I, there exists an ordinal α (α < ωM
1 in the case I = I5 and

α < ωM
2 in the case I = I6) such that 〈α, z, d〉 6∈ J for all z and d. In

particular, neither i = 〈α, 7, 0〉 nor i′ = 〈α, 8, 0〉 is a member of J .
Define an order automorphism h of I by h(〈α, z, d〉) = 〈α, z + 1, d〉 for

d = 0, 1, all integers z, and this particular α, and h(〈α′, z, d〉) = 〈α′, z, d〉
whenever α′ 6= α. Then h ∈M, h(i) = i′, but h¹J is the identity.

To accomplish the proof of the “neither” part of Theorem 37, it now
suffices to reproduce the very end of the proof of Theorem 36, taking e.g.
the set A = [aα70]E ∪ [aα71]E in the application of Proposition 35.

This also ends the proof of Theorem 2.
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