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1. Introduction and results. Zero order estimates for analytic functions are closely related to problems in the theory of transcendental numbers. The basic question, if the value $f(\alpha)$ of a transcendental function $f$ at an algebraic point $\alpha$ is transcendental or-more generally-if the values $f_{1}(\alpha), \ldots, f_{m}(\alpha)$ of several algebraically independent functions $f_{1}, \ldots, f_{m}$ are algebraically independent for algebraic $\alpha$, can be changed into the quantitative problem to give lower bounds for $\left|P\left(f_{1}(\alpha), \ldots, f_{m}(\alpha)\right)\right|$ in terms of the degree and the height of the polynomial $P \in \mathbb{Z}\left[y_{1}, \ldots, y_{m}\right] \backslash\{0\}$, and in general zero order estimates are necessary to solve this problem.

In the case of Mahler functions $f: U_{1}(0) \rightarrow \mathbb{C}$, which satisfy (in the simplest case) a functional equation of the form

$$
f\left(z^{d}\right)=R(z, f(z))
$$

with $d \in \mathbb{N}, d \geq 2$, and a rational function $R(z, y)$, the qualitative and the quantitative question are extensively studied. For a historical survey of the qualitative transcendence results see $[\mathrm{K}],[\mathrm{L}],[\mathrm{LP}]$, and transcendence measures can be found in $[\mathrm{NT}]$ and in the references given there. The first measures for algebraic independence were proved by Becker [B1] and-using a completely different method-by Nesterenko [Ne3]. Both results are effective in the height, but not in the dependence on the degree of the polynomial $P$. This is due to the fact that the construction of the auxiliary function, which is needed in the proof, depends on Siegel's lemma. Since this construction is not explicit, a zero order estimate for the auxiliary function is necessary to derive completely effective measures, and at that time no zero order estimate was available.

Using elementary methods, Wass [W] obtained a zero order estimate and gave an effective version of Nesterenko's result. One year earlier Nish-

[^0]ioka derived the following general zero order estimate, which is much better than Wass' result. The proof was published in [Ni1] and is an extension of Nesterenko's elimination-theoretic method in [Ne1]; more exactly, the method of [ Ne 2$]$ is applied to the polynomial ring $C[z]$ over a field $C$ of characteristic 0 , and applications of this theorem were given by Becker [B2], Nishioka [Ni2], and Töpfer [T1], [T2].

Theorem (Nishioka [Ni1]). Let $f_{1}, \ldots, f_{m} \in C[[z]]$ be formal power series with coefficients in a field $C$ of characteristic 0 and satisfy

$$
f_{i}\left(z^{d}\right)=\frac{A_{i}\left(z, f_{1}(z), \ldots, f_{m}(z)\right)}{A_{0}\left(z, f_{1}(z), \ldots, f_{m}(z)\right)} \quad(1 \leq i \leq m)
$$

where $d \in \mathbb{N}, d \geq 2$, and $A_{i} \in C\left[z, y_{1}, \ldots, y_{m}\right](0 \leq i \leq m)$ are polynomials with $\operatorname{deg}_{z} A_{i} \leq s$ and $\operatorname{deg}_{y_{1}, \ldots, y_{m}} A_{i} \leq t$. Suppose that $t^{m}<d$ and $Q \in$ $C\left[z, y_{1}, \ldots, y_{m}\right]$ with $\operatorname{deg}_{z} Q \leq M, \operatorname{deg}_{y_{1}, \ldots, y_{m}} Q \leq N$ and $M \geq N \geq 1$. If $Q\left(z, f_{1}(z), \ldots, f_{m}(z)\right) \neq 0$, then

$$
\operatorname{ord}_{0} Q\left(z, f_{1}(z), \ldots, f_{m}(z)\right) \leq c_{0} M N^{m \log d /(\log d-m \log t)}
$$

where $\mu=1+s /(d-t)$ and

$$
\begin{aligned}
& c_{0}=\max \left\{\frac{\operatorname{ord}_{0} A_{0}\left(z, f_{1}(z), \ldots, f_{m}(z)\right)}{d-t}\right. \\
&\left.8 m^{2}(8 d t)^{m} \mu\left(12 m(8 d)^{m-1}\right)^{m \log t /(\log d-m \log t)}\right\}
\end{aligned}
$$

Recently a more general kind of functional equations was studied by Becker [B3], [B4], [B5]. Suppose that the function $f$ is holomorphic in a neighborhood $U$ of a point $\theta \in \widehat{\mathbb{C}}$, the power series expansion of $f$ at $\theta$ has algebraic coefficients, the transformation $T$ is meromorphic in $U$ and algebraic over the function field $\overline{\mathbb{Q}}(z)$ over the algebraic numbers, and $f$ satisfies a functional equation

$$
\begin{equation*}
A(z, f(z), f(T(z)))=0 \tag{1}
\end{equation*}
$$

for $z \in U$ and a polynomial $A(z, y, w)$ with algebraic coefficients. Under certain assumptions on $f, T, \theta, A$, and $\alpha$ Becker [B4] proved that $f(\alpha)$ is transcendental. Quantitative results for functions which satisfy functional equations of the form (1) with polynomial transformations $T(z) \in \overline{\mathbb{Q}}[z]$ and $A(z, y, w)=w-q(y), q \in \overline{\mathbb{Q}}[z]$ with $\operatorname{deg} q=\operatorname{deg} T$, the so-called Böttcher functions, can be found in [B5].

Qualitative algebraic independence results for certain rational transformations were given by Becker [B3] for functions $f_{1}, \ldots, f_{m}$ satisfying

$$
\begin{equation*}
f_{i}(z)=a_{i}(z) f_{i}(T(z))+b_{i}(z) \quad(1 \leq i \leq m) \tag{2}
\end{equation*}
$$

with $a_{i}, b_{i} \in \overline{\mathbb{Q}}(z)$ and $T(z)=p\left(z^{-1}\right)^{-1}, p \in \overline{\mathbb{Q}}[z]$ of degree at least 2 . In this paper we consider a generalization of (2) and state a zero order estimate which generalizes the above mentioned result of Nishioka. Applications of this result to algebraic independence are given in [T3].

Theorem 1. Let $f_{1}, \ldots, f_{m} \in C[[z]]$ be formal power series with coefficients in a field $C$ of characteristic 0 and satisfy

$$
f_{i}(T(z))=\frac{A_{i}(z, \underline{f}(z))}{A_{0}(z, \underline{f}(z))} \quad(1 \leq i \leq m)
$$

where $\underline{f}(z)=\left(f_{1}(z), \ldots, f_{m}(z)\right), T(z)=T_{1}(z) / T_{2}(z)$ is a rational function with $T_{1}, T_{2} \in C[z], d=\max \left\{\operatorname{deg} T_{1}, \operatorname{deg} T_{2}\right\}, \delta=\operatorname{ord}_{0} T(z) \geq 2$, and $A_{i} \in C\left[z, y_{1}, \ldots, y_{m}\right](0 \leq i \leq m)$ are polynomials with $\operatorname{deg}_{z} A_{i} \leq s$ and $\operatorname{deg}_{y_{1}, \ldots, y_{m}} A_{i} \leq t$. Suppose that $t^{m}<\delta$ and $Q \in C\left[z, y_{1}, \ldots, y_{m}\right]$ with $\operatorname{deg}_{z} Q \leq M, \operatorname{deg}_{y_{1}, \ldots, y_{m}} Q \leq N$ and $M \geq N \geq 1$. If $Q(z, \underline{f}(z)) \neq 0$, then

$$
\operatorname{ord}_{0} Q(z, \underline{f}(z)) \leq c_{1} M N^{m \log d /(\log \delta-m \log t)}
$$

where $\mu=1+s /(d-t)$ and

$$
\begin{aligned}
& c_{1}=\max \left\{\frac{\operatorname{ord}_{0} A_{0}(z, \underline{f}(z))}{\delta-t},\right. \\
& \left.\quad \mu d \delta^{-1} m^{2}(8 \delta t)^{m}\left(4 m(8 \delta)^{m-1}\right)^{\log d /(\log \delta-m \log t)-1}\right\}
\end{aligned}
$$

Remark. In the special case $T(z)=z^{d}$, we have $\delta=d$, and the assertion of the theorem is just Nishioka's result [Ni1] with a slightly better constant.

Corollary 1. Let $f_{1}, \ldots, f_{m} \in C[[z]]$ be formal power series with coefficients in a field $C$ of characteristic 0 which satisfy

$$
f_{i}(z)=a_{i}(z) f_{i}(T(z))+b_{i}(z) \quad(1 \leq i \leq m)
$$

where $a_{i}, b_{i} \in C(z)$ are rational functions, $T(z)=p\left(z^{-1}\right)^{-1}$ with a polynomial $p \in C[z]$ and $d=\operatorname{deg} p \geq 2$. Suppose that $Q \in C\left[z, y_{1}, \ldots, y_{m}\right]$ with $\operatorname{deg}_{z} Q \leq M, \operatorname{deg}_{y_{1}, \ldots, y_{m}} Q \leq N$ and $M \geq N \geq 1$. If $Q(z, \underline{f}(z)) \neq 0$, then

$$
\operatorname{ord}_{0} Q(z, \underline{f}(z)) \leq c_{1} M N^{m}
$$

with $c_{1}=c_{1}\left(a_{i}, b_{j}, d, m\right) \in \mathbb{R}_{+}$as in Theorem 1 .
Proof. Notice that $d=\operatorname{deg} p=\operatorname{ord}_{0} T=\delta>t=1$.
Corollary 2. Let $f_{1}, \ldots, f_{m} \in C[[z]]$ be formal power series with coefficients in a field $C$ of characteristic 0 which satisfy

$$
f_{i}(z)=a_{i}(z) f_{i}(T(z))+b_{i}(z) \quad(1 \leq i \leq m)
$$

where $a_{i}, b_{i} \in C(z)$ are rational functions and $T \in C[z]$ is a polynomial with $d=\operatorname{deg} T \geq \delta=\operatorname{ord}_{0} T \geq 2$. Suppose that $Q \in C\left[z, y_{1}, \ldots, y_{m}\right]$ with
$\operatorname{deg}_{z} Q \leq M, \operatorname{deg}_{y_{1}, \ldots, y_{m}} Q \leq N$ and $M \geq N \geq 1$. If $Q(z, \underline{f}(z)) \neq 0$, then

$$
\operatorname{ord}_{0} Q(z, \underline{f}(z)) \leq c_{1} M N^{m \log d / \log \delta}
$$

with $c_{1}=c_{1}\left(a_{i}, b_{j}, d, \delta, m\right) \in \mathbb{R}_{+}$as in Theorem 1 .
The proof of Theorem 1 depends on the following criterion for algebraic independence over fields of Laurent series. This criterion is based on Nishioka's result [Ni1], hence on the elimination-theoretic method of Nesterenko [ Ne 1 ], [Ne2] and Philippon [P1], [P2].

For the statement of the criterion we need some notations. Suppose $C$ is a field of characteristic $0, v$ the valuation $\operatorname{ord}_{0}$ of the field $C((z))$ of Laurent series or its unique extension to the algebraic closure $\overline{C((z))}$. For $\underline{\omega} \in \overline{C((z))}^{m}$ put $v(\underline{\omega})=\min _{1 \leq i \leq m}\left\{v\left(\omega_{i}\right)\right\}$, and for polynomials $Q\left(z, y_{0}, y_{1}, \ldots, y_{m}\right) \in$ $C[\underline{y}]$ with

$$
Q(z, \underline{y})=\sum_{\mu_{0}, \ldots, \mu_{m}=0}^{\sigma} q_{\mu_{0}, \ldots, \mu_{m}}(z) y_{0}^{\mu_{0}} \ldots y_{m}^{\mu_{m}}
$$

define

$$
v(Q)=\min _{\mu_{0}, \ldots, \mu_{m}}\left\{v\left(q_{\mu_{0}, \ldots, \mu_{m}}\right)\right\}, \quad N(Q)=\operatorname{deg}_{y_{1}, \ldots, y_{m}} Q, \quad H(Q)=\operatorname{deg}_{z} Q
$$

Theorem 2. Let $C$ be a field of characteristic 0 and $\underline{\omega} \in \overline{C((z))}^{m}$. Suppose that there exist increasing functions $\Psi_{1}, \Psi_{2}: \mathbb{N} \rightarrow \mathbb{R}_{+}$, positive real numbers $\Phi_{1}, \Phi_{2}, \Lambda$, a nonnegative integer $k_{1}$ and for each $k \in\left\{0, \ldots, k_{1}\right\}$ a set of polynomials $Q_{k}^{(1)}, \ldots, Q_{k}^{\left(n_{k}\right)} \in C\left[z, y_{1}, \ldots, y_{m}\right]$ with the following properties for $k \in\left\{0, \ldots, k_{1}\right\}, i \in\left\{1, \ldots, n_{k}\right\}$ :
(i) $\Phi_{2} \geq \Phi_{1}, \Psi_{2}(k) \geq \max \left\{\Psi_{1}(k),-2 v(\underline{\omega})\right\}, \Lambda \geq \Psi_{2}(k+1) / \Psi_{1}(k)$,
(ii) (a) $N\left(Q_{k}^{(i)}\right) \leq \Phi_{1}$,
(b) $H\left(Q_{k}^{(i)}\right) \leq \Phi_{2}$,
(c) $v\left(Q_{k}^{(i)}(\underline{\omega})\right) \geq \Psi_{1}(k)$,
(d) $v(\underline{\omega}-\underline{\theta}) \leq \Psi_{2}(k)$ for all common zeros $\underline{\theta} \in \overline{C((z))}^{m}$ of $Q_{k}^{(1)}, \ldots$ $\ldots, Q_{k}^{\left(n_{k}\right)}$,
(iii) $\Psi_{1}\left(k_{1}\right)>2 m(4 \Lambda)^{m-1} c_{3} \Phi_{1}^{m-1} \max \left\{\Phi_{1} \Psi_{2}(0), m \Phi_{2}\right\}$, where $c_{3}=1$ for $v(\underline{\omega}) \geq 0$ and $c_{3}=(2 m)^{m}$ for $v(\underline{\omega})<0$.

Then we have with $c_{4}=m$ for $v(\underline{\omega}) \geq 0$ and $c_{4}=2^{m} m^{m+2}$ for $v(\underline{\omega})<0$,

$$
\Psi_{1}\left(k_{1}\right) \leq c_{4}(4 \Lambda)^{m} \Phi_{1}^{m} \Phi_{2}
$$

2. Notations and lemmas. For polynomials $Q\left(z, y_{0}, y_{1}, \ldots, y_{m}\right) \in R[y]$ with $R=C[z]$ let $H(Q), N(Q), v(Q)$ be defined as above. If $I \subset R[\underline{y}]$ is a homogeneous ideal, then $h(I)$ denotes the height of $I, \operatorname{rad} I$ is the radical of $I$, and $Z(I)$ is the zero set of $I$ in $\overline{C((z))}^{m+1} \backslash\{\underline{0}\}$. For the definition
of $N(I), H(I)($ resp. $B(I)$ in $[\mathrm{Ni}])$ and $v(I(\underline{\beta}))$ for $\underline{\beta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}$ the reader is referred to Nishioka's paper [Nī]. The $\bar{p}$ rojective distance of $\underline{\beta}, \underline{\theta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}$ is defined as

$$
V(\underline{\beta}, \underline{\theta})=-v(\underline{\beta})-v(\underline{\theta})+\min _{0 \leq i, j \leq m}\left\{v\left(\beta_{i} \theta_{j}-\beta_{j} \theta_{i}\right)\right\}
$$

and for homogeneous ideals $I$ put

$$
V(\underline{\beta}, Z(I))=\sup _{\underline{\theta} \in Z(I)}\{V(\underline{\beta}, \underline{\theta})\} .
$$

Lemma 1. Suppose that $P \in R[\underline{y}] \backslash\{0\}$ is a homogeneous polynomial, $I=$ $(P)$ is the principal ideal in $R[\underline{y}]$ generated by $P$, and $\underline{\beta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}$. Then
$N(I)=N(P), \quad H(I) \leq H(P), \quad v(I(\underline{\beta})) \geq v(P(\underline{\beta}))-N(P) v(\underline{\beta})$.
Proof. See [Ni1], Proposition 1.
Lemma 2. Suppose that $\underline{\beta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}, I$ is an unmixed homogeneous ideal in $R[\underline{y}], h(I) \leq m$, and $I=I_{1} \cap \ldots \cap I_{s} \cap I_{s+1} \cap \ldots \cap I_{t}$ is its irreducible primary decomposition with $I_{l} \cap R=(0)$ for $l \leq s$ and $I_{s+1} \cap \ldots \cap I_{t}=(b), b \in R \backslash\{0\}$. For $l \leq s$ let $k_{l}$ be the exponent of the ideal $I_{l}$ and $\mathcal{P}_{l}=\operatorname{rad} I_{l}$. Then
(i) $\sum_{l=1}^{s} k_{l} N\left(\mathcal{P}_{l}\right)=N(I)$,
(ii) $H(b)+\sum_{l=1}^{s} k_{l} H\left(\mathcal{P}_{l}\right)=H(I)$,
(iii) $v(b)+\sum_{l=1}^{s} k_{l} v\left(\mathcal{P}_{l}(\underline{\beta})\right)=v(I(\underline{\beta}))$,
(iv) $0 \leq v(b) \leq H(b) \leq \bar{H}(I)$.

When $s=t$, the terms $H(b)$ and $v(b)$ are missing.

## Proof. See [Ni1], Proposition 2.

Lemma 3. Suppose that $\underline{\beta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}, \mathcal{P}$ is a nonzero homogeneous prime ideal of $R[\underline{y}]$ with $\mathcal{P} \cap R=(0)$ and $h(\mathcal{P}) \leq m, Q \in R[\underline{y}]$ is a homogeneous polynomial with $Q \notin \mathcal{P}$ and

$$
\Lambda(v(Q(\underline{\beta}))-v(\underline{\beta}) N(Q)) \geq \min \{X, V(\underline{\beta}, Z(\mathcal{P}))\}>0
$$

where $v(\mathcal{P}(\underline{\beta})) \geq X$ and $\Lambda \geq 1$. If $r=m+1-h(\mathcal{P}) \geq 2$, then there exists an unmixed homogeneous ideal $I \subset R[\underline{y}]$ with $Z(I)=Z(\mathcal{P}, Q), h(I)=m-r+2$, such that
(i) $N(I) \leq N(\mathcal{P}) N(Q)$,
(ii) $H(I) \leq H(\mathcal{P}) N(Q)+N(\mathcal{P}) H(Q)$,
(iii) $v(I(\underline{\omega})) \geq X / \Lambda-H(\mathcal{P}) N(Q)-N(\mathcal{P}) H(Q)$.

If $h(\mathcal{P})=m$, then the right side of inequality (iii) is not positive.

Proof. If $X \leq V(\underline{\beta}, Z(\mathcal{P}))$, we know

$$
v(Q(\underline{\beta}))-v(\underline{\beta}) N(Q) \geq X / \Lambda,
$$

and Lemma 3 of [Ni1] yields the assertion. If $V(\underline{\beta}, Z(\mathcal{P})) \leq X$, we have

$$
v(Q(\underline{\beta}))-v(\underline{\beta}) N(Q) \geq V(\underline{\beta}, Z(\mathcal{P})) / \Lambda,
$$

and Lemma 4 of [Ni1] implies the assertion.
Lemma 4. Suppose $I \subset R[\underline{y}]$ is a nonzero unmixed homogeneous ideal, $I \cap R=(0)$, and $r=m+1-h(I) \geq 1$. Then for every $\underline{\beta} \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}$ we have

$$
N(I) V(\underline{\beta}, Z(I)) \geq v(I(\underline{\beta})) / r-2 H(I) .
$$

Proof. See Lemma 6 of [Ni1].
3. Proof of Theorem 2. The proof is analogous to the proof of Theorem 6 in [T1]. As usual in elimination theory, we show by induction that there exist homogeneous prime ideals $\mathcal{P}_{l} \subset R[\underline{y}]$ with $h\left(\mathcal{P}_{l}\right)=l(l=1, \ldots, m)$, which satisfy

$$
\begin{align*}
N\left(\mathcal{P}_{l}\right) & \leq \Phi_{1}^{l},  \tag{3}\\
H\left(\mathcal{P}_{l}\right) & \leq l \Phi_{1}^{l-1} \Phi_{2},  \tag{4}\\
v\left(\mathcal{P}_{l}(\underline{\beta})\right) & \geq \frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{l-1} \Phi_{1}^{l}} N\left(\mathcal{P}_{l}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{l-1} l \Phi_{1}^{l-1} \Phi_{2}} H\left(\mathcal{P}_{l}\right), \tag{5}
\end{align*}
$$

where $\underline{\beta}=(1, \underline{\omega}) \in \overline{C((z))}^{m+1} \backslash\{\underline{0}\}$ for $\underline{\omega} \in \overline{C((z))}^{m}$ as in Theorem 2. In the last step for $l=m+1$ Lemma 3 implies the asserted inequality of Theorem 2.

Without loss of generality we may assume that $v(\underline{\omega}) \geq 0$. If $v(\underline{\omega})<0$, we suppose that $v\left(\omega_{1}\right), \ldots, v\left(\omega_{\kappa}\right)<0 \leq v\left(\omega_{\kappa+1}\right), \ldots, v\left(\omega_{m}\right)$ and apply the transformation

$$
\begin{aligned}
& Q\left(y_{1}, \ldots, y_{m}\right) \rightarrow \bar{Q}\left(y_{1}, \ldots, y_{m}\right) \\
&=\left(y_{1} \ldots y_{\kappa}\right)^{\operatorname{deg} Q} Q\left(1 / y_{1}, \ldots, 1 / y_{\kappa}, y_{\kappa+1}, \ldots, y_{m}\right)
\end{aligned}
$$

to all polynomials which occur in the proof. Thus with $\underline{\bar{\omega}}=\left(1 / \omega_{1}, \ldots, 1 / \omega_{\kappa}\right.$, $\left.\omega_{\kappa+1}, \ldots, \omega_{m}\right)$ we have

$$
\begin{gathered}
N(\bar{Q}) \leq m \operatorname{deg} Q \leq m \Phi_{1}=\Phi_{1}^{*}, \quad H(\bar{Q})=H(Q) \leq \Phi_{2} \leq m \Phi_{2}=\Phi_{2}^{*}, \\
v(\bar{Q}(\underline{\bar{\omega}}))=v\left(\left(\omega_{1} \ldots \omega_{\kappa}\right)^{-\operatorname{deg} Q} Q(\underline{\omega})\right) \geq v(Q(\underline{\omega})) \geq \Psi_{1}(k)=\Psi_{1}^{*}(k) .
\end{gathered}
$$

Now we suppose that $\underline{\bar{\theta}}=\left(\bar{\theta}_{1}, \ldots, \bar{\theta}_{m}\right)$ is a common zero of $\bar{Q}_{k}^{(1)}, \ldots, \bar{Q}_{k}^{\left(n_{k}\right)}$. If $\bar{\theta}_{i}=0$ for some $i \in\{1, \ldots, \kappa\}$, then $v(\underline{\bar{\omega}}-\underline{\bar{\theta}}) \leq v\left(\bar{\omega}_{i}\right)=-v\left(\omega_{i}\right) \leq-v(\underline{\omega}) \leq$
$\Psi_{2}(k)$; otherwise

$$
\begin{aligned}
v(\underline{\bar{\omega}}-\underline{\bar{\theta}}) & =\min _{\substack{1 \leq i \leq \kappa \\
\kappa+1 \leq j \leq m}}\left\{-v\left(\omega_{i}\right)-v\left(\theta_{i}\right)+v\left(\omega_{i}-\theta_{i}\right), v\left(\omega_{j}-\theta_{j}\right)\right\} \\
& \leq-2 v(\underline{\omega})+v(\underline{\omega}-\underline{\theta}) \leq 2 \Psi_{2}(k)=\Psi_{2}^{*}(k)
\end{aligned}
$$

Hence (i), (ii) of Theorem 2 are fulfilled with $\Lambda^{*}=2 \Lambda, v(\underline{\underline{\omega}}) \geq 0$, and (iii) follows from

$$
\begin{aligned}
\Psi_{1}^{*}\left(k_{1}\right) & >2 m(4 \Lambda)^{m-1} 2^{m-1}\left(m \Phi_{1}\right)^{m-1} \max \left\{2 m \Phi_{1} \Psi_{2}(0), m \Phi_{2}\right\} \\
& =2 m\left(4 \Lambda^{*}\right)^{m-1} \Phi_{1}^{* m-1} \max \left\{\Phi_{1}^{*} \Psi_{2}^{*}(0), \Phi_{2}^{*}\right\}
\end{aligned}
$$

Therefore we suppose from now on that all assumptions of Theorem 2 are satisfied with $v(\underline{\omega}) \geq 0$.

Throughout the proof of Theorem 2 let $Q^{*}$ denote the homogenization of the polynomial $Q \in R\left[y_{1}, \ldots, y_{m}\right]$, i.e. $Q^{*} \in R\left[y_{0}, y_{1}, \ldots, y_{m}\right]=$ $R[\underline{y}]$ is homogeneous with $\operatorname{deg}_{\underline{y}} Q^{*}=\operatorname{deg}_{y_{1}, \ldots, y_{m}} Q$ and $Q^{*}\left(1, y_{1}, \ldots, y_{m}\right)=$ $Q\left(y_{1}, \ldots, y_{m}\right)$.

In the first step, $l=1$, we choose one of the polynomials $Q_{k_{1}}^{(1)}, \ldots, Q_{k_{1}}^{\left(n_{k_{1}}\right)}$, say $Q_{k_{1}}^{(1)}$, and define the unmixed homogeneous ideal $I^{(1)}=\left(Q_{k_{1}}^{(1) *}\right) \subset R[\underline{y}]$. Then $h\left(I^{(1)}\right)=1$ and, by Lemma 1 ,
(6) $\quad N\left(I^{(1)}\right) \leq \Phi_{1}, \quad H\left(I^{(1)}\right) \leq \Phi_{2}, \quad v\left(I^{(1)}(\underline{\beta})\right) \geq v\left(Q_{k_{1}}^{(1)}(\underline{\omega})\right) \geq \Psi_{1}\left(k_{1}\right)$.

Now suppose that $\mathcal{P}^{(1)}, \ldots, \mathcal{P}^{(s)} \subset R[\underline{y}]$ are the associated prime ideals of $I^{(1)}$, which are defined in Lemma 2. Then $N\left(\mathcal{P}^{(i)}\right) \leq \Phi_{1}, H\left(\mathcal{P}^{(i)}\right) \leq$ $\Phi_{2}, h\left(\mathcal{P}^{(i)}\right)=1$ for $i=1, \ldots, s$. If none of the prime ideals $\mathcal{P}^{(i)}$ satisfies inequality (5), we have

$$
v\left(\mathcal{P}^{(i)}(\underline{\beta})\right)<\frac{\Psi_{1}\left(k_{1}\right)}{2 \Phi_{1}} N\left(\mathcal{P}^{(i)}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{2 \Phi_{2}} H\left(\mathcal{P}^{(i)}\right)
$$

for $i=1, \ldots, s$, and Lemma 2(iii), (iv) together with Theorem 2(iii) implies $v\left(I^{(1)}(\underline{\beta})\right)<v(b)+\frac{\Psi_{1}\left(k_{1}\right)}{2 \Phi_{1}} \sum_{i=1}^{s} k_{i} N\left(\mathcal{P}^{(i)}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{2 \Phi_{2}} \sum_{i=1}^{s} k_{i} H\left(\mathcal{P}^{(i)}\right) \leq \Psi_{1}\left(k_{1}\right)$,
but this contradicts the rightmost inequality of (6). Thus at least one prime ideal, say $\mathcal{P}^{(1)}$, satisfies (3)-(5), and we define $\mathcal{P}_{1}=\mathcal{P}^{(1)}$.

Now we assume that (3)-(5) are fulfilled for $l-1$ with $l \in\{2, \ldots, m\}$. With

$$
X=\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{l-2} \Phi_{1}^{l-1}} N\left(\mathcal{P}_{l-1}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{l-2}(l-1) \Phi_{1}^{l-2} \Phi_{2}} H\left(\mathcal{P}_{l-1}\right)
$$

the inequalities $v\left(\mathcal{P}_{l-1}(\underline{\beta})\right) \geq X>\Psi_{2}(0)$ hold, the latter by Theorem 2 (iii).

Furthermore Lemma 4 and Theorem 2(iii) imply

$$
V\left(\underline{\beta}, Z\left(\mathcal{P}_{l-1}\right)\right) \geq \frac{X}{(m+1-(l-1)) N\left(\mathcal{P}_{l-1}\right)}-2 \frac{H\left(\mathcal{P}_{l-1}\right)}{N\left(\mathcal{P}_{l-1}\right)}>\Psi_{2}(0)
$$

Since

$$
X \leq \Psi_{1}\left(k_{1}\right)\left(\frac{1}{2(4 \Lambda)^{l-2}}+\frac{1}{2(4 \Lambda)^{l-2}(l-1)}\right) \leq \Psi_{1}\left(k_{1}\right) \leq \Psi_{2}\left(k_{1}\right)
$$

there exists a number $k_{l} \in\left\{0, \ldots, k_{1}\right\}$ with

$$
\Psi_{2}\left(k_{l}\right)<\min \left\{X, V\left(\underline{\beta}, Z\left(\mathcal{P}_{l-1}\right)\right)\right\} \leq \Psi_{2}\left(k_{l}+1\right)
$$

We claim that at least one of the polynomials $Q_{k_{l}}^{(1) *}, \ldots, Q_{k_{l}}^{\left(n_{k_{l}}\right) *}$ does not belong to $\mathcal{P}_{l-1}$. Otherwise $Z\left(\mathcal{P}_{l-1}\right) \subset Z\left(Q_{k_{l}}^{(1) *}, \ldots, Q_{k_{l}}^{\left(n_{k_{l}}\right) *}\right)$, and then Theorem 2(ii)(d) implies after some calculation

$$
\Psi_{2}\left(k_{l}\right)<V\left(\underline{\beta}, Z\left(\mathcal{P}_{l-1}\right)\right) \leq V\left(\underline{\beta}, Z\left(Q_{k_{l}}^{(1) *}, \ldots, Q_{k_{l}}^{\left(n_{k_{l}}\right) *}\right)\right) \leq \Psi_{2}\left(k_{l}\right)
$$

but this is a contradiction. Without loss of generality we may assume that $Q_{k_{l}}^{(1) *} \notin \mathcal{P}_{l-1}$.

Define $\sigma \in \mathbb{R}_{+}$by

$$
\min \left\{X, V\left(\underline{\beta}, Z\left(\mathcal{P}_{l-1}\right)\right)\right\}=\sigma v\left(Q_{k_{l}}^{(1) *}(\underline{\beta})\right)=\sigma v\left(Q_{k_{l}}^{(1)}(\underline{\omega})\right) .
$$

From Theorem 2(i), (ii)(c) and the choice of $k_{l}$ we get

$$
\sigma \Psi_{1}\left(k_{l}\right) \leq \sigma v\left(Q_{k_{l}}^{(1)}(\underline{\omega})\right) \leq \Psi_{2}\left(k_{l}+1\right) \leq \Lambda \Psi_{1}\left(k_{l}\right)
$$

hence $\sigma \leq \Lambda$ and

$$
\operatorname{\Lambda v}\left(Q_{k_{l}}^{(1) *}(\underline{\beta})\right) \geq \min \left\{X, V\left(\underline{\beta}, Z\left(\mathcal{P}_{l-1}\right)\right)\right\}
$$

with $\Lambda \geq 1$ (notice that $v(\underline{\beta})=v(1)=0$ ). By Lemma 3 and Theorem 2(ii), (iii) there exists an unmixed homogeneous ideal $I^{(l)} \subset R[\underline{y}]$ with $h\left(I^{(l)}\right)=l$ and
(9) $\quad v\left(I^{(l)}(\underline{\beta})\right) \geq \frac{\Psi_{1}\left(k_{1}\right)}{(4 \Lambda)^{l-1} \Phi_{1}^{l-1}} N\left(\mathcal{P}_{l-1}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{(4 \Lambda)^{l-1}(l-1) \Phi_{1}^{l-2} \Phi_{2}} H\left(\mathcal{P}_{l-1}\right)$.

Once more we consider the associated prime ideals $\mathcal{P}^{(1)}, \ldots, \mathcal{P}^{(s)}$ of the ideal $I^{(l)}$ according to Lemma 2, which satisfy

$$
N\left(\mathcal{P}^{(i)}\right) \leq \Phi_{1}^{l}, \quad H\left(\mathcal{P}^{(i)}\right) \leq l \Phi_{1}^{l-1} \Phi_{2}
$$

If none of the prime ideals $\mathcal{P}^{(i)}, 1 \leq i \leq s$, satisfies (5), from Lemma 2 and (7), (8) we get
$v\left(I^{(l)}(\underline{\beta})\right)$

$$
\begin{aligned}
& <v(b)+\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{l-1} \Phi_{1}^{l}} \sum_{i=1}^{s} k_{i} N\left(\mathcal{P}^{(i)}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{2 l(4 \Lambda)^{l-1} \Phi_{1}^{l-1} \Phi_{2}} \sum_{i=1}^{s} k_{i} H\left(\mathcal{P}^{(i)}\right) \\
& \leq \frac{\Psi_{1}\left(k_{1}\right)}{(4 \Lambda)^{l-1} \Phi_{1}^{l-1}} N\left(\mathcal{P}_{l-1}\right)+\frac{\Psi_{1}\left(k_{1}\right)}{(l-1)(4 \Lambda)^{l-1} \Phi_{1}^{l-2} \Phi_{2}} H\left(\mathcal{P}_{l-1}\right)
\end{aligned}
$$

but this contradicts (9). So at least one prime ideal $\mathcal{P}^{\left(i_{0}\right)}$ satisfies (3)-(5), and we choose $\mathcal{P}_{l}=\mathcal{P}^{\left(i_{0}\right)}$.

In the last step for $l=m+1$ the prime ideal $\mathcal{P}_{m} \subset R[\underline{y}]$ satisfies (3)-(5), and Theorem 2(iii) implies once more

$$
\Psi_{2}(0)<\min \left\{X, V\left(\underline{\beta}, Z\left(\mathcal{P}_{m}\right)\right)\right\} \leq \Psi_{2}\left(k_{1}\right),
$$

so that we can find $k_{m+1} \in\left\{0, \ldots, k_{1}\right\}$ with

$$
\Psi_{2}\left(k_{m+1}\right)<\min \left\{X, V\left(\underline{\beta}, Z\left(\mathcal{P}_{m}\right)\right)\right\} \leq \Psi_{2}\left(k_{m+1}+1\right)
$$

and some $\nu \in\left\{1, \ldots, n_{k_{m+1}}\right\}$ such that $Q_{k_{m+1}}^{(\nu) *} \notin \mathcal{P}_{m}$. Thus Lemma 3 with $r=1$ implies

$$
\begin{aligned}
0 \geq & X / \Lambda-\Phi_{1} H\left(\mathcal{P}_{m}\right)-\Phi_{2} N\left(\mathcal{P}_{m}\right) \\
\geq & \left(\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{m-1} \Lambda \Phi_{1}^{m}}-\Phi_{2}\right) N\left(\mathcal{P}_{m}\right) \\
& +\left(\frac{\Psi_{1}\left(k_{1}\right)}{2(4 \Lambda)^{m-1} m \Lambda \Phi_{1}^{m-1} \Phi_{2}}-\Phi_{1}\right) H\left(\mathcal{P}_{m}\right),
\end{aligned}
$$

and this completes the proof of Theorem 2.
4. Proof of Theorem 1. To apply Theorem 2, we begin with the polynomial $Q \in R\left[y_{1}, \ldots, y_{m}\right]$ and define a sequence $\left(Q_{k}\right)_{k \in \mathbb{N}_{0}}$ of polynomials in $R\left[y_{1}, \ldots, y_{m}\right]$ with certain functions $\Phi_{1}, \Phi_{2}, \Psi_{1}, \Psi_{2}: \mathbb{N} \rightarrow \mathbb{R}_{+}$such that

$$
N\left(Q_{k}\right) \leq \Phi_{1}(k), \quad H\left(Q_{k}\right) \leq \Phi_{2}(k), \quad \Psi_{1}(k) \leq v\left(Q_{k}(\underline{\omega})\right) \leq \Psi_{2}(k)
$$

for $k \in \mathbb{N}_{0}$ and $\underline{\omega}=\left(f_{1}(z), \ldots, f_{m}(z)\right)$. Then we choose the parameter $k_{1}$ with respect to $\bar{H}(Q)$ and $N(Q)$, such that (iii) is satisfied with $\Phi_{1}=\Phi_{1}\left(k_{1}\right)$ and $\Phi_{2}=\Phi_{2}\left(k_{1}\right)$. To fulfill (ii)(d), we notice that $v(\underline{\omega}) \geq 0$, and for each zero $\underline{\theta} \in \overline{C((z))}^{m}$ of the polynomial $Q_{k}$ the inequalities

$$
\begin{aligned}
\Psi_{2}(k) & \geq v\left(Q_{k}(\underline{\omega})\right)=v\left(Q_{k}(\underline{\omega})-Q_{k}(\underline{\theta})\right) \\
& \geq v\left(Q_{k}\right)+v(\underline{\omega}-\underline{\theta}) \geq v(\underline{\omega}-\underline{\theta})
\end{aligned}
$$

hold. Then Theorem 2 yields a bound for $\Psi_{1}\left(k_{1}\right)$ and thereby a bound for $v(Q(\underline{\omega}))=\operatorname{ord}_{0} Q(z, \underline{f}(z))$.

Without loss of generality we suppose that $T(z)=T_{1}(z) / T_{2}(z)$ with $T_{2}(0) \neq 0$, and inductively we define for $k \in \mathbb{N}_{0}$,

$$
\begin{aligned}
& Q_{0}\left(z, y_{1}, \ldots, y_{m}\right)=Q\left(z, y_{1}, \ldots, y_{m}\right) \\
& Q_{k}\left(z, y_{1}, \ldots, y_{m}\right) \\
& =T_{2}(z)^{H\left(Q_{k-1}\right)} A_{0}\left(z, y_{1}, \ldots, y_{m}\right)^{N\left(Q_{k-1}\right)} \\
& \times Q_{k-1}\left(T(z), \frac{A_{1}\left(z, y_{1}, \ldots, y_{m}\right)}{A_{0}\left(z, y_{1}, \ldots, y_{m}\right)}, \ldots, \frac{A_{m}\left(z, y_{1}, \ldots, y_{m}\right)}{A_{0}\left(z, y_{1}, \ldots, y_{m}\right)}\right) .
\end{aligned}
$$

Then for all $k \in \mathbb{N}_{0}$ we have

$$
\begin{gathered}
Q_{k} \in C\left[z, y_{1}, \ldots, y_{m}\right], \quad N\left(Q_{k}\right) \leq t N\left(Q_{k-1}\right) \leq t^{k} N \\
H\left(Q_{k}\right) \leq d H\left(Q_{k-1}\right)+s N\left(Q_{k-1}\right) \leq d^{k} M+s N \frac{d^{k}-t^{k}}{d-t} \leq \mu M d^{k}
\end{gathered}
$$

with $\mu=1+s /(d-t)$. Since $T_{2}(0) \neq 0$ and $v(T(z))=\delta$, we get for the zero order of

$$
Q_{k}(z, \underline{f}(z))=T_{2}(z)^{H\left(Q_{k-1}\right)} A_{0}(z, \underline{f}(z))^{N\left(Q_{k-1}\right)} Q_{k-1}(T(z), \underline{f}(T(z)))
$$

the bound

$$
\begin{aligned}
\delta \operatorname{ord}_{0} Q_{k-1}(z, \underline{f}(z)) & \leq \operatorname{ord}_{0} Q_{k}(z, \underline{f}(z)) \\
& \leq \delta \operatorname{ord}_{0} Q_{k-1}(z, \underline{f}(z))+N\left(Q_{k-1}\right) \operatorname{ord}_{0} A_{0}(z, \underline{f}(z))
\end{aligned}
$$

and this implies with $\nu=v(Q(\underline{\omega}))=\operatorname{ord}_{0} Q(z, \underline{f}(z))$,
$\Psi_{1}(k)=\delta^{k} \nu \leq \operatorname{ord}_{0} Q_{k}(z, \underline{f}(z)) \leq \delta^{k} \nu+\frac{\delta^{k}-t^{k}}{\delta-t} N v\left(A_{0}(\underline{\omega})\right) \leq 2 \delta^{k} \nu=\Psi_{2}(k)$,
if we assume without loss of generality that $\nu \geq N v\left(A_{0}(\underline{\omega})\right) /(\delta-t)$. With

$$
\Phi_{1}=N t^{k_{1}}, \quad \Phi_{2}=\mu M d^{k_{1}}, \quad \Lambda=2 \delta, \quad \Psi_{1}(k)=\nu \delta^{k}, \quad \Psi_{2}(k)=2 \nu \delta^{k}
$$

we can apply Theorem 2. Therefore we choose

$$
k_{1}=\left[\frac{(m-1) \log (8 \delta)+\log (4 m)+m \log N}{\log \delta-m \log t}\right]+1
$$

and this implies

$$
\nu \delta^{k_{1}} \geq 4 m(8 \delta)^{m-1} \nu N^{m} t^{m k_{1}}
$$

Now we must distinguish between two cases. If $\Psi_{1}\left(k_{1}\right)$ does not satisfy (iii) of Theorem 2, then

$$
\Psi_{1}\left(k_{1}\right) \leq 2 m^{2}(8 \delta)^{m-1} \Phi_{1}^{m-1} \Phi_{2} \leq m^{2}(8 \delta)^{m} \Phi_{1}^{m} \Phi_{2}
$$

Otherwise we get the same upper bound from Theorem 2 and deduce

$$
\begin{aligned}
\nu \leq & \mu m^{2}(8 \delta)^{m}\left(d t^{m} \delta^{-1}\right)^{k_{1}} M N^{m} \\
\leq & \mu d \delta^{-1} m^{2}(8 \delta t)^{m}\left(4 m(8 \delta)^{m-1}\right)^{\log d /(\log \delta-m \log t)-1} \\
& \times M N^{m \log d /(\log \delta-m \log t)}
\end{aligned}
$$

This completes the proof of Theorem 1.
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